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CHAPTER 1

INTRODUCTION

Micro- and nanoelectromechanical systems (MEMS/NEMS) define a broad and diverse

collection of devices that combine both electronic and mechanical components with feature

lengths on the order of a few nanometers to hundreds of microns. In the heart of the Digital

Age and in an era of miniaturization, MEMS and NEMS have found prominence in a vari-

ety of application areas including pressure sensors used in smartphones1, airbag systems2,

and autonomous vehicles3, piezoresistive cantilevers for atomic force microscopes4, and

lab on a chip devices for point-of-care diagnostics.5 However, the lack of a robust lubrica-

tion scheme threatens the lifetimes of these devices and often restricts the design of MEMS

and NEMS to avoid sliding contact between components, increasing device complexity and

limiting their application.6 As a result of the high surface area-to-volume ratios present in

these devices, the viscosity of traditional macroscale lubricants, i.e. oils, is increased by

several orders of magnitude7–9, reducing effectiveness, and introducing a significant tri-

bological barrier. Further compounding this issue is the chemical makeup of the surfaces

typically found in MEMS and NEMS, which often consist of high energy silica (a result

of the oxidation of silicon, perhaps the most common material for microfabrication); the

dominance of interfacial forces in this environment can rapidly lead to surface degradation,

which threatens device effectiveness.

Surface functionalization by monolayer films has been proposed as a potential solution

to the lubrication issue of MEMS and NEMS. The typical structure of a monolayer film

in the context of lubrication features a dense packing of chains, each containing a head-

group (physically or chemically adsorbed to the surface), backbone (typically featuring

a hydrocarbon chemistry), and a terminal group (most commonly a methyl group). While

monolayer films have been shown to reduce frictional and adhesive forces between surfaces
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and provide a means for surface protection, these materials have yet to find widespread use

as lubricants for MEMS and NEMS. This is primarily a result of durability issues, where

films have typically been shown to feature lifetimes on the order of hours to days under

standard operating conditions. Despite this shortcoming, the highly tunable chemistry of

monolayer films provides considerable optimism that sufficient chemical optimization can

improve the tribological performance these materials and improve their viability as lubri-

cants for MEMS/NEMS.

While experimental approaches are vital for testing monolayer films under conditions

comparable to MEMS/NEMS devices, computational techniques, such as molecular dy-

namics (MD) simulation, have found utility as a tool for understanding the mechanisms

influencing monolayer tribology with molecular-level resolution. Through direct control

over system variables, MD can help guide experiments towards the discovery of new and

promising monolayer chemistries; however, the lack of robust initialization and workflow

management tools have prevented MD from realizing its full utility in this regard, hindering

the ability to perform large-scale screening over monolayer chemical space.

The work contained herein utilizes MD to broaden the field of knowledge of monolayer

tribology and aims to advance the methods by which MD is applied to study these mate-

rials. This work can be categorized into three primary thrusts: 1. the use of MD to study

molecular-level mechanisms of monolayer friction and degradation (Chapters 3 & 4), 2.

large-scale screening of monolayer chemical space (Chapter 5), and 3. the development of

a computationally efficient model to facilitate future screening (Chapter 6).

First, in Chapter 3, MD is used to examine the degradation of conventional alkylsi-

lane monolayer films. Particular focus is given to how surface structure influences the

degradation of these films, as well as to how the chemistry of the monolayers themselves

(in particular the backbone chain length) affects this process. Here, only planar surfaces

are considered to provide a baseline understanding of this process; however, in MEM-

S/NEMS devices surfaces often feature surface irregularities or asperities (characterized by

2



nanoscale roughness), which may act as focal points for monolayer tribological efficacy.

To address this, in Chapter 4, simulations are performed of monolayers under contact by

a model nanoscale asperity. Particular emphasis is placed on understanding the various

friction mechanisms present in this environment, and how these mechanisms are affected

by the chemistry of both the contacting surfaces and the monolayer films.

In addition to providing an atomic level vantage point for examining the mechanisms

involved in monolayer friction and wear, MD simulations also allow for precise control

over system chemistry, affording the ability for large-scale screening of monolayer chem-

ical space. This is critical to the discovery and design of novel monolayer films that may

provide enhanced tribological performance. To date, however, the necessary computa-

tional tools have not been available to easily exchange chemical components of systems,

perform force field parameterization, and manage simulation execution for large numbers

of systems. The Molecular Simulation and Design Framework (MoSDeF) has recently

been developed to address these needs (with a portion of this development arising from

the work described in this thesis), featuring tools for the facile initialization of parameter-

ized molecular systems in a scriptable and reproducible manner. In Chapter 5, MoSDeF

is used to perform large-scale screening of functionalized monolayer films. In addition to

providing a case study for applying MoSDeF towards large-scale screening over a chemi-

cal parameter space and providing a platform for the future screening of monolayer films,

the results of these simulations are examined to uncover links between monolayer terminal

group chemistry and optimal tribological performance.

While the benefits of large-scale monolayer screening are showcased in Chapter 5,

these simulations come at a significant computational cost. Furthermore, the screening per-

formed in Chapter 5 examines monolayers attached to planar surfaces; however, the exam-

ination of monolayers under contact by asperities requires larger system sizes that further

increase the computational cost. In Chapter 6, these concerns are addressed through the

derivation of a coarse-grained force field for amorphous silica. Here, following work from

3



the literature, force field development is focused towards application for silica nanoparti-

cles, which themselves feature promising lubricating abilities through possible ball-bearing

effects, however, application of this force field to planar surfaces for studies of monolayer

films should be straightforward.

Finally, Chapter 7 summarizes the work of the preceding chapters and provides insights

into promising future directions.
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CHAPTER 2

BACKGROUND

2.1 Tribology in Micro- and Nanoelectromechanical Systems

The functionality of devices featuring sliding contacts may be severely impaired by

friction, which gives rise to surface degradation and wear. It has been estimated that eco-

nomic losses attributed to friction-induced wear may accumulate to more than 4% of the

Gross Domestic Product of some developed countries1, with more conservative estimates

still placing this number at greater than 1%.2 While the adverse effects of friction-induced

wear are familiar at the macroscale, such as the need to regularly replace automobile tires,

this phenomenon also plagues devices with nanoscale dimensions that feature sliding com-

ponents - where these effects are magnified by high surface area-to-volume ratios. We live

in an age of rapid electronics miniaturization, where device components continue to shrink

in an effort to improve efficiency, versatility, and memory storage capacity. The ability for

device miniaturization to have considerable societal impacts across a range of application

areas has been established for over half a century, perhaps best chronicled by the physicist

Richard Feynman in his seminal talk, “There’s Plenty of Room at the Bottom”.3 These

promises, along with advances in microfabrication techniques, have led to the increasing

prevalence of microelectromechanical systems (MEMS), devices that combine mechan-

ical and electronic components with feature lengths on the microscale. More recently,

nanoelectromechanical systems (NEMS) have followed as a natural progression in minia-

turization, where devices boast feature lengths on the nanoscale. MEMS and NEMS have

found applications in a variety of areas including the automotive industry (e.g. accelerom-

eters in airbag sensors4), analytical research (e.g. piezoresistive cantilevers in atomic force

microscopes5), and the biomedical realm (e.g. lab on a chip devices for point-of-care di-

agnostics6). However, the functionality of these devices is threatened by the effects of
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friction-induced wear, and as a result MEMS and NEMS are typically designed to avoid

conditions where surfaces come into sliding contact.7 This imposes a significant design

constraint that reduces the scope of applications available to these devices. In response,

considerable efforts have been made to achieve a better fundamental understanding of the

phenomena of friction, wear, and lubrication (collectively termed “tribology”, or “nanotri-

bology” when nanoscale feature sizes are involved) under MEMS/NEMS-like conditions,

with the goal of resolving these issues.

The tribological barriers for devices featuring sliding components with micro- and

nanoscale feature lengths originate from the square-cube law, leading to the arisal of high

surface area-to-volume ratios. This results in the enhanced influence of interfacial forces,

which both augment the impact of surface-related phenomena, such as friction, adhe-

sion, and wear, as well as hinder the effectiveness of conventional lubricants used at the

macroscale, i.e. oils. This is a result of both confinement-induced phase transitions, where

compounds like hydrocarbons can exhibit orders-of-magnitude increases in viscosity when

confined to nanoscale dimensions8–15, and the inability for long-chain hydrocarbons to nav-

igate their way to properly fill the interstitial space within these devices. Further compound-

ing these problems is the chemical composition of most surfaces in MEMS and NEMS. As

a result of microfabrication technology, most MEMS and NEMS devices are made from

silicon, which readily undergoes oxidation, yielding interfaces that are composed of high-

energy silica. Contact between silica surfaces, which are coated with hydroxyl groups,

yields large adhesive and frictional forces that quickly result in the degradation of the con-

tacting surfaces. By virtue of the small feature lengths of MEMS and NEMS, even modest

amounts of surface degradation can have a substantial impact on device performance. As

such, lubrication of MEMS/NEMS is essential to extending the lifetimes and maximizing

the utility of these devices, yet the lubrication schemes involved will require specialized

approaches that differ from those utilized at the macroscale.
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2.2 Nanoscale Lubrication using Monolayer Films

It has been expressed that, among other properties, practical lubricants for MEM-

S/NEMS should be surface-bound, thin, and easily applied.16 One promising lubrication

approach that fulfills these criteria is surface-functionalization by monolayer films. Mono-

layer films (often referred to as self-assembled monolayers, or SAMs, due to their sponta-

neous growth process) consist of a layer of physi- or chemisorbed chains which can be con-

structed from a diverse class of molecules, united by a structure that features a chemically

adsorbed headgroup attached to an elongated, multi-atom chain. Dispersion interactions

between chains promote the formation of densely packed and well-ordered “brushlike”

structures that provide a buffer layer to direct contact between surfaces and can be utilized

to modify interfacial properties. The utility of monolayer films as nanoscale lubricants has

been recognized for several decades; for example, as early as 1989 it was observed by De-

Palma et al. that the coefficient of friction (COF) of silicon could be substantially reduced

through functionalization by monolayers of alkylsilanes.17

The tribology of monolayer films is closely linked to their chemical composition, which

can be tuned through modifying the chemistry of the individual chain constituents. The

structure of a monolayer chain can generally be subdivided into three components18:

1. Headgroup that may be physi- or chemisorbed to the surface

2. Chain backbone

3. Terminal group

The most basic, and most commonly studied, class of monolayers for lubrication of silica

surfaces are alkylsilanes (a 2D-depiction of which is shown in Fig. 2.1), which typically

feature trichlorosilane (SiCl3) headgroups that are readily hydrolyzed (the result of which

is what is shown in Fig. 2.1), along with a hydrocarbon backbone and a methyl terminal

group. While head group chemistry is typically dependent on the surface on which the
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Figure 2.1: Simplified 2D depiction of an alkylsilane monolayer. Each chain shown fea-
tures a silane headgroup that is chemisorbed to the silica surface, a hydrocarbon backbone,
and a methyl terminal group. Chains attach via reactions with surface hydroxyls; however,
due to steric hindrance, not all surface sites will be occupied. Additionally, cross-linking
between silane headgroups is expected to occur, although the extent to which this is present
remains a point of argument.

monolayer will be grown (e.g., thiol head groups are used for gold surfaces), the chemistry

of the chain backbone (e.g., number of carbon atoms, functionalization) and terminal group

can be modulated to influence the tribology of the resulting film.

It has generally been observed that increasing backbone chain length yields reduced

frictional forces.19–22 This trend has been attributed to an increase in attractive inter-chain

van der Waals forces with longer backbones, leading to greater monolayer cohesivity and

higher orientational ordering of monolayer chains.23 However, these more favorable inter-

actions between backbones also make it difficult experimentally to decouple the effects of

chain length from those of monolayer density, as longer chains more easily form denser

films. This is further compounded by the sensitivity of monolayer structure to prepara-

tion conditions; for example, Lee et al. showed that a “critical” temperature exists for

monolayer films, below which monolayers form well-ordered structures and above which

increasing disorder is present.24 It was also observed that this critical temperature was de-
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pendent on the backbone chain length, with longer chains featuring higher critical tempera-

tures. To obtain an understanding of the interplay between monolayer chain length, density,

and tribology, Lee et al. prepared monolayers with backbone chain lengths of 6, 12, and

18 carbons at temperatures ranging from -15 to 60 Celsius (such that both ordered and

disordered films of each monolayer were formed).24 It was observed that for the tightly-

packed films formed at lower temperatures the coefficient of friction was independent of

chain length. Similarly, simulations by Chandross et al. of alkylsilane monolayers on crys-

talline silica revealed the coefficient of friction to be independent of chain length.25 Thus,

the effect of chain length on monolayer tribology appears dependent on the conditions of

monolayer preparation due to a close coupling with film density.

In addition to chain length, the effects of backbone functionalization, have also received

extensive examination, most notably the effect of fluorination.17,26–33 Despite their lower

surface energy, experimentally it has been observed that fluorinated monolayer films feature

higher coefficients of friction than hydrogenated films.17,26,27,31 For example, Brukman et

al., in a comparison of hydrogenated and semi-fluorinated monolayers on aluminum ox-

ide, observed that the hydrogenated films consistently featured COFs that were 40-70% of

those observed for the semi-fluorinated films.31 It is possible some these effects are again

the result of difficulties in decoupling the effect of monolayer density from other system

variables, as fluorinated chains feature larger VDW diameters which will lead to sparser

films. However, several studies suggest that the higher friction in fluorinated films may

arise as a result of tightly packed terminal groups (again due to larger VDW diameters).

While this may appear in contradiction to generally observed trends that denser mono-

layers yield lower frictional forces, in the case of fluorinated films it appears if the films

become too dense they can provide greater resistance to motion and feature collective be-

havior that yields modes of higher friction. This theory appears to be corroborated by MD

studies performed by Park et al. of monolayers where only terminal groups were fluori-

nated.28 However, other MD studies suggest density effects likely play a larger role. Lewis
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et al. observed via MD that fluorinated monolayers featured lower COFs than hydrogenated

monolayers when both were grafted to crystalline silica at a density of 4.0 chains/nm2.32

However, when the density of the fluorinated monolayers was reduced to 3.0 chains/nm2

frictional forces were found to be higher than for the denser hydrogenated films, in agree-

ment with experimental trends.

Changes to the chemistry of chain backbones have significant influence on monolayer

structure (e.g. packing density, orientational ordering of chains); however, the interfacial

properties of monolayers are more directly influenced by changes to the terminal group

chemistry. For example, bulkier functional groups have often been found to yield larger

frictional forces than smaller functional groups, such as in the aforementioned study of

CF3-terminated monolayers.28 In other work, Yu et al. found phenyl-terminated monolayer

films to yield higher frictional forces than methyl-terminated films, which was attributed

to the presence of additional energy dissipation modes (here defined as mechanisms via

which monolayers respond to shear) through the twisting of the phenyl terminal groups.34

In a more extreme case, Tsukruk et al. observed via AFM that monolayers terminated by

fullerenes yielded higher frictional forces than those terminated by methyl groups, which

was again suggested to be the result of different mechanisms of energy dissipation.35 Ad-

hesive forces between monolyers are also strongly influenced by terminal group chemistry.

For example, the presence of both hydroxyl (OH) and carboxyl (COOH) moieties has been

shown in several studies to lead to increased adhesion as a result of the formation of hydro-

gen bonds between the two contacting interfaces.21,36–38 The ability for both backbone and

terminal group chemistry to have significant influences over monolayer tribology suggests

this may provide a route towards improving the lubricating ability of these materials.

The chemical space afforded by monolayer films can be further expanded when consid-

ering monolayers consisting of multiple types of chains, so-called multi-component mono-

layers. For alkanethiols adsorbed on gold, multi-component films featuring chains of two

different lengths have been observed to yield higher frictional forces than single-component
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monolayers.39–42 However, the opposite result was observed by Zhang et al. in a pair of

studies of alkylsilane films on silica, where multi-component films with chains of different

lengths were found to yield lower frictional forces than single-component films.43,44 In a

more recent study by Vilt et al., mixed alkylsilane monolayers of C6 and C18 chains were

observed to yield intermediate properties between single-component C6 and C18 films.37

Thus, it appears the frictional performance of multi-component alkyl monolayers with dif-

fering chain lengths is likely influenced by other system variables, such as contact geometry

and shear velocity.

In addition to chain length disparity, multi-component monolayers have also been ex-

amined in the context of chains of different terminal group and backbone functionaliza-

tion, which provides a more promising avenue for optimizing the lubricating capacity of

these materials. For example, Rivera et al. examined monolayers of mixed hydroxyl and

methyl terminal groups via MD simulation, observing intermediate behavior compared to

the single-component films.38 Friction in these systems also revealed a dependence on the

chain length of the methyl-terminated chains, whereby lower friction was observed for

longer methyl-terminated chains due to the presence of a buffer zone preventing the forma-

tion of inter-monolayer hydrogen bonds. In a similar study, Lewis et al. examined systems

of mixed fluorinated and hydrogenated alkylsilanes, focusing on both the fractional cover-

age of each chain as well as the chain length discrepency.32 It was observed that systems

featuring 75% coverage of fluorinated chains (corresponding to film densities expected

in experiment) backfilled with 25% hydrogenated chains yielded lower frictional forces

when the chain length between these two chain types differed by eight carbons (where the

hydrogenated chains were longer). This was attributed to a fluid-like response to shear,

whereby the longer hydrogenated chains yielded a liquid-like interface between the two

monolayers, providing lowered resistance to shear. This result exemplifies the benefits

of multi-component strategies in yielding low-friction mechanisms unavailable to single-

component monolayers.
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Finally, another route through which the lubricating ability of monolayer films may be

altered is through a mixed-lubrication approach, whereby the monolayer films on the two

contacting surfaces feature dissimilar chemistry. Such systems have received relatively

little attention in the literature; however, several studies have shown that contacting mono-

layers with dissimilar chemistries may lead to improved tribological behavior over chem-

ically identical systems.21,27,45,46 In a study by McGuiggan, contact between fluorinated

and hydrogenated monolayers was examined, whereby it was observed that while interfa-

cial energies yielded intermediate values, frictional forces were reduced compared to either

pure system.27 Similarly, in several studies it has been observed that contact between hy-

droxyl or carboxylic acid-terminated monolayers and methyl-terminated monolayers yields

lower COFs than either pure system.21,45,46 However, the lack of a substantial body of liter-

ature in this area provides little understanding of the mechanisms behind these results and

suggests additional studies are necessary to determine the efficacy of chemically-dissimilar

monolayer contact as a means towards improving lubricity.

In summary, many studies exist demonstrating the lubricity of monolayer films and

reveal a strong dependency between monolayer chemistry and tribological performance.

The chemical parameter space available to monolayer films is vast and affords near infinite

possibilities for chemical tuning to optimize performance for tribological applications such

as the lubrication of MEMS/NEMS devices. Computational techniques, such as MD, have

already provided significant contributions to understanding the underlying mechanisms be-

hind many of the observed trends and will undoubtedly continue to provide aid in helping

to screen this parameter space.

2.3 Monolayer Viability

The lubricating ability of monolayer films is recognized through a considerable body of

work dating back several decades; however, despite their demonstrated tribological proper-

ties, monolayer films have yet to receive widespread use as lubricants for MEMS/NEMS.
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Figure 2.2: Speculated mechanism of monolayer degradation. Reprinted from Ultrami-
croscopy, Vol. 100, Issue 3-4, Liu, H.; Bhushan, B., Nanotribological Characterization
of Digital Micromirror Devices Using an Atomic Force Microscope, 391-412, Copyright
(2004), with permission from Elsevier.

The reason for this perhaps surprising development is that monolayer films have been found

to degrade fairly rapidly under shear. For example, in a study by Booth et al., it was found

that although increases in monolayer chain length could provide stability improvements,

even long-chain monolayers (C18) had lifetimes of less than 100 hours under shear.23 In an

in situ study of the lubrication of the side wall of a MEMS comb drive, Senft et al. observed

a threefold increase in device lifetime through lubrication by a C18 monolayer; however,

this still only equated to a lifetime on the order of hours.47 Similarly, Srinivasan et al. ob-

served wear of fluorinated monolayers on a side wall device after 2100 cycles, leading to a

14x increase in COF.48 It should be noted that there have been studies of monolayer-coated

MEMS devices that have shown lubricant stability over time (Deng. et al observed sta-

ble MEMS operation for C18-coated micromotors over a nine-month period49), suggesting

that monolayer reliability may be closely linked to the specific operating conditions.

To address this viability barrier, a thorough understanding of monolayer wear mecha-

nisms, and the conditions facilitating these mechanisms, is necessary. A proposed mecha-

nism for the monolayer wear process is shown in Fig. 2.2. Several studies have suggested

that the onset of the wear of monolayers likely involves scission of interfacial bonds that

link chains to the substrate.50,51 This creates defects in neighboring chains, breaking mono-
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layer cohesivity, and facilitating further chain removal propagating from these initial sites.

The presence of residual water may further exacerbate this process. This mechanism is

supported by several studies that have shown reduced wear resistance for alkanethiols on

gold compared to alkylsilanes on silica36,51, thought to be the result of the weaker S-Au

interfacial bond (184 kJ/mol)52 of alkanethiols compared with the stronger Si-O interfa-

cial bond (242 kJ/mol)53 of alkylsilanes. The weaker bond strength of the interfacial Si-O

bond as compared with other bonds in the alkylsilane chain (Si-C (414 kJ/mol), C-C (426

kJ/mol), and C-H (462 kJ/mol))54 further supports this mechanism.

The geometry and roughness of the contacting surfaces are also likely to play a key role

in the degradation of monolayer films. Surfaces in MEMS/NEMS devices are not likely

to be perfectly flat, and may feature both atomic-scale roughness as well as nanoscale

roughness in the form of surface asperties. The real area of contact is thus much smaller

than the apparent area of contact, with the normal load borne by these asperities, which

are likely to act as focal points for monolayer and device failure.55 This is corroborated in

experimental studies using AFM, which serves as an analog to a single asperity contact,

where the onset of wear in monolayer films is observed beyond a threshold normal load

value (often referred to as the “critical” normal load). It has been shown in a number

of both experimental31,56–62 and simulation63–69 studies that when contact geometries are

small (such as in the case of an asperity or AFM tip) additional modes of energy dissipation

arise, which may lead to higher frictional forces. In particular, “plowing”-like modes of

energy dissipation may occur when penetration occurs of asperities or tips into monolayer

films, as proposed by Flater et al.58 This has been corroborated by MD studies, such as by

Knippenberg et al., who found that the friction coefficient of a buckyball sheared against

an alkane monolayer on diamond was considerably higher than that observed for a planar

surface sheared against this same monolayer.66

The degradation of monolayer films remains the primary obstacle to the full realization

of these materials as lubricants for MEMS/NEMS applications. However, the chemical tun-
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ability of monolayers provides optimism that these materials can be designed to overcome

this shortcoming. Yet, for this dream to become a reality, a more complete characteriza-

tion of the mechanisms involved in the friction and wear of monolayer films, in particular

those associated with surface effects such as roughness, are necessary. Experimental ap-

proaches can provide significant insight into friction and wear of bulk monolayers; yet they

remain limited in their ability to resolve the underlying behavior at the molecular level.

Instruments such as the surface force apparatus (SFA) now have the capacity to resolve

separation distance at the angstrom-level; however, the ability to identify specific modes

of energy dissipation through experimental analysis remains a difficult, if not impossible,

task. Computational techniques, such as MD, hold promise in this regard. MD has been

used to provide a better understanding of the mechanisms involved with friction at asperity

contacts, yet only a few such studies exist and little is known with respect to how these

mechanisms respond to changes in monolayer chemistry. Furthermore, the application of

MD to achieve a comprehensive understanding of monolayer wear has remained limited, as

classical force fields prohibit bond breaking and reactive force fields come at a signficant

computational cost.

The work in this thesis aims to address the viability of monolayer lubricants through a

better understanding of friction and wear mechanisms (Chapters 3 & 4), as well as through

the development of workflows for chemical-property screening (Chapter 5) and the devel-

opment of simplified models to further future screening of these materials (Chapter 6).
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CHAPTER 3

WEAR OF MONOLAYER-BASED LUBRICANTS

In this chapter MD simulations are used to analyze the effects of substrate morphology

and backbone chain length on the propensity for monolayer degradation. As a result of

the aforementioned problems with studying monolayer wear with MD, a novel approach is

taken which allows for the analyzation of several proxy properties to gauge wear propen-

sity. Specifically, after monolayers have reached a steady-state during shear, the interfacial

bonds between the silica interface and a fraction of monolayer chains are removed. The

mobility of these unbound (free) chains is utilized to measure the viability of the film,

whereby systems where these free chains have high mobility and are readily removed from

the monolayer suggest greater instability. This approach is utilized to compare degradation

propensity between monolayers attached to crystalline silica (a common simplification used

in the simulation literature for such materials) with those where chains are arranged in more

disordered, realistic patterns, and with systems that feature atomic-scale surface roughness.

The effect of monolayer chain length on degradation propensity is also examined to see how

these effects couple with those of the underlying substrate morphology.

The work presented in this chapter has been featured in a peer-reviewed publication and

is reprinted with permission from Ref. 1. Copyright 2016 American Chemical Society.

3.1 Background

Despite the promising tribological properties of monolayer films, widespread applica-

tion of these materials for MEMS/NEMS lubrication has remained limited due to short life-

times under shear.2,3 For example, tribometry tests of alkylsilane durability by Booth et al.

revealed monolayer lifetimes on the order of hours to days prior to failure.4 Likewise, Hook

et al. observed rapid wear during tribometry testing of fluorocarbon monolayers on silica,
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recording failure after only a handful of cycles.5 One proposed mechanism for the degra-

dation of monolayers is through scission of the interfacial bonds between individual chains

and the substrate.6 This mechanism has been supported by evidence linking monolayer sta-

bility to interfacial bond strength. Specifically, Booth et al. found that alkylsilanes attached

through an Si-O bond to silica (bond strength = 242 kJ/mol)7 could withstand normal loads

over 30 times larger than those withstood by alkanethiols, bound through a weaker S-Au

bond to gold (bond strength = 184 kJ/mol).8,9 Similarly, Bhushan and coworkers showed

through AFM studies that the critical normal load for failure of alkanethiols was signifi-

cantly lower than that for alkylsilanes.7 While this behavior may be somewhat influenced

by differences in substrate hardness, in both studies it was concluded that the weak S-Au

interfacial bond of alkanethiols likely plays a critical role in determining the degradation

characteristics of these films. Further evidence for this theory is provided in work by Pujari

et al., who showed that fluoroalkyl monolayers attached to silicon through an Si-C=C bond

(bond strength = 360 kJ/mol) featured increased wear resistance as compared to monolay-

ers attached through a weaker Si-O bond.10 These studies support the degradation mech-

anism of interfacial bond scission, and thus indicate that conditions precipitating strain of

interfacial bonds will be most likely to promote degradation.

Direct control over surface morphology and decoupling of the numerous factors that

influence friction and wear in monolayer systems is nearly impossible through a purely

experimental approach. As a result, atomistic molecular dynamics (MD) simulations have

emerged as a useful tool to analyze monolayer tribology and probe the molecular level be-

havior. Although the MD simulations performed to date typically utilize a wearless friction

model (i.e., a classical force field with permanent bonds), they have helped provide insight

into trends in friction force with various monolayer properties, including terminal group

composition11,12, backbone composition13,14, and shear rate.15 Many of these studies have

examined monolayers attached to substrates featuring an ideal in-plane arrangement of

chains and/or surfaces that are atomically smooth. Such surfaces differ from those ex-
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pected in experiment and MEMS/NEMS devices, where non-ideality, such as roughness

and voids, is likely to influence friction and wear behavior.16–19 Recently, Black et al. de-

veloped a synthesis mimetic scheme that replicates the experimental postsynthesis process-

ing of silica with piranha solution (H2SO4/H2O2) by allowing silica to react with H2O2 to

generate more realistic silica substrates and then examined the influence of surface defects

(i.e., unoccupied surface sites) and roughness on friction of monolayer-coated surfaces.20

While the presence of surface defects was shown to yield a slightly larger coefficient of

friction, surface roughness was found to have a greater effect, suggesting that roughness

on silica surfaces in MEMS/NEMS is likely to play a critical role in the degradation of

monolayer films.

MD studies of monolayer degradation have to date been limited, as classical force fields

do not allow for bond breakage. Although reactive force fields, such as ReaxFF21, are

available that allow bond status to be dynamic, they are computationally expensive, limit-

ing the practical timescale of an MD simulation. This is further hindered by the fact that

relatively long timescales are needed for bond breakage to occur in chemisorbed monolay-

ers. As an alternative approach, Chandross and coworkers have utilized models consisting

of physisorbed and partially physisorbed alkylsilane monolayers (i.e., all, or a portion of

the chains were not bonded to the substrate) and studied their behavior under shear by

nanometer-scale tips, imitating experimental AFM measurements and analogous to asper-

ity contact in a MEMS device with nanometer-scale roughness.22–24 Physisorbed models

account for the possible removal of monolayer chains from the surface through hydrol-

ysis, of which there is some evidence.23,25 In these studies, localized chain removal and

material transfer to the tip (fouling) was observed, providing further evidence that surface

conditions, such as asperities, are likely to play a critical role in the process of monolayer

wear. Other MD studies, rather than looking at monolayer wear directly, have examined

monolayers of reduced density, helping to shed light onto the frictional performance of

monolayers at various degradation states, after chains have been removed.26,27 In one such

25



study, Mikulski et al. showed that for a monolayer in contact with a flat surface, the greater

disorder (i.e., reduced orientational ordering of chains) in less dense monolayers results in

an uneven load distribution and a higher friction coefficient under large normal loads.26

Chandross et al.27, in an examination of two opposing monolayers of reduced chain den-

sity under shear, also found monolayer order to be the primary factor influencing friction

and showed that substrate morphology (i.e., amorphous vs. crystalline substrates) had little

effect on friction after 10% of the monolayer chains had been removed. This suggests that

while surface structure is likely to influence friction and wear of idealized monolayers20,

its effects are eliminated after partial wear has occurred.

Results from Black et al.20 have suggested that atomistic-scale surface roughness plays

a critical role in the tribological behavior of alkylsilane monolayers, yet the extent to which

surface morphology influences the onset of wear in these materials remains unclear. Fur-

thermore, as a result of the difficulties of MD to approach the timescales needed to observe

monolayer degradation, progress on the identification of wear-inducing conditions through

simulation has been limited. Studies from Chandross and co-workers22–24 of tip-induced

wear have shown that wear is likely to be accelerated at large asperity contacts, with local-

ized normal loads, but may not be predictive of conditions for all MEMS/NEMS surfaces,

such as those where two monolayer- functionalized surfaces are in contact. Identification

of likely surface sites where chain breakage will occur, as well as how monolayer structure,

such as chain length, influences the degradation process on realistic surfaces is critical to

developing an understanding of how these materials may fail in a MEMS/NEMS environ-

ment. In an effort to address these issues and increase understanding of the fundamen-

tal factors influencing monolayer degradation in MEMS/NEMS, the work in this chapter

builds upon previous MD approaches of chain removal and physisorption. Specifically,

through the scission of random interfacial Si-O bonds in alkylsilane monolayers on silica

during shear, the influence of normal load, surface structure, and chain length on degra-

dation behavior is examined through the mobility of the broken chains. In this manner
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monolayer wear over a molecular dynamics timeframe is observed and conditions that are

likely to trigger degradation can be identified.

3.2 Methods

3.2.1 Model

In experiment, the surface chemistry of monolayer films is highly sensitive to the

method and conditions of preparation.28 For simplicity, monolayer models in this study

follow the idealized structure described by Stevens of a fully chemisorbed monolayer lack-

ing cross-links between neighboring chains29, which has been used previously in several

simulation studies.12,13,15,20 This model is analogous to a monolayer generated using an

alkyltrichlorosilane precursor, where all chlorines have been hydrolyzed. Although con-

densation reactions are known to occur, joining adjacent chains, i.e. cross-linking, the

extent of cross-linking has not been agreed upon.29–32 Additionally, for monolayers reach-

ing full coverage, cross-linking cannot occur due to steric effects.29 Although the presence

of cross-links would seem to facilitate stability, some evidence suggests that this may in

fact have a negligible effect on friction and wear.33,34 We also note that our model does not

account for the effects of humidity in an ambient environment, which may induce scission

of interfacial bonds through hydrolysis even in the absence of shear, leading to monolayers

featuring at least partial physisorption.23 Such effects are likely to influence friction and

wear behavior, as evidenced by AFM measurements by Tian et al.;35 however, simulations

by Lane et al. suggest penetration of water molecules through monolayers may be minimal

for films featuring high surface coverage.23

Several different silica substrates have been used in this work to study the effects of

roughness and morphology on monolayer degradation. The internal coordinates of the

surfaces are held fixed and thus the surfaces serve primarily as templates for monolayer

surface arrangements. The β -cristobalite crystal polymorph of silica is examined as an ex-
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ample of an idealized surface, where the size of the lattice is expanded in plane by 27% to

yield dimensions of 53.89Å × 46.67Å , corresponding to a monolayer density of 25.1Å 2

per chain, which agrees with experimental findings for maximum surface coverage.36 This

system size has been previously shown to be large enough to prevent artifacts arising from

periodic boundaries.15 Disordered crystalline surfaces, where surface roughness remains

absent but chain attachment sites, i.e. exposed oxygen binding sites on the surface, de-

viate from their regular arrangement on ideal β -cristobalite, are also considered. These

surfaces were generated by performing slight, random displacements to attachment sites in

the xy plane until a desired hexagonal order was reached. Although this is a non-physical

procedure, the absence of intra-substrate bonds (as a result of fixing relative substrate coor-

dinates) alleviates concerns of bond strain, and as the primary interactions affecting chains

originate from neighboring chains and the outermost surface layer, contributions from the

underlying crystal will be minimal. Thus, this approach simply provides an altered tem-

plate to isolate the influence of in-plane monolayer ordering. Amorphous substrates, with

tunable surface roughness, are also studied and were generated following the procedure

described by Black et al.20 using the ReaxFF reactive forcefield.21 Briefly, starting with

a β -cristobalite structure, monolayer chains are perturbed in the z dimension to obtain a

desired nominal roughness value, where roughness corresponds to the standard deviation

in attachment height. With the monolayer chains held fixed, the substrate is then melted

at 5000K and cooled back to 298K, allowing the substrate to solidify, reforming bonds

with the Si attachment site of the immobile chains. Following generation of the amorphous

systems, classical, i.e. non-reactive, force fields with permanent bonds are then used.

Systems feature two opposing silica substrates, functionalized by 100 chains of length

C6, C10, or C12 (with chain length being uniform within a given monolayer). Systems

are described by the classical OPLS all-atom force field of Jorgensen et al.37 Parameters

for the silica substrates have been adapted from those of Lorenz and coworkers38, altering

charges at the attachment site to maintain net charge neutrality. A detailed description of
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the OPLS force field, as well as tables of all parameters used in this study, are provided in

Appendix A.

3.2.2 Method

Molecular dynamics (MD) simulations were performed using the LAMMPS open-

source molecular dynamics code.39,40 Integration is performed under the canonical ensem-

ble and a Nosé-Hoover thermostat41,42 is applied to the system to maintain a temperature

of 298 K. Thermostatting is not performed in the direction of shear to allow for the pos-

sibility of viscous heating, although at the strain rates studied in this work appreciable

shear-induced heating is not observed. Long-range electrostatics were calculated using

a particle-particle particle-mesh algorithm, applying the slab modification to account for

the non-periodic z dimension.43 The rRESPA timestep algorithm44 was utilized to aid in

computation speed, with timesteps of 0.25fs, 0.5fs, 0.5fs, and 1.0fs defined for bonds, an-

gles, dihedrals, and non-bonded interactions respectively. Production runs begin with a 1ns

relaxation period that allows the monolayer to achieve an energetically favorable configu-

ration and is then followed by a compression stage, featuring a compression rate of 1m/s,

during which the monolayers are brought into contact. Shearing simulations were then per-

formed under a constant-separation ensemble for 1ns without defects and for an additional

5ns with defects (additional details on the defect scheme are provided below). It should

be noted that although a constant normal load ensemble is more common in practical ap-

plications, our systems feature a standard deviation in normal force on the order of 1-4%,

suggesting that these two ensembles are near equivalent under the conditions of this study.

3.2.3 Monolayer Degradation

A diagram depicting our strategy for observing monolayer wear is provided in Fig.

3.1. Monolayer degradation is imposed by detaching chains from the substrate through the

removal of Si-O interfacial bonds (at random) following a 1 ns shearing stage with mono-
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Figure 3.1: Diagram depicting Si-O bond removal yielding a free alkylsilane chain in a C6
monolayer system on crystalline silica under a normal load of 0.5 GPa. Our color scheme
depicts silicon in yellow, oxygen in red, carbon in cyan, and hydrogen in white. Free-chains
are rendered as van der Waals spheres. Hydrogens have been removed from non-free chains
for clarity.

layers intact. To prevent rapid expulsion of free-chains from the monolayer due to overlap-

ping van der Waals radii, nonbonded interactions at the attachment site are slowly turned

on over a 1 ps interval. This method allows for retention of the chemisorbed monolayer

structure, but with the added ability to now examine degradation characteristics using clas-

sical molecular dynamics through analysis of the behavior of the free (nonbonded) chains.

In this work, systems with 15% defects, i.e. 15 bonds are removed from each monolayer

(30 total free-chains), are studied.

It should be noted that while the aim of utilizing rough, amorphous substrate mor-

phologies is to better represent experimental conditions, several simplifications are made

in this work to accelerate the monolayer degradation process to an observable MD time-

frame. While the shear rates of 10m/s used in this work are common in MD simulation

studies, they are many orders of magnitude larger than those typically used in experiment

(such as AFM or tribometry, where shear rates are often on the order of µm/s). We note

however, that read/write head speeds in hard disk drives are known to exceed 10 m/s and

devices such as micromotors have been proposed that would feature velocities exceeding

500 m/s.6,45 Additionally, the random removal of bonds differs from experimental expec-

30



tations, where chains featuring the greatest bond strain are likely to be first removed. The

harmonic bond model utilized in the force field yields a narrow bond length distribution,

limiting the ability to remove bonds at preferred locations. The use of 15% bond removal

provides an adequate sampling of surface locations, with chains removed from monolayers

during shear simulations likely representing those more favorably removed in experiment.

Keeping these limitations in mind, the goal of this study is to isolate the influence of the sil-

ica substrate on monolayer stability as it relates to degradation, so as to identify the effects

of various substrate features on monolayer wear.

3.2.4 Analysis

To quantify a monolayer’s propensity for wear under a given set of conditions, free-

chain mobility is analyzed by counting the number of free-chains that become mobile, or

are removed from monolayers, during the course of shear. To achieve this, a boundary is

defined for each monolayer located at 80% of the monolayer height, calculated through

averaging all chain heights for a given monolayer. The location of the Si atom of the

silane group for each free-chain is surveyed every 10 ps over the course of a 5 ns shear

simulation. If at any time the z coordinate is located beyond the boundary of the containing

monolayer (i.e., towards the dual-monolayer interface), this chain is considered to have

become mobile. The percentage of mobile free-chains is observed for monolayers over

different sets of conditions, with an increased percentage of mobile chains suggesting a

less stable monolayer and a higher likelihood for degradation.

As an additional measure of free-chain mobility, the one-dimensional root-mean-square

deviation (RMSD) of free-chain Si atoms (formerly attached to the substrate) is also calcu-

lated, following,

RMSDz =

√
1
n

n

∑
i=1

(zi,t− zi,t=0) (3.1)

where n represents the number of free-chains and z represents the z coordinate of each
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free-chain Si atom. Atomic positions are dumped every 10 ps over a 5 ns shear simulation

and deviations in position from the initial frame, in the z dimension only, are surveyed. As

RMSD is a tool used to study conformational shifts, although more commonly used in the

biomolecular realm, it allows for observation of the deterioration of a monolayer’s structure

during shear, with increases in RMSD signifying migration of free-chains away from the

initial configuration.

Monolayer order is quantified through evaluation of the nematic order parameter, S2,

detailed in Appendix B.2, Eq. B.2, during the 1ns shear period prior to bond removal. In

this work, values of S2 represent an average of the nematic order for the top and bottom

monolayers of each system studied.

The global hexagonal order of chain attachment sites on a substrate is quantified through

the use of the two-dimensional hexagonal order parameter described in Appendix B.3, Eq.

B.3. Using a skin distance of 7.5Å for each attachment site, hexagonal order is examined

in the xy plane (i.e., the surface plane).

Interdigiation between monolayers is also examined to evaluate the extend of overlap

between chains of the two contacting monolayers. Further details on the interdigitation

calculation are located in Appendix B.4, Eq. B.5.

3.3 Results and Discussion

First, the wear of monolayers bound to atomically smooth, crystalline silica, featuring

an ideal in-plane arrangement of chains, is examined. These results will serve as a baseline

for comparison with more complex surface morphologies and allow us to connect with

prior simulation studies in which similar surfaces have been used to examine monolayer

tribology.13,15 C6 monolayers, under a constant shear rate of 10 m/s, were exposed to a

series of normal loads ranging from 0.5 to 3.1 GPa. The free-chain mobility for each system

was quantified by examining the percentage of free-chains that become mobile throughout a

5 ns shear simulation (Fig. 3.2a) and by calculating the one-dimensional root-mean-square
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deviation of the Si atoms in free-chain silane groups (Fig. 3.2b). Free-chain mobility is

observed to be highest at the lowest normal load, 0.5 GPa (pictured in Fig. 3.2c), with 30%

of free-chains becoming mobile, on average. The RMSD of free-chain Si atoms in this low

load system is shown to steadily increase over the course of the simulation, as free-chains

are removed from the monolayers and migrate toward the interface of contact. Mobility

is significantly reduced under normal loads of 1.0 GPa and above, where less than 10% of

free-chains are removed from the monolayers, suggesting that for monolayers bound in an

ideal arrangement to a flat, crystalline substrate, the propensity for degradation is reduced

under higher normal loads. This result indicates that wear and friction are not reciprocal, as

friction force is known to increase with normal force for shear of alkylsilane monolayers.13

It is likely that the observed load-dependent stability is influenced by increased orienta-

tional ordering of chains as load is increased. Fig. 3.2a shows the nematic order of mono-

layers across the normal load range, and while order is shown to be quite high (>0.94) at all

normal loads, a transition to a more ordered structure seems to occur as load is increased

from 0.5 GPa to 1.0 GPa. Liquid-to-solid structural transitions are known to occur for

confined alkanes46–48, and similar behavior has also been reported for alkane monolayers

on crystalline substrates49,50, comparable to those in this study. Thus, a pressure-induced

ordering of monolayer chains may be providing additional stabilization to these systems,

helping to prevent the removal of unbound chains. A visual representation of this phe-

nomenon is provided in Figs. 3.2c-d, where monolayers under a load of 0.5 GPa appear to

feature reduced order compared to those under a higher normal load of 2.5 GPa, and several

free-chains are shown to have escaped from the surface. Another possibility for the obser-

vations of reduced free-chain mobility at high normal loads is the effect of reduced volume

between surfaces as separation is decreased, leaving less available volume for free-chains

to explore, and essentially forcing their confinement within the monolayers. However, the

high order present in these films induces a large elastic modulus, such that only a small

decrease in separation is necessary to impart a large increase in normal load. As a result,
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a. b.

c. d.

Figure 3.2: a. The percentage of mobile free-chains (black circles) and global nematic
order (red squares) for C6 monolayers on crystalline silica sheared at 10 m/s. Error bars
indicate one standard deviation. Error in normal force is not shown as it is smaller than
plot symbols. b. The average RMSD of free-chain Si atoms (in the z dimension only).
c and d. Snapshots of the defected monolayers under normal loads of 0.5 GPa and 2.5
GPa, respectively, revealing stability achieved through pressure-induced order. For clarity,
hydrogens have been removed and the silane group atoms of each free-chain are rendered
as VDW spheres.
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Figure 3.3: Chain attachment site arrangements, in the xy plane, on a. crystalline, beta-
cristobalite silica (ψ6 = 1), b and c. crystalline silica with induced hexagonal disorder (b.
ψ6 = 0.9, c. ψ6 = 0.5), and d. amorphous silica with an RMS surface roughness of 1.2Å (ψ6
= 0.5)

the reduction in total inter-surface volume is quite small as normal load is increased (∆V

= 5%, 0.5 GPa→ 1.0 GPa), and its influence on free-chain mobility is likely secondary to

that imparted by the increase in orientational order.

One primary difference between amorphous silica surfaces in MEMS/NEMS devices

and the ideal, crystalline substrate model often used in simulation studies is the in-plane

arrangement of chain attachment sites. While crystalline models place chains in a perfect

hexagonal arrangement, chain arrangement on amorphous silica surfaces typically used will

likely feature disorder as a result of surface non-idealities such as roughness. To understand

the relationship between the in-plane arrangement of chains and monolayer stability, crys-

talline substrates with reduced attachment site in-plane order have also been considered,

with hexagonal orders of 0.9, 0.8, and 0.5, the latter value corresponding to the hexagonal

order of amorphous surfaces considered later in this work. Visual representations of chain

attachment site arrangements in these systems are provided in Fig. 3.3, where we note

that surfaces are still atomistically smooth. Results of the percentage of mobile free-chains

as a function of hexagonal order under normal loads of 2.4 ± 0.1 GPa and 0.46 ± 0.05

GPa are displayed in Fig. 3.4a. The RMSD of free-chain Si atoms at both 2.4 GPa (Fig.

3.4b) and 0.46 GPa (Fig. 3.4c) is also provided. At 0.46 GPa, there appears to be a slight

trend above ψ6 = 0.8 where increased hexagonal order correlates with a reduced number

of mobile free-chains. The RMSD for this system similarly reveals reduced mobility for

ψ6 > 0.8. However, the high variability in mobile free-chain percentage (which appears
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to be a consequence of the randomness in free-chain contacts, where mobile chains may

induce further mobility in some systems) makes this a relatively weak conclusion. Trends

become better illustrated under a higher normal load of 2.4 GPa. Again, high variability

in the percentage of mobile free-chains is observed for systems featuring low hexagonal

order, however, there is a dramatic increase in mobility as hexagonal order is reduced from

1.0 to 0.9. The RMSD at 2.4 GPa likewise reveals a steady increase for systems with a

hexagonal order below 1.0, but relatively little mobility for the ideal system. These trends

correspond with values obtained for the nematic order of these systems, shown in Fig.

3.4d, where a substantial reduction in nematic order is found as attachment site hexagonal

order decreases from 1.0 to 0.9, again suggesting that orientational monolayer order is a

critical factor influencing monolayer stability. Furthermore, Fig. 3.4d shows that pressure-

induced order is not present in any of the systems where attachment site hexagonal order

has been reduced from the ideal configuration. For these systems, S2 at 2.4 GPa is reduced

by roughly 0.01-0.03 compared to values at 0.46 GPa, whereas for the ideal system S2

increases by 0.02. These results indicate that only in the presence of a perfect hexagonal

chain arrangement will monolayers display enhanced ordering at high normal loads and

that even a slight deviation from this configuration will lead to the opposite behavior and

significant monolayer instability. This is exemplified by the high number of mobile free-

chains observed for systems in which hexagonal disorder has been induced. It should also

be noted that while values of S2 are higher at lower normal loads for systems featuring

disordered attachment sites, the percentage of mobile free-chains remains comparable at

both normal loads. This likely results from the low magnitude of nematic order for these

systems, even at low normal loads, where the highest value of S2 is 0.86 (for the system

with ψ6 = 0.9 at 0.46 GPa), compared to the values of S2 > 0.94 for ideal, crystalline

systems. It appears that at these low values of S2, the cohesiveness of the monolayer is

sufficiently broken to the point that many free-chains are unable to remain intercalated and

are removed from monolayers during shear. As such, it appears that the ability for disorder
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d.c.

b.a.

Figure 3.4: a. Effects of attachment site hexagonal order on the percentage of mobile free-
chains for C6 monolayers on crystalline silica under normal loads of 2.4 ± 0.1 GPa (blue
squares) and 0.46 ± 0.05 GPa (black circles). b. and c. Average RMSD trajectories for
free-chain Si atoms (in the z dimension only) at b. 2.4 GPa and c. 0.46 GPa. d. The nematic
order for each system as a function of hexagonal order. Error bars indicate one standard
deviation.

in attachment site locations to facilitate reduced orientational ordering of monolayer chains

will lead to enhanced film degradation.

In a prior simulation study, Black et al. generated rough silica surfaces meant to

mimic experimental systems that feature an atomic-scale roughness of 1.3Å .20 In sub-

sequent analysis of alkylsilane monolayers bound to these amorphous silica surfaces under

shear, they found that the presence of surface roughness acted as the primary factor lead-

ing to increased frictional forces and reduced global nematic order of monolayer coatings,

37



a. b.

Figure 3.5: a. Free-chain mobility (black circles) and global nematic order (red squares)
for C6 monolayers on amorphous silica with an RMS roughness of 1.2Å , sheared at 10m/s.
Error bars indicate one standard deviation. b. Snapshot of the defected monolayer under a
normal load of 2.5GPa. For clarity, hydrogens have been removed and only atoms of the
silane group of each free-chain are rendered as VDW spheres.

suggesting that roughness likely accelerates the wear of monolayer films. To investigate

the influence of surface roughness on monolayer degradation, monolayers bound to rough,

amorphous surfaces have also been considered. Normal load influence on monolayer stabil-

ity is examined for monolayers on a surface featuring an RMS roughness of 1.2Å . Results

of free-chain mobility and nematic order during shear are shown in Fig. 3.5a. In contrast

to what was observed for ideal, crystalline systems over a comparable normal load range,

degradation of C6 monolayers bound to the rough, amorphous substrate does not feature

a normal load dependence. Monolayers appear to be at a high likelihood for degradation

at all normal loads, with roughly 40% of free-chains removed from monolayers during

shear. This behavior is similar to that observed for crystalline systems with disordered at-

tachment site arrangements. A comparison between these two systems, as well as with the

ideal, crystalline system, is shown in Table 3.1. For the rough, amorphous system, as with

the disordered, crystalline system, nematic order is reduced as normal load is increased.

Fig. 3.5a shows this in further detail, where a transition appears to take place between 1

and 2 GPa. In both systems, surface non-ideality prevents regular chain spacing, causing

monolayers to no longer deform with a uniform tilt under higher normal loads, leading
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b.

d.

c.

a.

Figure 3.6: Effects of surface roughness on a. free-chain mobility, b. global nematic order,
c. attachment site hexagonal order, and d. interdigitation for C6 monolayers sheared at
10m/s under a normal load of 1.71 ± 0.05 GPa. Error bars indicate one standard deviation.

to more disordered conformations. The similarity between the amorphous and disordered

crystalline systems - both exhibiting significant degradation - suggests that the hexagonal

arrangement of chains on the surface, as opposed to surface roughness, may act as the

primary factor influencing degradation of monolayers.

To further examine the influence of surface roughness on monolayer degradation, two

additional amorphous surfaces, featuring RMS roughness values of 0.5Å and 1.0Å were
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Table 3.1: Mobility and nematic order of monolayers on surfaces of different morphologies

Surface
Surface
Rough-
ness,
Å

Attachment
Site Hexag-
onal Order,
φ6

0.5 GPa 2.5 GPa

Mobile
Free-
Chains,
%

Nematic
Order,
S2

Mobile
Free-
Chains,
%

Nematic
Order,
S2

Ideal, Crys-
talline

0.0 1.0 28.9± 18.5 0.948
±
0.016

2.2 ± 1.6 0.971
±
0.008

Disordered,
Crystalline

0.0 0.5 44.5 ± 3.2 0.812
±
0.025

51.1 ± 7.9 0.778
±
0.027

Rough,
Amorphous

1.2 0.47 42.2 ± 1.6 0.812
±
0.031

37.8 ± 8.3 0.773
±
0.021

considered. The free-chain mobility for monolayers bound to each amorphous surface

under a normal load of 1.71 ± 0.05 GPa is shown in Fig. 3.6a, with the ideal, crystalline

system included as a reference. For all amorphous-bound monolayers, increased free-chain

mobility is observed compared to values for monolayers bound to the smooth crystalline

surface. Interestingly, however, greater free-chain mobility is observed for the surface fea-

turing an RMS roughness of 1.0Å than is observed for the rougher, 1.2Å , surface. This

behavior can again be explained by examining monolayer orientational order and chain ar-

rangement on the surface. Figs. 3.6b and 3.6c display the nematic order and attachment

site hexagonal order, respectively, for monolayers on each substrate. Trends in nematic

order closely follow those in attachment site hexagonal order, further supporting the strong

influence of the in-plane ordering of chains on monolayer cohesivity. Furthermore, both

nematic order and hexagonal order follow the inverse of trends in free-chain mobility, again

suggesting that rather than surface roughness directly leading to degradation of monolay-

ers, it is the non-ideality in chain spacing, which arises in non-flat surfaces that plays the

larger role. As such, a disordered monolayer on a smoother surface will likely feature a re-
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duced lifetime compared to a more ordered monolayer on a rougher surface, in the absence

of surface-surface contact. This result is reasonable as reduced orientational order is indica-

tive of a disrupted dispersion network within a monolayer, which likely causes monolayers

to become highly unstable during shear. The result also agrees with simulations in the liter-

ature, where trends between monolayer disorder and friction have been observed.20,26,27,51

In one such study, Karuppiah et al. showed that the order of alkanethiol monolayers with

carboxylic acid headgroups could be tuned by applying a surface voltage.51 Ordered con-

figurations were found to feature reduced friction, as compared to disordered configurations

where exposed chain backbones increased interaction with the countersurface. In another

study, Black et al. showed that monolayers on non-ideal, amorphous surfaces featured re-

duced nematic order compared to those on an ideal, crystalline surface, which resulted in

greater frictional forces.20 Mikulski and coworkers performed simulations of alkane mono-

layers which showed that at high normal loads, monolayers featuring a 20% lower chain

density on a crystalline substrate featured greater disorder, yielding an increase in friction

coefficient.26 Similar observations were made in work by Chandross et al., where greater

disorder of alkylsilane monolayers from reduced monolayer density was associated with

increased friction.27 From the results presented herein, it appears that while surface rough-

ness may promote monolayer wear, its effects appear to stem primarily from contributing

to greater disorder within the monolayers, achieved through non-ideality of the in-plane

arrangement of monolayer chains.

The impact of substrate non-ideality on monolayer stability under shear has been further

explored by examining the extent of interdigitation of chains between opposing monolay-

ers during shear. These values, obtained prior to inducing defects, are provided in Fig.

3.6d. Trends in interdigitation are found to closely follow the trends observed for free-

chain mobility, and follow the inverse of trends observed for nematic order and attachment

site hexagonal order. This suggests that interdigitation is influenced by the extent of a

monolayer’s orientational order and may play a key role in the degradation process. In-
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creased disorder within monolayers appears to allow for greater interdigitation, which in

turn may be the cause for higher free-chain mobility under these conditions. Likewise

when monolayers are more highly ordered, the more crystalline-like structure helps to pre-

vent interdigitation and free-chain mobility is reduced. The conclusion that interdigitation

between monolayers may promote degradation is reasonable, as this will lead to increased

chain-chain interactions and provide greater strain on the Si-O attachment bonds. Thus,

conditions that facilitate greater interdigitation, such as a low monolayer orientational or-

der, appear likely to result in a higher propensity for degradation.

It is noted as a reminder that in this study, only angstrom-scale roughness, representa-

tive of that induced by piranha treatment during substrate preparation, is considered. Silica

surfaces in a MEMS device and those studied by experiment are known to feature rough-

ness over several length scales, introducing additional degradation pathways. As an ex-

ample, work by Chandross et al. and Cheng et al. has shown a plowing-like mechanism

of degradation for shear of asperity-like nanoscale tips with monolayer films.24,52 These

mechanisms are not present in this chapter, as the objective is to isolate the influence of

substrate non-ideality at the atomic scale; however, an examination of plowing-like mech-

anisms of friction at asperities can be found in Chapter 4.

Although surface roughness has been shown to only secondarily influence degradation

propensity, with the in-plane arrangement of chains being of greater significance, surface

roughness may still have a direct influence on the locations where chains are removed

during shear. To probe this relationship between surface roughness and chain removal

three arrangements of defect locations have been considered on a rough (RMS roughness

= 1.2Å ), amorphous surface and a new parameter defined, ∆z, which represents the devi-

ation (in the z dimension) of an individual chain attachment site location from the mean

z value of all surface sites. Deviations toward the interface between the two monolay-

ers are considered as positive and those deeper within the silica substrate are considered

to be negative. In the first arrangement (Fig. 3.7a) the 15 chains with ∆z values closest
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to zero have been broken from each surface, yielding a mean ∆z value of 0.05Å . For

the second and third arrangements, the 15 chains with the highest (Fig. 3.7b) and lowest

(Fig. 3.7c) ∆z values are broken from each surface, yielding mean ∆z values of 1.63Å and

-1.96Å respectively. The evolution of free-chain mobility for each defect arrangement is

shown in Fig. 3.7d as the RMSD of free-chain Si atoms over the course of 5 ns of shearing.

Rapid removal of chains is observed for the arrangement where defects are induced at loca-

tions closest to the monolayer-monolayer interface, corresponding to a steady increase in

the RMSD. Conversely, for the arrangement where defects are induced deepest within each

a. b.

c. d.

Figure 3.7: Surface locations of defect chains featuring an average ∆z of a. 0.05Å , b.
1.63Å , and c. -1.96Å . Yellow spheres are used to represent the Si atom of the silane
group on free-chains. d. RMSD of free-chain Si atoms (in the z dimension only) over the
course of a 5ns shear run at 10m/s for each system. Average ∆z = 0.05Å : blue, 1.63Å :
black, -1.96Å : red
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surface, no free-chains leave the monolayers during the entirety of the simulation and the

RMSD remains level. For the arrangement where defects are induced closest to the surface

mean, intermediate behavior is found, with slight free-chain mobility apparent from the

RMSD. From these results, it appears that chains located closest to the contact interface

are most likely to be removed from monolayers during shear, suggesting that while the ex-

tent of monolayer degradation is most likely to be controlled by the in-plane arrangement

of monolayer chains, the locations within a monolayer where wear first occurs are likely

to be influenced by the surface profile. This result highlights the importance of surface

roughness, and models that include it, in capturing wear behavior and suggests that wear

initiation at asperities or “peaks” on the surface will occur even with only an atomic-scale

roughness and in the absence of surface- surface contact.

Experimentally, monolayers consisting of longer chains have been linked to reduced

friction and increased lifetimes under shear.4,34 As such, the introduction of defects through

Si-O bond removal in systems of monolayers with longer chain lengths is expected to yield

a reduction in free-chain mobility, which would support greater monolayer stability. Mono-

layers of C10 (decylsilane) and C12 (dodecylsilane) chains bound to an amorphous surface

(RMS roughness = 1.2Å ) are therefore now considered. Results of the percentage of mo-

bile free-chains in these systems as a function of normal load are shown in Fig. 3.8a,

including results for the C6 system as a reference. Agreeing with expectations, a reduc-

tion in the number of free-chains removed from monolayers during shear is observed as

chain length is increased, corresponding to an increase in the monolayer’s resistance to

degradation. Similarly the RMSD of free-chain Si atoms (Fig. 3.8b) is found to decrease

for monolayers of longer alkane chains. Interestingly, for C10 and C12 monolayers, the

percentage of mobile free-chains appears to exhibit a normal load dependence, unlike ob-

servations for C6 monolayers, which were shown to exhibit similar degradation behavior

across all normal loads. At 0.5 GPa, free-chains of C10 and C12 remain primarily in-

tercalated within monolayers and degradation of monolayers is minimal. As normal load
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a. b.

c. d.

Figure 3.8: a. Percentage of mobile free-chains, b. RMSD of free-chain Si atoms (in the z
dimension) at a normal load of 2.48 ± 0.06GPa, and c. global nematic order of C6 (black
circles), C10 (blue squares), and C12 (red triangles) monolayers as a function of normal
load, d. Energy per chain (open blue circles) and per CH2 (open red squares) for each
system under a normal load of 2.48 ± 0.06GPa. Dashed lines indicate linear fits, and solid
lines are provided to guide the eye only. Error bars indicate one standard deviation.

is increased, however, the mobility of free-chains is enhanced, although even at roughly

2.5 GPa monolayers remain significantly more stable than those of the C6 system. This

behavior is likely to be influenced, in part, by reduced monolayer order as normal load

is increased, shown in Fig. 3.8c. Although values of S2 remain in the crystalline regime

across all normal loads for both C10 and C12 systems, a noticeable decrease is apparent for

C10 systems and a slight decrease is present for C12 systems, signifying destabilization of

monolayer structure and facilitating an increase in free-chain mobility. While also featuring

a negative correlation with normal load, the magnitude of nematic order for C6 monolayers
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remains sufficiently low that mobility behavior is unchanged across all loads examined.

The normal load trend observed for C10 and C12 systems corresponds to experimental re-

ports of C8 and C18 monolayers under shear, where rapid monolayer removal was detected

under high normal loads53,54, and suggests that although increased chain length appears to

promote monolayer stability, overcoming the influence of surface non-ideality, long-chain

monolayers can still become destabilized under a sufficient pressure.

Booth et al. showed in simulations of monolayers on a crystalline surface that the sta-

bilization achieved through increasing chain length bolsters the dispersion network within

the monolayer, with longer-chain monolayers shown to yield a reduction in both energy

per chain and per CH2 group.4 A similar analysis is performed in this work for monolayers

bound to the more realistic, amorphous silica surface, and the energetic contribution per

chain and per CH2 group to the overall energy of the monolayer as a function of chain

length is shown in Fig. 3.8d. These values were obtained by isolating the alkane portion

of the bottom monolayer following 1 ns of shearing and calculating the difference in non-

bonded energy following removal of a single chain, averaging over all possible removal

locations. In agreement with the results of Booth et al., as chain length increases, the

magnitude of the energy contribution per chain to the overall monolayer energy is shown

to increase, signaling a more favorable dispersion network. Furthermore, the magnitude

of the energy contribution per methylene group is also shown to increase with increasing

chain length, again agreeing with results of Booth et al., and likely a result of the increased

tilt and order in monolayers consisting of longer chains. It can thus be concluded that as

the length of the monolayer chains is increased, interactions with neighboring chains be-

come more favorable and monolayers become increasingly ordered, such that even in the

presence of surface roughness (in this instance, 1.2Å ) monolayers of sufficient length are

able to resist degradation below a certain normal load threshold.
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3.4 Conclusions

The influence of surface morphology on the wear of alkylsilane monolayers is quan-

tified through molecular dynamics simulations using a bond removal approach. Mono-

layers on atomically flat substrates are observed to feature pressure-induced orientational

ordering, which facilitates stability as normal load is increased. This behavior is shown

to result from the ideal, hexagonal arrangement of attachment sites on the crystalline sur-

face. Even slight deviations from this ideal chain arrangement result in severely unstable

structures, suggesting that the in-plane arrangement of monolayer chains plays a critical

role in the susceptibility of a monolayer to wear. Similar instability is found for mono-

layers bound to amorphous substrates, featuring both reduced attachment site hexagonal

order and an atomic-scale roughness. Free-chain mobility, and thus degradation propen-

sity, in these amorphous systems is found to be independent of normal load from 0.5-3.1

GPa (for C6 chains), but follows the inverse of trends in nematic order and attachment site

hexagonal order when comparing monolayers attached to substrates with different values

of surface roughness. Amorphous surfaces are also shown to feature increased interdig-

itation, suggesting the mechanism through which the in-plane arrangement of monolayer

chains controls monolayer wear is through facilitating increased chain-chain contact be-

tween monolayers. The role of surface roughness in the wear process appears primarily in

controlling the locations where wear occurs, with rougher surfaces more likely to feature

wear at locations farthest from the surface mean, toward the interface of contact between

monolayers. Increasing monolayer chain length reduces the influence of substrate non-

ideality on degradation behavior, with C10 and C12 monolayers featuring considerably

greater stability than C6 monolayers, through an increased dispersion network.
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CHAPTER 4

MONOLAYER LUBRICATION AT A SINGLE-ASPERITY CONTACT

Surfaces in MEMS/NEMS devices are likely to feature, not only non-ideality and

roughness at the atomic scale as examined in Chapter 3, but also nanoscale roughness in the

form of surface asperities. The classic Bowden and Tabor model points out that the real area

of contact between two surfaces is much lower than the apparent area of contact, as the load

will be borne and focused at points of surface irregularity (e.g., asperities).1 Planar surface

models, while providing a simplified system for facile examination of structure-property

relationships, may preclude relevant friction mechanisms that only arise at asperity-like

geometries. Experimentally, monolayer tribology under conditions of nanoscale roughness

has been studied extensively using AFM, which serves as a model single-asperity contact.

However, many questions remain concerning the friction mechanisms present under these

conditions, as few MD studies have been performed in this domain. Several experimental

studies have suggested that molecular plowing, characterized by asperity penetration into

monolayer films and contortion of chains during shear, may be the dominate friction mech-

anism in asperity environments2,3, and this is supported by the simulation studies that have

been performed on such systems.4–7 However, little exploration has been made into how

the structure and chemistry of the monolayer film influences the presence of this mecha-

nism; knowledge that is essential for the design of friction and wear-resistant monolayers

to withstand these extreme conditions. Here, MD simulation is used to examine a single-

asperity contact, where friction mechanisms are compared with more standard systems that

utilize planar geometries and are examined as a function of film density. Furthermore, the

influence of asperity shape and substrate morphology on single-asperity friction mechan-

ims are explored.

The work presented in this chapter has been featured in a peer-reviewed publication and
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is reprinted with permission from Ref. 8. Copyright 2017 American Chemical Society.

4.1 Background

The tribology of monolayer films has been examined extensively via both experiment

(e.g. tribometry9,10, surface force apparatus11,12, various scanning probe microscopies11,13)

and molecular dynamics (MD) simulations. These studies have revealed that monolayer

response to shear is highly influenced by the structure of the surface contacting the mono-

layer, where planar geometries (or geometries with low curvature) uniformly increase the

tilt angle in the monolayer as a result of compression4,14, while sharp, tip-like geometries

(e.g., an AFM tip) allow penetration of the tip into the monolayer film.4,7,15 The ability

for tip-like geometries to penetrate into monolayer films, creating localized regions of dis-

torted chains, has been shown to result in additional modes of energy dissipation under

shear, leading to larger frictional forces and increased monolayer wear.16,17 This mecha-

nism has been referred to as “molecular plowing,”2,3,17 as it relates similarly to the more

familiar plowing-induced friction (i.e. plastic deformation of surfaces) observed for shear

in the absence of a lubricant.18 Understanding the molecular plowing mechanism is of fun-

damental importance to the rational design of effective nanoscale lubrication schemes, as

even planar MEMS/NEMS systems are likely to feature nanoscale surface asperities that

also exhibit plowing, similar to that seen for tips.19 MD simulation is uniquely suited to

examine this problem, as it allows molecular level details to be correlated with system

properties. For example, simulations have demonstrated a significant dependence of the

frictional response of monolayers on substrate structure (either crystalline14,20–22 or amor-

phous23–25), where the presence of atomic-scale roughness and disordered chain arrange-

ments (which come naturally from the structure of rough, amorphous surfaces) tend to lead

to large increases in the COF24 and a propensity for monolayer degradation.25 However,

while planar geometries have been widely studied with MD, few studies have considered

the impact of asperities and/or tip-like geometries, particularly for monolayers undergo-
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ing shear on amorphous silica surfaces with experimentally relevant levels of atomic-scale

surface roughness and disorder.

In one simulation study, Tupper et al. compared the compression (in the absence of

shear) of monolayers by a planar surface to that of a surface containing an asperity.4 It was

shown that the asperity was able to approach closer to the substrate than a planar surface at

the same normal load, a result correlated to localized distortion of chains and an increase

in gauche defects in the region of the asperity. Knippenberg et al. compared the friction of

a buckyball and a planar surface shearing against an alkane monolayer, finding that shear

of the buckyball led to larger frictional forces than planar surfaces, attributed to forces

being localized to atoms just in front of the buckyball.7 In another study, Chandross et al.,

examined monolayers under shear by hemispherical amorphous silica tips.17 It was again

observed that the COF for the tip geometry was larger than that for planar surfaces, but

additionally that these values were largely independent of tip size and monolayer chain

length. In contrast, Leng et al. showed that for an alkanethiol monolayer on gold under

contact by a sharp gold tip longer chains gave rise to reduced frictional forces, which was

attributed to the higher lateral stiffness of the chains.26 These studies serve to confirm

hypotheses from experimental atomic force microscopy (AFM) studies (which serve as a

means to isolate the effects of a single-asperity contact) that asperities can induce additional

modes of energy dissipation in monolayer films via localized deformation of chains and

increased penetration of asperities into monolayer films.2,3

The effect of monolayer density on molecular plowing, which would be expected to

have a strong influence on the penetration ability of asperities and resistance to lateral mo-

tion, remains largely unexplored. Experimentally, Flater et al. observed that friction was

higher for octadecyltrichlorosilane (OTS) monolayers in a low-density “liquid expanded”

phase compared to the high-density “liquid condensed” phase, with such differences at-

tributed to a decreased propensity for the formation of defects in the denser film.3 To the

best of our knowledge, a similar study of the effect of monolayer density on the frictional
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Figure 4.1: Snapshots of the single-asperity model. Systems feature a hemispherical silica
tip with a radius of 2nm in contact with an amorphous silica substrate (15nm × 15nm ×
1.2nm) functionalized by alkylsilane chains with a chain length of 18 carbons.

response and molecular-level structure at a single-asperity contact has not been performed

using MD simulation. Thus, in this work, to more robustly understand the molecular plow-

ing mechanism, we examine the behavior of model hemispherical asperities contacting

planar surfaces coated with alkylsilane monolayers with various densities, to identify rela-

tionships between film structure, monolayer response to shear, and the COF.

4.2 Methods

The systems examined in this work, shown in Fig. 4.1, feature asperities represented by

a hemispherical silica tip (of radius 2nm) and a rough, amorphous silica substrate (periodic

in plane with dimensions 15nm × 15nm × 1.2nm), functionalized by alkylsilane chains 18

carbons long. The substrate size is chosen to avoid any significant self-interaction effects

of the tip across the periodic boundaries. Both the tip and substrate are carved from bulk

amorphous silica, prepared following the procedure of Litton and Garofalini;27 however,

using the ReaxFF force field to model silicon and oxygen bonding28 with parameters from
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Fogarty et al.29, as done in our prior work24 and that of others.30 Note that ReaxFF is only

used to generate the silica bulk, and that the simulations presented in this paper utilize a

classical force field where bonds are permanent. Model construction and atom-typing are

performed using the mBuild31,32 and Foyer33 Python packages, respectively, that are pro-

vided as part of the Molecular Simulation and Design Framework (MoSDeF).34 A Github

repository providing access to both initialization scripts, as well as the simulation input

files is provided at Ref. 35. Planar surfaces carved from bulk are constructed to feature a

hydroxyl density of 5 OH/nm2, following an analytical approach where hydroxyl density is

adjusted by bridging neighboring surface oxygen atoms36,37, matching expectations from

experiment.38 The planar surfaces feature a surface roughness of 0.11nm, which closely

approximates the atomic-scale surface roughness calculated from synthesis mimetic sim-

ulations (0.13nm)24, in which surfaces were exposed to hydrogen peroxide to mimic the

“piranha” treatment typical in experiment.39 Surface monolayers feature densities of 2.0,

3.0, 4.0, and 5.0 chains per nm2, where the 5.0 chains per nm2 monolayer fills all available

surface sites and 4.0 chains per nm2 represents the maximum coverage observed in exper-

iment;40 note, all chains are chemisorbed (i.e. attached to the surface via permanent Si-O

bonds) and attachment sites without chains are capped with H atoms. System sizes range

from 47,864 to 87,689 atoms for the lowest and highest monolayer densities, respectively.

To establish a baseline comparison, periodic planar surfaces in contact with a monolayer

on a planar substrate are also examined, although we note that smaller systems of planar di-

mension 5nm× 5nm are considered, as prior studies have shown this size to be sufficiently

large to avoid self-interaction artifacts.14

These simulations follow a similar simulation protocol to that described in Chapter

3 and as reported in our previous work.22,24,25 All simulations are performed using the

LAMMPS molecular dynamics engine.41,42 The OPLS all-atom force field of Jorgensen et

al.43,44 is used to describe both bonded and non-bonded parameters, with Si-O parameters

modeling the surface connection modeled as a Morse potential, fitted to ReaxFF; param-
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eters from Lorenz et al. are used to describe the silica interactions.23 Note that this force

field does not allow for bond breaking. The specific force field parameters used in these

simulations can be found in Appendix A. Simulations are performed in the NVT ensem-

ble, with the temperature maintained at 298K via a Nosé-Hoover thermostat45,46, applied to

both surfaces and chains, although thermostatting is not performed in the direction of shear.

Silica tips are treated as rigid bodies, as deformation is not expected due to the difference in

hardness between silica and monolayers. The RESPA multi-timestep integration method47

is utilized, where bonds are evaluated at 0.25fs, angles and dihedrals at 0.5fs, and all non-

bonded interactions at 1fs. The particle-particle particle-mesh (PPPM) Ewald summation

method for slab geometries48 is utilized for the evaluation of long-range electrostatics.

The workflow employed involves first equilibrating monolayers out of contact with

the tip for 1ns to achieve a relaxed state. This is followed by a compression stage, in

which the tip is lowered onto the monolayer at a constant velocity of 10m/s and snapshots

are taken every 10ps. Starting from a snapshot corresponding to a normal load close to

that desired for shear, a constant normal load is provided to the tip while the counter-

surface is moved at a constant velocity of 10m/s. This velocity corresponds to velocities

used in previous simulation studies14,21,24,25 as well as velocities realized in MEMS/NEMS

devices;49,50 however, it should be noted this is several orders of magnitude larger than

typical AFM speeds (O (1) µm/s), thus care must be taken in comparing these results to

AFM. It should also be noted that only a single shear direction is considered in this work;

however, Appendix C.3 contains additional results for shear in the opposite direction where

is it observed that the presented trends are unchanged. Operation is performed under a

constant normal load ensemble, where a constant external force is applied to atoms in the

silica tip. Loads of 5, 10, 15, 20, and 25nN are considered, which leads to operation in

a pressure range of roughly 0.25 to 2.5GPa. While the upper limit of this pressure range

is quite high, this is a result of the small contact areas associated with the single-asperity

geometry. Comparable normal loads and pressures have been examined in prior simulation
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studies14,51,52 as well as in experimental scanning probe microscopy analysis53, and tests

of actual MEMS devices.54

The friction forces reported represent values evaluated by summing the forces in the x-

dimension (the direction of shear) on the bottom surface and chains, following our previous

work, while normal forces represent the external force added to the asperity in the negative

z-dimension (normal to the surface). Unlike friction of monolayers between more idealized,

planar surfaces, the tip/surface geometry precludes a steady-state friction force, as forces

are localized to the region surrounding the tip. As such, forces represent an averaging over a

sampling window from 0.3-1.3ns of shear (see Appendix C.2 for more information), which

accounts for a single pass of the tip across the monolayer. Films in some systems are shown

to display viscoelastic effects; thus, results would not be reliable beyond a single pass.

Several additional metrics are considered to quantify monolayer structure. These include

the film thickness, the fraction of dihedral angles featuring gauche defects, the average tilt

angle, and the orientational order. These metrics are evaluated over the same sampling

window as the friction forces. Additional details on the calculation of these metrics and the

associated errors are provided in Appendix C.1.

4.3 Results and Discussion

4.3.1 Planar vs. Tip-like Contact Geometries

To establish a baseline behavior for the specific model and parameters employed in this

work, comparisons are made between asperities and planar geometries in contact with a

high-density (4.0 chains/nm2) planar monolayer film. Results for the friction force as a

function of normal load for surfaces contacting C18 monolayers are shown in Fig. 4.2.

In agreement with trends from the literature, a linear dependence of the friction force as

a function of the applied load is observed for both contact geometries.7,17,55 A linear re-

gression is performed for each system,where the slope of each curve corresponds to the
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Figure 4.2: Friction force, inter-surface separation, and average tilt angle as a function
of normal load for asperity (black, circles) and planar (red, triangles) geometries under
shear with a C18 monolayer (at a density of 4.0 chains/nm2). Dashed lines represent linear
regressions, while solid lines are provided only as a guide to the eye. Error bars represent
one standard deviation.

coefficient of friction via a modified form of Amontons’ Law as used in prior studies2,17,

Ff = τ0 ·A+µ ·L (4.1)

where Ff , τ0, A, µ , and L represent the friction force, interfacial shear strength at zero

normal load, contact area, friction coefficient, and normal load respectively. The linearity

of both curves suggests that the first term can be considered a constant for each system.

Values for the coefficient of friction are observed to be 0.45 and 0.22 for the asperity and
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planar geometries respectively. It should be noted that while these values are larger than

those typically reported in experiment for alkylsilane monolayers, they are consistent with

values reported in the simulation literature17, with this difference possibly a result of the

higher velocities used in simulation. Similar results to those shown in Fig. 4.2 have been

observed in work by Chandross et al., where the COF determined for systems featuring

tip-like shear was 3 to 4 times larger than that obtained for planar geometries.17 While the

difference in COF between these two geometries in this work is slightly lower, this can

likely be attributed to the higher surface roughness and less ordered substrate used in this

work. Knippenberg et al. found similar changes in the COF when comparing shear of a

buckyball versus that of a planar amorphous carbon countersurface against a C14 mono-

layer on diamond.7 The differences in friction between the buckyball and planar geome-

tries were attributed to the contortion of chains in front of the buckyball via the creation

of gauche defects. A similar mechanism likely explains the higher COF observed for the

asperity geometry in Fig. 4.2a (examined in detail below, in the context of monolayer den-

sity). Figs. 4.2b-c show the inter-surface separation and average tilt angle as a function of

normal load for both the asperity and planar systems. A clear trend can be observed where

the inter-surface separation is reduced for asperities compared to the planar geometry. That

the separation value is lower than the film thickness (2.12nm) indicates penetration of the

asperity into the monolayer, as observed from visual inspection of the simulation trajectory.

The average tilt angle for the asperity geometry is found to vary little with the applied load,

while a slight increase in the average tilt angle is apparent for the planar contact, although

we note this increase is small relative to the variation between chains. Furthermore, tilt

angles are found to be larger, with less variation, for the planar geometry as opposed to

the asperity geometry. This is consistent with the results of prior studies that have shown

for tip geometries the monolayer responds to normal loads via localized tilting and contor-

tion of chains in the region of the asperity, while the surrounding film remains essentially

unchanged, rather than an increase in tilt angle as for planar geometries.4 Thus, a clear
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Table 4.1: Global Equilibrium Monolayer Properties Prior to Compression a

monolayer
density
(chains/nm2)

nematic order avg tilt angle,
deg

gauche
defects per
chain

film thickness,
nm

2.0 0.127 + 0.010 54.7 + 18.0 2.4 + 1.6 1.32 + 0.35
3.0 0.549 + 0.007 34.1 + 18.4 1.37 + 1.4 1.78 + 0.36
4.0 0.797 + 0.004 22.8 + 12.0 0.82 + 1.1 2.05 + 0.20
5.0 0.972 + 0.002 7.0 + 3.9 0.16 + 0.5 2.29 + 0.05

a Averages are obtained over a 0.5 ns sampling window for the equilibrated film,
with values calculated every 1 ps. Values for the nematic order, average tilt angle,
and gauche defects per chain represent the mean of all values within this sampling
window. Error for nematic order represents one standard deviation of this mean,
while error for the average tilt angle and gauche defects per chain is evaluated for
each frame and the value reported represents the mean of these error values (thus
providing a measure of uniformity within the film as opposed to changes in the
global property over time). Film thickness is estimated by voxelizing the surface
into a 9 × 9 grid (each voxel has an area of 2.78 nm2) where values for each frame
equate to the average of the thickness within all voxels. The mean value reported
in the table corresponds to the mean of these averages over the sampling window
and the error represents the mean of the standard deviations to again allow for error
propagation.

distinction in the dominant mechanism of friction between planar and asperity geometries

is apparent, whereby molecular plowing appears to lead to higher frictional forces in the

system with the asperity geometry, consistent with the literature.

4.3.2 Monolayer Density Effects on Friction at Single-Asperity Contacts

Molecular plowing appears to play a dominant role in the friction forces observed for

systems with asperity-like geometries. To better understand how the properties of the

monolayer film influence this mechanism the influence of monolayer density on friction

at a single-asperity contact is examined. Fig. 4.3 shows snapshots of C18 monolayers

with chain densities of 2.0, 3.0, 4.0, and 5.0 chains per nm2, as well as heatmaps showing

the distribution of film thickness, average tilt angle, and orientational order of the chains

(i.e., the dot product of chain directors and the average system director). It is found that
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Figure 4.3: Snapshots of monolayers with densities of (left-right) 2.0, 3.0, 4.0, and 5.0
chains per nm2, and heatmaps of (top-bottom) film thickness, tilt angle, and orientational
order for monolayers at equilibrium, prior to compression.

as monolayer density is decreased, monolayers transition from a state where chains are

in a highly-ordered, upright configuration (5.0 and 4.0 chains/nm2) to a state where local

domains of order and grain boundaries are apparent (3.0 chain/nm2), and finally to a state

where monolayers feature a complete lack of uniformity and are highly disordered (2.0

chains/nm2). These observations are consistent with the greater free volume available for

chains to explore as monolayer density is decreased, and are further evidenced by several
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Table 4.2: Coefficient of Friction (Slope) and y-Intercept for Monolayers under Shear by
a Hemispherical Asperity Obtained via Linear Regression of the Data in Figure 4.4, along
with Data Obtained for Monolayers under Shear by a Planar Amorphous Silica Surface

single-asperity planar
monolayer density,
chains/nm2

COF intercept, nN COF intercept, nN

2.0 0.34 ± 0.02 1.47 ± 0.27 0.207 ± 0.008 1.25 ± 0.11
3.0 0.37 ± 0.01 1.91 ± 0.12 0.200 ± 0.004 1.85 ± 0.05
4.0 0.45 ± 0.02 1.72 ± 0.21 0.216 ± 0.012 1.60 ± 0.14
5.0 0.56 ± 0.01 1.55 ± 0.16 0.186 ± 0.011 1.71 ± 0.14

global film properties computed for each film, provided in Table 4.1. The large errors

present in the global monolayer properties for sparse monolayers are indicative of the lack

of uniformity, as can be seen visually in the heatmaps. Note, these measurements are for

the monolayers prior to contact by the tip, where values are obtained over a sampling win-

dow of 0.5ns for the equilibrated film. From Table 4.1 it is observed that as monolayer

density is decreased, the average film thickness and ordering of monolayer chains are re-

duced while the average tilt angle and number of gauche defects per chain (where a gauche

defect is defined as a C-C-C-C dihedral angle > 270◦ or < 90◦, following previous work7)

are increased. These trends are consistent from the visualizations in Fig. 4.3 – where as

monolayer density is decreased films appear to transition from a solid-like state to a liquid-

like state - and again are likely a result of the increased free volume available for chains to

explore as monolayer density is reduced.

A sharp, hemispherical asperity with a radius of 2nm is compressed into each mono-

layer and shear is performed at normal loads of 5, 10, 15, 20, and 25nN. Friction forces

evaluated during the course of these simulations are shown in Fig. 4.4. All systems display

a linear relationship between friction force and normal load, consistent with prior simu-

lation studies of monolayers under contact at tip-like geometries.7,17 A linear regression

is performed on each system, with values of the COF (again using Eq. 4.1) shown in Ta-

ble 4.2, alongside values obtained for systems featuring a planar geometry (the data from
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which these fits were calculated is provided in Appendix C.4). For the asperity geometry,

a decrease in the COF is observed as monolayer density is decreased, in contrast to the

planar geometry where the COF is found to be nearly independent of monolayer density

(although we note a small decrease in COF is seen for the well ordered monolayers when

density is increased from 4.0 to 5.0 chains/nm2). This reveals that the difference in the

dominant friction mechanisms (i.e. plowing vs. sliding) in systems with asperity vs. planar

geometries will alter the response of the COF to monolayer density. Furthermore, the idea

that increasing monolayer density will also increase the COF is opposite of typical trends

reported in the literature for systems featuring two monolayer films in contact (at a planar

geometry). For example, Black et al. showed that the introduction of disorder through the

removal of chains (i.e., reducing monolayer density) as well as through the introduction

of surface roughness led to increases in the friction force for C10 alkylsilanes on silica.24

Chandross et al. examined the influence of defects (i.e. reduced monolayer densities) for

alkylsilanes of several chain lengths on both crystalline and amorphous substrates, also

concluding that the COF increased as defects were introduced, although they did find that

Figure 4.4: Friction force vs. normal force for monolayers with densities of (in chains per
nm2) 5.0 (black, circles), 4.0 (blue, triangles), 3.0 (red, squares), and 2.0 (orange, stars)
under shear with a 2nm hemispherical tip. Lines represent linear regressions and error bars
represent one standard deviation.
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the contributions became negligible beyond a threshold number of defects.56 The differ-

ence in the trend of COF with monolayer density observed in systems with an asperity

geometry as compared to that observed for systems with a planar geometry is evidence

that the relationship between monolayer density and friction is closely tied to the dominant

mechanism of friction.

The molecular plowing mechanism that dominates friction in systems with an asperity

geometry is expected to be associated with the depth of tip penetration into the film. An

examination of the penetration depth as a function of normal load for each system (Fig.

4.5), reveals that under low normal loads (i.e. 5nN) tips already feature significant pen-

etration (roughly 45% of the tip height for the system with the highest density), further

suggesting that under the entire normal load range from 5-25nN molecular plowing should

play a significant, if not dominant, role in the measured friction force. At all normal loads,

it is observed that as monolayer density is decreased from 5.0 to 3.0 chains per nm2, pen-

etration depth is increased. This is likely a result of the transition in monolayer structure

from a solid-like (high orientational order) to a more liquid-like (low orientational order)

Figure 4.5: Average penetration depth for tips under shear against monolayers with densi-
ties of (in chains per nm2) 5.0 (black, circles), 4.0 (blue, triangles), 3.0 (red, squares), and
2.0 (orange, stars). Error bars represent one standard deviation and lines are provided only
as a guide to the eye.
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state as monolayer density is reduced, as noted earlier in the text and as evidenced by the

visualizations and heatmaps of orientational order in Fig. 4.3, where the more solid-like,

higher-density films resist tip penetration. This is an interesting trend, as increased pene-

tration depth would be expected to be associated with an increase in the molecular plowing

force, however, Fig. 4.4 shows that lower density films feature reduced COFs. This sug-

gests that penetration depth alone does not determine the extent to which molecular plow-

ing contributes to friction. This idea is further supported by the curve in Fig. 4.5 for the

monolayer with the lowest density (2.0 chains per nm2), which at the highest normal load

(i.e. 25nN) yields the lowest penetration depth of the different densities. This can likely

be explained by the low value of film thickness calculated for this monolayer (as shown

in Table 4.1), which limits the maximum depth of tip penetration. At a normal load of

25nN the penetration depth for this system is comparable to the film thickness, suggesting

the system approaches direct contact between the tip and the surface; however, visually,

the tip is buffered from direct contact from the surface by at least one chain – often in an

elongated configuration parallel to the surface - throughout the entirety of the trajectory.

The rigid nature of the silica substrate (i.e. not easily deformed, a consequence of classical

MD force fields that prohibit bond breaking) likely also plays a role in the trend of pene-

tration depth vs. normal load observed for the lowest density system. The evidence that as

monolayer density is increased, the COF increases while the penetration depth decreases,

and that penetration depth in the lowest density system is limited by the thin nature of the

film, suggests that friction resulting from molecular plowing is not governed solely by the

depth of penetration. Instead the structural characteristics of the monolayer films may play

a more dominant role in the extent to which plowing influences friction.

To examine the structure of monolayer films under shear, the time-averaged number

density of carbon atoms as a function of their relative position from the tip in the direction

of shear (i.e. the x dimension) is shown in Fig. 4.6. Here, values are normalized by the

bulk density, i.e. the product of the monolayer chain length and the density of the film,
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Figure 4.6: Number density of carbon atoms measured as a function of distance relative to
the tip apex in the direction of shear (i.e. x) for atoms ± 2nm from the tip apex (within
the shaded region shown in a.). Plots include data for monolayer densities of (in chains per
nm2) b. 5.0, c. 4.0, d. 3.0, and e. 2.0 under normal loads of 5 (red), 15 (blue), and 25nN
(black). Number density is normalized by the bulk value, which corresponds to product of
the number of carbons per chain (18) and the monolayer density.

67



so that the four systems can be more directly compared, and only carbon atoms +/- 2 nm

in the y-dimension from the center of the tip, are considered, as these are the atoms that

will be most directly affected by shear. A diagram highlighting this region of interest is

shown in Fig. 4.6a. For each system a reduced density of carbons directly beneath the tip

is observed, followed by an increase in the number of carbons directly in front of the tip.

This is highly suggestive of molecular plowing-induced shear. Material is built-up in front

of the tip and chains are then forced to either contort/tilt under the tip, or be displaced in

the y-dimension (i.e., perpendicular to the direction of shear). Furthermore, a comparison

of the extent of “build-up” as a function of monolayer density confirms expectations that

monolayer structure will influence the plowing mechanism. Specifically, the normalized

density of carbons in the region in front of the tip is shown to be larger (i.e. more build-up)

for lower density films. This is consistent with the fluid-like nature of films of reduced

density compared to those with higher density, as the chains have more free volume and

room to move, thus providing less resistance to being pushed by the tip. At the extreme of

a monolayer density of 5.0 chains per nm2, where all surface sites are filled, there is little

available free volume for the chains to move and thus they cannot accumulate in front of the

tip, resulting in only a small increase in density is observed. While at the other extreme, for

a monolayer density of 2.0 chains per nm2, chains have significant free volume and mobility

and are thus easily built-up in front of the tip and pushed aside as the asperity moves. Thus,

while the solid-like nature of higher density films works to reduce tip penetration, these

monolayers will feature higher rigidity. In turn, this likely results in greater resistance to

shear, leading to higher COFs.

While Fig. 4.6 suggests that chains will be more mobile (i.e. more easily pushed by

the tip) in lower density monolayers, this alone does not fully explain the decreased COF

observed for these systems. The literature suggests that higher friction forces observed for

molecular plowing mechanisms result from the creation of gauche defects in the monolayer

films, as additional force is required to contort monolayer chains.7 To explore this theory,
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Figure 4.7: Fraction of backbone (C-C-C-C) dihedrals featuring gauche defects as a func-
tion of distance from the tip in the direction of shear for dihedrals located ± 2nm in y from
the tip apex (within the shaded region shown in Fig. 4.6a). Plots are shown for monolayer
densities of a. 5.0, b. 4.0, c. 3.0, and d. 2.0 chains per nm2 at normal loads of 5 (red), 15
(blue), and 25nN (black). Dashed lines represent average values for the equilibrated films
prior to contact.

the fraction of C-C-C-C dihedral angles in gauche configurations (hereafter referred to as

the gauche defect fraction) as a function of their relative location from the tip is examined

(Fig. 4.7), again focusing on the region highlighted in Fig. 4.6a. The dashed lines in these

plots represent the gauche defect fraction in the equilibrated monolayers prior to contact by

the tip, to provide a reference so that the impact of the tip can be better interpreted. In Fig.

4.7 a peak is observed for systems with monolayer densities of 3.0, 4.0, and 5.0 chains/nm2
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where the gauche defect fraction increases from the equilibrium value and comes to a max-

imum in the region just behind the tip. This confirms the expectation from the literature that

the molecular plowing mechanism results in the formation of gauche defects in monolayer

chains. However, Fig. 4.7 also reveals that as monolayer density is decreased, the differ-

ence between the maximum gauche defect fraction and the equilibrium value decreases,

indicating that tips induce less gauche defects in sparser films. To provide additional con-

text, for the monolayer with a density of 5.0 chains/nm2, roughly 1 in 100 dihedrals in the

equilibrated film are found in a gauche configuration, whereas in the region just behind

the tip in Fig. 4.7a, roughly 1 in 7 dihedrals exhibit a gauche configuration. For a lower

density monolayer of 3.0 chains/nm2, roughly 1 in 10 dihedrals feature a gauche config-

uration in the equilibrated film, compared to 1 in 5 for the region behind the tip in Fig.

4.7c. This result further clarifies the connection between monolayer structure and plow-

ing induced friction, specifically that increased force will be required to shear tips through

denser monolayer films as a result of the formation of a greater number of gauche defects.

The extreme of this trend is shown in Fig. 4.7d for the monolayer with a density of 2.0

chains/nm2, whereby no additional gauche defects are imparted on monolayer chains by

the tip. Fig. 4.7 also reveals the interesting trend that the maximum gauche defect fraction

observed appears to be nearly independent of monolayer density (ranging from roughly

0.15-0.20 for all systems, or 1 in 7 to 1 in 5 dihedrals). As the gauche defect fraction can

be correlated with monolayer fluidity (e.g. the lowest density monolayer features both the

most fluid-like behavior and the highest number of gauche defects), it may be that a gauche

defect fraction of 0.15-0.20 is required for monolayers to become fluid enough to facilitate

movement of the tip during shear.

4.3.3 Discussion on the Linearity of the Friction Force-Normal Load Relationship

Friction forces in this work are observed to be the result of mechanisms related to

molecular plowing as determined through analysis of various structural characteristics,

70



such as gauche defects and local film densities. However, friction force vs. load curves,

as shown in Fig. 4.3, still indicate a linear relationship, as is typically observed for shear

at planar geometries, which feature different mechanisms of friction. Such linear relation-

ships for friction at tip-like contact with monolayer films have been observed in the liter-

ature both via simulation7,17,55 and experiment2, yet there is also evidence that suggests

that friction forces, when plotted as a function of normal load, will feature a super-linear

trend (i.e. greater than first order) when the contacting body is of an asperity or tip-like ge-

ometry.3,57 For example, a study performed by Zhang et al. observed this trend for contact

between a blunt, pyramidal gold tip and alkanethiols on a gold surface.57 This super-linear

trend has also been observed experimentally in a study by Flater et al. where OTS monolay-

ers were evaluated via atomic-force microscopy.3 The contrasting results in trends between

friction force and normal load in these various studies make it difficult to determine what

friction law best represents single-asperity friction of monolayer films, thus we discuss here

a possible solution for these discrepancies.

A thorough examination of the available literature, in conjunction with the results of this

study, suggests a two-fold answer can explain many of the aforementioned inconsistencies,

both contributing to characteristics of the interface of contact:

1. The shape and size of the asperity/tip

2. The spatial arrangement of monolayer chains on the substrate

In the work of Zhang et al. friction appears to vary linearly with load until a threshold

value of load is reached, whereby a dramatic increase in friction is observed, which could be

described as a super-linear trend.57 Examination of the provided snapshots of their systems,

reveals that this increase in friction corresponds to the load required for the tip to penetrate

the monolayer (i.e. at loads below this threshold value the tip will simply slide on top of

the monolayer). Thus, the drastic increase in friction is likely due to contributions from

molecular plowing being negligible until this threshold load is reached.
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In the work by Flater et al.3 where molecular plowing was attributed to a super-linear

relationship between friction and load, the following friction law was proposed,

Ff = τ ·A+Fp(L) (4.2)

where a second term (related to forces due to molecular plowing) was suggested to be

a nonlinear function of the applied load. However, in the case where the shear strength

is linearly related to the normal load, this would not explain the linear trends in friction

force vs. normal force observed in this work and others. If, however, we do assume that

the plowing force varies linearly with the applied load, then an explanation is achieved.

Brukman et al. in considering the effect of molecular plowing on single-asperity friction,

suggested that the friction contributions to plowing should be directly proportional to the

applied load.2 This derivation was made by assuming a Hertzian contact geometry, for

which it should be noted there is evidence both for58 and against.7,17 Substituting a linear

relationship into Eq. 4.2 yields (after simplifying):

Ff = τ0 ·A+(µ +α) ·L (4.3)

where τ0, µ , and α represent the interfacial shear stress at zero applied load, the coefficient

of friction related to sliding, and the coefficient of friction related to plowing, respectively.

The linear friction trends in this study and others suggest that for these systems µ +α can

be treated as a constant, and while contributions from interfacial friction and plowing are

not easily decoupled, the sum of both contributions can be compared as essentially a total

friction coefficient.

The super-linear relationship observed by Zhang et al. can also be explained by Eq. 4.3.

In their systems chains featured an ordered arrangement, as a uniform crystalline substrate

was used, and the gold tip was blunted.57 This likely prevented penetration of the tip into

the monolayer until a threshold load was reached. Eq. 4.3 would suggest then that the
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value of α in their systems would be zero until this threshold load was reached, at which

point plowing would occur and α would then have a non-zero value, leading to a higher

total friction coefficient and an apparent super-linear relationship between friction force

and load. In contrast, the hemispherical/spherical tips used in the present study, as well as

the studies by Knippenberg et al. and Chandross et al.,7,17 are sharper and have greater

adhesion with the monolayer (as evidenced by the y-intercept of the normal vs. shear

force), allowing them to penetrate into monolayers even under low normal load. Thus,

contribution to the friction force from molecular plowing likely occurs at all normal loads

considered in our study. As such, systems where penetration of tips (and thus plowing) is

prevented until a threshold load is reached, are likely to exhibit a non-linear relationship

between friction force and load, with both tip geometry (i.e. blunt vs. sharp) and substrate

structure (i.e. crystalline vs. amorphous, ordered vs. disordered) likely to play a role in

governing the penetration ability of tips.

Hemispherical, Amorphous Blunted, Amorphous Blunted, Crystalline

a. b. c.

d.

Figure 4.8: Friction force vs. normal load curves and cross-sectional snapshots (at a nor-
mal load of 1.0nN) for systems featuring a. a hemispherical tip geometry and amorphous
substrate, b. a blunted tip geometry and amorphous substrate, and c. a blunted tip geom-
etry and crystalline substrate. Insets are provided to highlight the low normal load regime
(0-3nN). Dotted lines represent a linear regression for points at normal loads from 0-1nN
and dashed lines represent a linear regression for points at normal loads from 1-10nN. d.
The inter-surface separation for the three systems (black: hemispherical, amorphous; red:
blunted, amorphous; blue: blunted, crystalline) during shear, where solid lines are provided
only to guide the eye. Error bars in all plots represent one standard deviation.
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To test this theory, three systems have been considered, each featuring a unique combi-

nation of tip geometry and substrate morphology:

1. A “hemispherical-amorphous” system (snapshot shown in Fig. 4.8a), equivalent to

the systems described earlier in this work featuring a hemispherical tip (with a radius

of 2nm) in contact with a monolayer attached to a rough, amorphous silica surface

2. A “blunted-amorphous” system, where this tip has been blunted by removing atoms

in the bottom 1nm of the tip (snapshot shown in Fig. 4.8b)

3. A “blunted- crystalline” system (snapshot shown in Fig. 4.8c), where the tip has been

blunted and monolayer chains are attached to a flat, crystalline silica surface, similar

to that utilized in our previous work.22,25

Each system features a monolayer density of 5.0 chains/nm2, where the high monolayer

density is expected to better highlight the transition from sliding-dominated friction to

plowing- dominated friction. These systems have been sheared under normal loads ranging

from 0.1nN to 10nN, and the friction forces plotted as a function of normal load are shown

in Fig. 4.8a-c, along with snapshots of each system at a normal load of 1nN. To highlight

the possibility of a transition from sliding-dominated friction to plowing-dominated friction

linear regressions have been performed in two normal load regimes; one for points at nor-

mal loads from 0.1nN to 1.0nN (dotted lines), and another for points at normal loads from

1.0nN to 10nN (dashed lines). The comparable slope for both regression curves for the

hemispherical-amorphous system indicates that the friction force vs. normal load relation-

ship remains linear, and that molecular plowing acts as the dominant friction mechanism,

for all normal loads examined, as expected. For both the blunted-amorphous and blunted-

crystalline systems, the slope of the regression curve for the low normal load regime is

lower than that observed for the high normal load regime. This is suggestive of a transi-

tion from sliding-dominant to plowing-dominant friction, and follows the idea presented in

Eq. 4.3. Furthermore, the difference between these slopes is most evident for the blunted-
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crystalline system, which most closely resembles the systems of Zhang et al.57, supporting

our claim that tip geometry and substrate morphology will both play a role in the presence

of this transition. Fig. 4.8d shows the average inter-surface separation for each system

during shear as a function of normal load. The expected trend is observed whereby inter-

surface separation is increased (and thus plowing is reduced) for systems where tips have

been blunted, and is further reduced by the use of an idealized, crystalline substrate. Thus,

our hypothesis appears supported, such that tip geometry and substrate morphology will

both affect the ability of tips to penetrate into monolayer films, influencing the transition

from sliding-dominant to plowing-dominant friction, which may yield a linear or apparent

super-linear trend between friction force and normal load depending on the normal load

regime that is examined.

4.3.4 Discussion on Ideal Lubrication for Single-Asperity Contacts

The results of the present study suggest that the disordered nature (greater free vol-

ume) imparted by reduced monolayer densities helps induce a fluid-like shear response,

resulting in a lower COF as a result of reduced mechanical stress required by plowing of

monolayer chains. However, it is important to note that we have not considered the effects

of monolayer wear, where it has been observed that highly ordered chains are typically

considered to be more stable, as they exhibit a high degree of stabilizing chain-chain VDW

interactions.9 Similarly, experiments in which monolayer voids are backfilled have been

shown to yield increased stability.59–61 Again, for planar geometries, it has been shown

that increased chain disorder also leads to higher COFs24 and thus low-density states, with

reduced structural ordering, might have significant negative impacts for the rest of a sys-

tem with a predominantly planar geometry, even though they reduce the COF for asperities,

where plowing-like mechanisms dominate friction. Mixed monolayer systems may provide

a unique route to combine these competing effects; a prior study by Lewis et al. examining

planar systems in contact, showed that mixing short perfluoroalkylsilanes with long alkylsi-
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lanes results in systems with lower COF than either equivalent single component system.22

These systems demonstrate a liquid-like layer between the two monolayers, consisting of

the ends of the long alkyl chains (i.e., the portion of the chain longer than the short perfluo-

roalkane). A similar result was found in simulations by Mazyar et al. of monolayers under

shear with the addition of an ionic liquid at the contact interface.62 This liquid-like interfa-

cial region could potentially be designed to mimic the low-density films that are favorable

for asperities (by exhibiting sufficient fluidity that asperity do not induce additional gauche

defects during shear), while still providing durability and low COF for planar regions of a

contacting surface.

4.4 Conclusions

Prior results in the literature comparing the effect of contact geometry on friction of

monolayer-coated surfaces have shown that tip-like geometries can induce additional mech-

anisms of energy dissipation via molecular plowing, resulting in increased COF. These re-

sults are corroborated in the present work, as a comparison in the COF between a tip-like

and planar geometry shows higher friction for the tip geometry, shown to be a result of

penetration of the tip into the monolayer. Examination of the effect of monolayer density

on this mechanism has been explored through shear of monolayer coatings of densities of

5.0, 4.0, 3.0, and 2.0 chains per nm2 by a hemispherical amorphous silica tip. It is observed

that lower monolayer densities yield reduced COFs, while COF is shown to be indepen-

dent of monolayer density for planar geometries. This is found to result from the fluid-like

response of lower density monolayer films to shear. Following expectations from the lit-

erature, molecular plowing is found to be the dominant mechanism of friction, as gauche

defects are shown to be formed in monolayers during tip shear. It is observed that the

number of gauche defects induced by the tip is reduced as monolayer density is reduced,

with the lowest density film (2.0 chains per nm2) revealing no additional gauche defects im-

parted by the tip. However, for this low-density system it is shown that an increased density
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of chains exists in the regions surrounding the tip. This is suggestive of two mechanisms

contributing to molecular plowing during tip shear:

1. The contortion of chains by the tip through the introduction of gauche defects

2. The displacement of chains to the side of the tip to allow passage through the mono-

layer

Lower density films contain a higher free volume and thus the second mechanism becomes

more likely and requires less additional force. Additionally, it is shown that the relationship

between friction force and normal load for systems with an asperity geometry is influenced

by the geometry of the tip as well as the ordering of the monolayer chains. Blunted tips

and more ordered monolayers are shown to increase the normal load required to transition

from sliding-dominated to plowing-dominated shear. While long-chain alkylsilanes would

likely feature poor durability in a MEMS/NEMS device, the results of this study suggest

that films featuring a liquid-like shear response should provide favorable friction at regions

of asperity contact in these devices. Analysis of various mixed monolayers featuring a

bound-mobile structure at asperity contacts presents an intriguing area of future research.
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CHAPTER 5

STRUCTURE-PROPERTY SCREENING OF FUNCTIONALIZED MONOLAYER

FILMS

In Chapters 3 and 4, MD simulations have been used to gather insights into friction

mechanisms present during the shear of monolayer films and to examine how system as-

pects such as substrate morphology, backbone chain length, and film density influence fric-

tion and wear behavior. Such studies are facilitated by the precise control MD simulations

provide over system variables, where it is possible to alter one aspect of system chemistry,

such as substrate morphology, while keeping the remaining system chemistry the same to

examine the direct impact of a single variable on the tribological response. This approach

also allows MD simulations to be harnessed for the systematic screening of monolayer

films, to determine optimal chemistries for lubrication. To date, however, MD screening of

complex systems, such as grafted surfaces, has been limited, as these systems can be dif-

ficult to construct (from a software perspective) and are typically not done so in a manner

which allows system chemistry to be easily altered. Furthermore, screening over a large

chemical space will require parameterization of each system with the appropriate force field

parameters, another task where conventional approaches are not general. However, over

the past several years the mBuild1,2 and Foyer3 Python packages have been developed as

pillars of the Molecular Simulation and Design Framework (MoSDeF)4, a software suite

and simulation ideology, which provides a platform for facile tuning of system chemistry

and parameterization in a manner that is scriptable, which promotes reproducibility. Here,

MoSDeF is utilized to perform screening of functionalized monolayer films where relation-

ships between chain length, terminal group chemistry, and tribology are analyzed. In total,

820 systems were simulated on the Titan supercomputer at Oak Ridge National Labora-

tory, making this perhaps the most extensive, systematic study of monolayer films to date
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in regard to tribological efficacy. Structure-property relationships are examined whereby

aspects of terminal group chemistry such as molecular shape, size, and charge distribution

are related to tribological variables. The breadth of the data set also facilitates analysis via

a machine learning algorithm to develop a predictive model for functionalized monolayers

which should aid in discovery of interesting regions of the monolayer chemical parame-

ter space in future studies. Finally, the workflow utilized in this chapter helps provide the

framework for the screening of more complex monolayer films.

The work presented in this chapter has been prepared for submission as a peer-reviewed

publication.

5.1 Background

The viability of monolayer films for application as nanoscale lubricants requires the de-

sign of better-performing materials with improved wear resistance and reduced frictional

forces. However, screening the vast chemical space afforded by monolayer films is a dif-

ficult, if not impossible, task to perform via experimental means. One significant hurdle

is monolayer preparation, where the synthesis of monolayer films may be a non-trivial

step; examination of novel chemistries often requires changes to synthesis approaches,

which can make it difficult to decouple the effects of chemical changes from the effects of

other properties such as monolayer density. Furthermore, comparisons between different

experimental studies can be challenging if different synthesis protocols or techniques for

measuring tribological properties are used. For example, two common techniques for ex-

perimental analysis of monolayer films, atomic force microscopy (AFM) and tribometry,

feature probes with radii of curvature that differ by several orders of magnitude, and it has

been shown that even slight differences in probe shape can enable different mechanisms of

energy dissipation in monolayer films.5 As a result, molecular dynamics (MD) simulation

has become a useful tool for examining the tribological properties of monolayers, affording

atomic-level resolution and fine control over system variables. MD can be utilized for sys-
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tematic variation of monolayer chemistry, in order to identify both tribologically-favorable

chemistries as well as chemistry-property relationships that can provide insight used for

the design of more favorable films.

Despite these advantages, typical MD workflows often lend themselves better to screen-

ing over thermodynamic space (e.g., varying temperature or normal force) as opposed to

chemical space (e.g., terminal group chemistry), with the majority of studies examining

chemical influences on tribology reserving themselves to a comparison between only a

small number of systems/chemistries. This can be associated, in part, with the lack of tools

designed to enable screening; i.e., that provide the ability to systematically vary chemistry

during model setup, to apply force field parameters to these models, and to manage the exe-

cution of the simulation workflow on large numbers of systems. Instead, the current state of

MD simulation typically involves system setup in an ad-hoc manner, often using in-house

scripts and human manipulation, which makes large-scale screening studies intractable and

limits reproducibility of published results. As a means to resolve these issues, the Molec-

ular Simulation and Design Framework (MoSDeF)4 has been designed as a Python frame-

work for generating molecular systems as objects with exchangeable chemical parts and

for automatically applying force field parameters.

Here, we use the MoSDeF toolkit, along with the Signac framework6 for workflow

management, to enable large-scale, non-equilibrium MD screening simulations of lubricat-

ing monolayer films. Focus is specifically placed on the monolayer chain length and termi-

nal group chemistry, where 5 chain lengths and 16 unique terminal group chemistries are

compared. Along with chemically-identical films, 84 unique combinations of chemically-

dissimilar films are considered, where the two contacting monolayers feature different ter-

minal groups. In total, 164 unique system chemistries are examined. Both the coefficient

of friction (COF) and the force of adhesion are examined for each system to evaluate tri-

bological efficacy. The scope of the monolayer chemical space examined in this work is

sufficient such that machine learning is utilized in the derivation of quantitative structure-
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property relationship (QSPR) models for each variable, to aid in exploring links between

chemistry and tribology. These models, which take as an input a SMILES7 representation

of a molecular terminal group, can also aid in the further screening of monolayer chemical

space, by identification of regions that may have favorable tribological properties, as well

as excluding those with potentially unfavorable tribological properties. While previous ex-

perimental and simulation studies have examined the effects of terminal group chemistry

on friction, the work herein presents, to the best of our knowledge, the most comprehen-

sive single study to date of these relationships, where we note that all simulations follow

the same exact procedures and methods, allowing for direct cross examination.

5.2 Methods

5.2.1 Molecular Model

Systems in this work consist of two opposing monolayer films, attached to amorphous

silica substrates, as in prior studies.8,9 Our procedure for carving the amorphous surfaces

builds upon procedures found in the literature10,11, with further details provided in Chap-

ter 4.2. In particular, our procedure yields an atomic-scale roughness of approximately

0.12nm, found to closely match prior studies that explicitly considered surface oxidation

treatment typical of experiment.8 The majority of prior simulation studies of monolayer

films have considered either crystalline silica or amorphous silica substrates that are atomi-

cally smooth, which prior work suggests may influence the behavior and trends.5,8,9 We

have utilized the mBuild Python package1,2, a component of the MoSDeF toolkit4, to

construct our dual-monolayer systems. These systems are constructed in a hierarchical

manner, whereby (1) a prototype for each chain is constructed, (2) duplicates are attached

to assigned sites on the surface, and (3) the monolayer is duplicated, rotated by 180o, and

shifted to yield the complete system. Chain prototypes are created by instantiating a Python

class with two tunable, top-level parameters: the backbone chain length (excluding the ter-
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minal group) and the functional group used to terminate the chain. This approach, shown

graphically in Fig. 5.1a, is designed such that both the backbone chain length and ter-

minal group chemistry can be trivially modified, making these scripts easily extensible to

other chemistries not considered here. Furthermore, due to the hierarchical, component-

based framework of mBuild, these routines can be modified to allow for screening over

additional chemical degrees of freedom, such as backbone monomer, film chemistry, etc.

The pool of terminal group chemistries examined in this work is shown in Fig. 5.1a and

was constructed to meet two primary criteria:

1. The functional group should be able to be described using existing parameters within

the OPLS force field (described in further detail below).

2. The pool should span a wide range of chemical characteristics (e.g. size, shape,

polarity) to facilitate structure/property analysis.

It is worth noting that several of the chosen functionalities would likely not be synthesiz-

able, or would readily react following synthesis12. However, as reactions are not considered

in our simulations, such groups remain stable. Furthermore, as our goal is simply to study a

chemically-diverse range of terminal group chemistries, such systems still provide valuable

data for the development of property-prediction models.

Screening of dual-monolayer systems is performed over two distinct parameter spaces:

1. Chemically-identical systems (Fig. 5.1b), where the top and bottom monolayer films

feature the same chemistry

2. Chemically-dissimilar systems (Fig. 5.1c), where the top and bottom monolayer

films feature different chemistries

The motivation for including chemically-dissimilar systems in this study is two-fold. First,

in the context of performing a structure-property analysis between terminal group chem-

istry and monolayer tribology, the inclusion of chemically-dissimilar systems provides in-

creased sampling of unique interfacial chemistries without the need to expand the pool of
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Figure 5.1: a. Overview of the chemical parameter space examined in this work. The pool
of terminal group chemistries consists of (row 1) amino, hydroxyl, methyl, acetyl, carboxyl,
isopropyl; (row 2) nitrile, vinyl, methoxy, nitro; (row 3) perfluoromethyl, cyclopropyl, 2-
pyrrole, phenyl, fluorophenyl, and nitrophenyl. Dual-monolayer systems include both b.
chemically-identical and c. chemically-dissimilar compositions.

terminal group chemistries. This provides a significant advantage, as it reduces the number

of unique force field parameters necessary to perform the study. The second motivation for

examining chemically-dissimilar systems concerns findings in the literature of favorable

tribological properties for such systems, outperforming their chemically-identical counter-

parts.13,14

For each chemistry, five systems have been generated, each corresponding to a unique

arrangement of chains on the silica surface. Structural and tribological properties are eval-

uated for each of the five replicas and are averaged to obtain values for each chemistry that

are independent of chain arrangement. For systems featuring chemically-identical films, all

16 terminal group chemistries from Fig. 5.1a are considered along with five chain lengths

(5, 8, 11, 14, and 17 backbone carbons, excluding the terminal group), equaling 80 unique

chemistries and 400 systems in total. Chemically-dissimilar films considered feature back-

bone chain lengths of 17 carbons and include all combinations of seven select terminal

groups (carboxyl, fluorophenyl, hydroxyl, isopropyl, methyl, nitro, and perfluoromethyl)

with the 16 terminal groups in Fig. 5.1a, leading to an additional 84 unique chemistries

(after removing duplicates) and 420 total systems. In total, 820 systems are examined, with

164 unique monolayer chemistries, and 100 unique terminal group combinations with a

chain length of 17 carbons.
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5.2.2 Force Field

After construction of the monolayer structures, the systems are atom-typed, i.e., the ap-

propriate force field parameters are determined for the bonded and non-bonded interactions

of the system. Atom-typing is handled by the Foyer library3 as part of MoSDeF. In Foyer,

forcefield parameters and their usage rules are encoded within a single XML-formatted

file that builds upon the OpenMM15 XML forcefield file format. Usage rules are encoded

using SMARTS16, along with overrides statements to set rule precedents, making these

definitions both human and machine readable, and contained within a single unambiguous

format. In Foyer, each molecular model is treated as a graph, and atom-types are deter-

mined by matching chemical environments to the patterns defined by the SMARTS usage

rules. This file format also provides digital object identifiers (DOIs) corresponding to the

source of the parameters, to aid in reproducibility. Further details on Foyer can be found

online3 and in Ref. 17.

The OPLS all-atom force field18–24 has been employed in this work for all systems

examined, and all parameters are located in Appendix A. The specific OPLS version used

was provided with the Gromacs 5.1 distribution25 in addition to parameters for silica which

were obtained from Lorenz et al.26 It should be noted that for several systems, certain

parameters were not available (most commonly dihedrals including either alpha, beta, or

gamma carbons neighboring the terminal group). In these cases, additional parameters

were introduced according to sensible conventions; for example, in the case of missing

dihedrals including alpha, beta, or gamma carbons, standard C-C-C-C alkane dihedrals

were used, which was found to be the convention within the rest of the OPLS force field.

These additions are, again, detailed in the Appendix A.
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5.2.3 Molecular Dynamics Simulations

Molecular dynamics simulations were performed using the Gromacs molecular dy-

namics engine (version 5.1.0).25 An initial, short, distance-limited NVE simulation was

performed using the LAMMPS molecular dynamics engine27,28 to remove overlaps be-

tween terminal groups from the initial configuration. After converting the final structure

from the initial LAMMPS simulation to Gromacs format, simulations were executed in

four stages: (1) energy minimization, (2) equilibration, (3) compression, and (4) shear.

Energy minimization was performed using a steepest descent algorithm. Following en-

ergy minimization, equilibrium molecular dynamics simulations were performed, whereby

monolayers and surfaces (excluding the outer 4Å ) were allowed to relax over 1ns to reach

a low-energy state, using a timestep of 1fs. Following equilibration, a force of 5nN was ap-

plied to the bottom surface in the +z direction (i.e. towards the top monolayer) to bring the

two monolayers into contact, where they were compressed over 0.5ns, allowing the inter-

surface distance to reach a steady-state value. Beginning from snapshots from the end of

the compression stage, three independent simulations were performed where monolayers

were sheared under normal loads of 5, 15, and 25nN (corresponding to pressures of 200,

600, and 1000MPa, respectively), consistent with normal loads used for such systems in the

literature.29–31 To maintain a constant normal load, a constant force was applied to the bot-

tom silica surface in the +z direction. Shear was introduced by coupling the top surface to

a ghost particle by a harmonic spring (with a spring constant of 1e5 kJ
mol·nm2 ) and pulling the

ghost particle in the +x direction at a rate of 10m
s . Shear was performed for 10ns, whereby

over the first 5ns monolayers reach a steady-state configuration where chains tend to align

in the direction of shear, and the final 5ns was used for sampling. All MD simulations

were performed under the NVT ensemble using a Nose-Hoover thermostat32,33 to main-

tain a system temperature of 298.15K. Hydrogen bonds were constrained using the LINCS

algorithm34, removing high-frequency atomic motions, and affording a time step of 2fs to

be used for the compression and shear stages. The Particle-Mesh Ewald method35,36 was
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used for long-range electrostatics, using a force and pressure correction in the z-dimension

to support slab geometries.

The molecular dynamics workflow was maintained and executed using the Signac work-

flow manager (v0.5.4), a part of the Signac framework.6 With Signac-flow, individual

molecular dynamics operations (e.g., equilibration) were wrapped into Python functions.

These operations were then performed on each state point (i.e., each system), where Signac-

flow kept track of all operations that had been performed on each state point.

All simulations were performed on the Titan supercomputer located at Oak Ridge Na-

tional Laboratory.

5.2.4 Tribological and Structural Analysis Methods

As with the molecular dynamics workflow, management and execution of analysis rou-

tines was governed by the Signac (v0.8.5) and Signac-flow (v0.5.4) Python packages within

the Signac framework.6 Monolayer tribology is evaluated via calculation of the coefficient

of friction (COF) and adhesive force as defined by the Derjaguin form of Amontons’ Law

of Friction detailed in Appendix B.1, Eq. B.1. For each dual-monolayer system, shear sim-

ulations are performed under a series of normal loads (5, 15, and 25nN), and the average

friction force is measured for each simulation, allowing the COF and force of adhesion to

be determined from Eq. B.1 through linear regression. Values reported for each interfacial

chemistry (i.e. unique combination of terminal groups) represent the average of the five

systems with different chain configurations on the surface.

In addition to tribological metrics, monolayer structure is also examined through use of

a nematic order parameter, as defined in Appendix B.2, Eq. B.2.

5.2.5 QSPR Modeling

Monolayers are also examined via the development of topological quantitative structure-

property relationship (QSPR) models relating characteristics of the monolayer chemistries
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to their tribological response. These models are given as an input a “fingerprint” for each

system, which represents each system as a series of numerical values. These numerical

values are referred to as “molecular descriptors” and characterize a variety of molecular

aspects such as size (e.g. approximate surface area), shape (e.g. asphericity), and charge

distribution (e.g. topological polar surface area). Calculation of molecular descriptors is

facilitated through use of the RDKit Python package.37 While the majority of these descrip-

tors are topological, meaning they are inferred from the molecular graph, several additional

descriptors are considered that require a 3D molecular conformation. These conformations

are generated by RDKit using the Experimental-Torsion Distance Geometry approach with

“basic knowledge” terms (ETKDG), as proposed by Riniker and Landrum.38 For descrip-

tors requiring information concerning molecular charge, charges are assigned via RDKit

to the molecular graph using the approach of Gasteiger and Marsili.39 Along with the de-

scriptors calculated via RDKit, we have introduced an additional descriptor, which we call

the “hydrogen bond factor” that provides a relative estimate of the availability for inter-

monolayer hydrogen bonding. The descriptor is calculated using counts of the number of
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Figure 5.2: Workflow of the process used to fingerprint each interfacial chemistry. a. For a
given interfacial chemistry (a perfluoromethyl-acetyl system is shown as an example), H-
terminated and CH3 prototypes are utilized for each terminal group (b.). These prototypes
are converted to SMILES representations (c.), which are fed to the RDKit Python package
used to calculate a variety of molecular descriptors (d.). e. The fingerprint for the interfacial
chemistry is then described by the mean and minimum values for all molecular descriptors
calculated for the two terminal groups.
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hydrogen bond donor and acceptor atoms in the two terminal groups of a dual monolayer

system via:

hbtb =


0 min(0, max(dt ,ab)) = 0

max(dt ,ab) min(0, max(dt ,ab))> 0
(5.1)

hbbt =


0 min(0, max(db,at)) = 0

max(db,at) min(0, max(db,at))> 0
(5.2)

hbonds = hbtb +hbbt (5.3)

where d and a represent the number of hydrogen donor and acceptor atoms present in

terminal groups for the top (t) or bottom (b) monolayers. A complete list of all descriptors

used, including brief descriptions of each, is provided in Appendix D.1.

The strategy used in this work for performing fingerprinting of dual monolayer systems

is shown in Fig. 5.2, where the primary challenge concerns how to properly design a sys-

tem fingerprint that can be used for both chemically-identical and chemically-dissimilar

systems (where the contributions of both terminal groups must be accounted for). First, as

shown in Fig. 5.2a-d., “molecular fingerprints” (i.e. fingerprints for individual molecules

rather than the complete dual monolayer system) are calculated for the terminal groups

of each monolayer. In molecular fingerprinting, a decision must be made concerning the

molecule used to represent each terminal group. Here, we utilize two separate molecules

to represent terminal groups (as shown in Fig. 5.2b), calculating a subset of molecular

descriptors on each. Specifically, molecules featuring terminal groups capped by hydrogen

atoms (where the hydrogen atom is attached at the location where the terminal group is

attached to the chain backbone in the complete chain) are used in the calculation of de-

scriptors that relate to molecular shape, while molecules featuring terminal groups capped

by methyl groups are used in the calculation of the remaining descriptors. The methyl

group is chosen as this chemistry is comparable to that of the chain backbone, and thus
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these molecules should provide a reliable distribution of charge (as again, we use Gasteiger

charges for fingerprinting as opposed to OPLS charges to simplify data inputs).

Our approach to molecular fingerprinting relies only upon information of the molecular

bond graph as an input. As such, molecules are provided to RDKit in the notation of

the simplified molecular-input line-entry system (SMILES)7, shown in Fig. 5.2c. This

provides a concise input syntax that allows the QSPR models in this work to be easily

extensible to additional terminal group chemistries beyond those considered here. After

providing RDKit with SMILES representations of the two molecules representing each

terminal group in a given system, molecular fingerprints are generated for each terminal

group, shown in Fig. 5.2d. System fingerprints are then created from the two molecular

fingerprints by using the mean and minimum values of each component (descriptor) of the

molecular fingerprint (shown in Fig. 5.2e). While other combinations of these values (such

as the maximum and absolute difference) were considered, analysis of correlations with the

target variables (COF and adhesion) suggested only the mean and minimum values were

needed, which also helps reduce complexity of the QSPR models.

A random forest regression algorithm40,41 is used for QSPR models, as implemented

in the scikit-learn Python package.42 Random forest is an ensemble method that utilizes a

forest of decision trees obtained from bootstrap sampling of the training data and produces

a prediction based on the average values obtained for each tree. This algorithm is a popular

choice in the literature for machine learning models; for example, Ballester et al. used

random forest to predict binding affinities of protein-ligand complexes.43 Predictions from

random forest converge for a large number of decision trees44, thus, a large number of 1000

trees are used in this work. One reason for the choice of the random forest algorithm is that

contributions to the model from the various molecular descriptors can be easily extracted,

and furthermore, interaction terms are implicitly included by the nature of the algorithm.

Evaluation metrics for these models consist of the root-mean-square error (RMSE), mean

absolute error (MAE), and the coefficient of determination (R2) between the predicted and
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expected target values within both the training set and a 20% holdout test. Additional model

evaluation is accomplished via out-of-bag (OOB) sampling, whereby predictions are made

on subsets of the data held out for each tree. The RMSE, MAE, and R2 on the out-of-bag

estimates of each sample are provided as an additional measure of model efficacy.

5.3 Results and Discussion

5.3.1 Chemically-Identical Monolayer Films

As a test of model accuracy and to serve as a baseline for the examination of more

complex monolayers, relationships between chemistry and tribology are first examined be-

a.

b.

c.

Figure 5.3: Box plots showing a. coefficient of friction (µ), b. adhesive force (F0), and
c. nematic order (S2, measured during shear under a normal load of 15nN) as a function
of backbone chain length for systems of two chemically-identical monolayer films. Filled
regions correspond to the interquartile range (IQR), while whiskers extend from the min-
imum and maximum values of the data. Notches are present, along with a line, to denote
the median.
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tween contacting monolayers with identical chemistries. The effect of backbone chain

length is explored by calculating both tribological properties (COF and adhesion force)

and structural properties (nematic order) for systems with chain lengths ranging from 5

to 17 backbone carbons, shown in Figure 5.3 in the form of box plots (where data for all

chemically-identical systems has been included). The effects of backbone chain length on

friction have been explored extensively in the literature14,45–50 and a comparison to these

results helps verify that our model produces similar trends. It has been noted in several

studies that the addition of carbons to the chain backbone should correlate with a reduction

in the COF.14,45,46,50 Fig. 5.3a reveals this expected trend, where the COF decreases as

the backbone chain length is increased from 5 to 8 to 11 carbons, at which point further

increases in chain length appear to have little additional effect. It should be noted that while

the range of the COF data is shown to overlap for all chain lengths examined, this is due

to effects of the chain terminal groups (examined in detail later in this chapter) on each

property, and that for any given chemistry the trend is more pronounced (see individual

plots provided in Appendix D.2). Furthermore, the decrease in COF with increased chain

length has often been attributed to an increased ordering of monolayer chains46, due to an

increase in favorable VDW forces between neighboring chain backbones. Here, monolayer

order is quantified via the nematic order parameter and is shown in Fig. 5.3c as a function

of chain length. The expected trend is observed, whereby the monolayer nematic order is

found to increase as the backbone chain length is increased. Again, the range of the data is

the result of influence by the terminal group chemistry, and this range is found to decrease

as backbone chain length increases; suggesting, as one might expect, that terminal group

chemistry has diminishing effects on monolayer structure as the backbone chain length

is increased. The ability to capture the expected trends of decreased COF and increased

nematic order as chain length is increased helps verify the efficacy of our model.

Additionally, the effect of backbone chain length on the adhesive force between the

monolayers during shear, quantified via the Derjaguin offset, F0 in Eq. B.1, has been ex-

96



FF
F

OHNH2O

CH3
CH3CH3OHN

OHO
N

OO
CH2

N
OO

F

N

OHO

OH

NH2

N
OO

N

N
OO

F

HN
CH3O

O

CH3CH2
CH3FF

F

a.

b.

Figure 5.4: Bar graphs displaying a. coefficient of friction and b. adhesive force as a
function of terminal group chemistry for monolayers with a backbone chain length of 17
carbons.

amined, shown in Fig. 5.3b. It is found that for the data as a whole, chain length has

little effect on the adhesive force, particularly relative to the effects of the terminal group

chemistry (apparent in Fig. 5.3b by the large range of the data). A slight increase in the

maximum adhesion value in the data set is observed as chain length is increased from five

to eight carbons, after which successive increases in chain length appear to have no influ-

ence. The systems with the largest adhesive force are found to be the carboxyl-terminated

films, with the large value of adhesion the result of inter-monolayer hydrogen bonding, as

has been observed in the literature.14 Interestingly, it appears the system’s ability to form

hydrogen bonds is impaired for the lowest chain length, likely due to disorder in chain

orientations. As monolayer order increases when the backbone chain length is increased

to eight carbons, chains become better able to orient themselves to form inter-monolayer

hydrogen bonds and adhesion increases. Plots showing COF, the force of adhesion, and

nematic order for each individual terminal group chemistry as a function of chain length

are provided in Appendix D.2.

The range of the data in Fig. 5.3 for both COF and the force of adhesion for all chain

lengths suggests that terminal group chemistry influences both properties. To isolate the

effects of terminal group chemistry, Figure 5.4 shows, in the form of bar charts, the COF

and adhesion force calculated for systems with only a backbone chain length of 17 carbons.
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From Fig. 5.4 it is indeed observed that terminal group chemistry influences both COF and

adhesion, although the effects on adhesion are more profound. Specific trends between ter-

minal group properties and COF from the results of Fig. 5.4a are not immediately obvious.

COF appears to be independent of the size of the terminal group, as large terminal groups

are shown to yield both low (fluorophenyl) and high (cyclopropyl) COFs. Terminal group

polarity also does not appear to influence COF, as polar and nonpolar groups are shown

to yield both high and low values of COF. Thus, a direct comparison between systems

appears insufficient at unearthing the specific terminal group characteristics that influence

COF. Instead, a more comprehensive approach is required and will be addressed further in

this chapter via the development of QSPR models.

In contrast to COF, trends between terminal group chemistry and adhesion, shown in

Fig. 5.4b, are fairly clear. It appears there is a strong correlation between terminal group

polarity and adhesion, as might be expected, as the terminal groups with the largest adhe-

sion forces are all polar molecules and the groups with the smallest forces are all nonpolar.

Furthermore, the three terminal groups yielding the highest adhesive forces are all groups

that can participate in inter-monolayer hydrogen bonding, again agreeing with results from

the literature.51 In fact, the results shown in Fig. 5.4b further support the link between

hydrogen bonding and adhesion, as the order of the three systems with the highest adhesive

forces (carboxyl, hydroxyl, and amino, from highest to lowest) corresponds with expected

hydrogen bond strengths.

5.3.2 Chemically-Dissimilar Monolayer Films

Although Fig. 5.4 provides some insight into the relationships between terminal group

chemistry and both COF and adhesion values, such analysis still relies upon one’s chemical

intuition. Furthermore, no apparent trends are present between terminal group chemistry

and COF, yet the range of the data, while smaller relative to that of adhesion, suggests

that there is indeed a relationship. As a means to collect data for additional interfacial
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Figure 5.5: a. Scatter plot of COF and adhesion force data for chemically-identical systems
(yellow) and chemically-dissimilar systems (blue). Distributions of these two variables are
also shown. The boxed region highlights the area featuring the most tribologically favorable
systems and is enlarged in b., where the seven systems in this region are annotated and the
corresponding terminal group chemistries are shown in c.

compositions, without the need to introduce new terminal group chemistries, a collec-

tion of simulations featuring systems of chemically-dissimilar monolayer films has been

performed, using the model shown in Fig. 5.1c. Specifically, 420 chemically-dissimilar

systems, all with a backbone chain length of 17 carbons, are examined, corresponding to

84 unique interfacial chemistries (as the results of five different monolayer surface con-

figurations are averaged for each interfacial chemistry). This helps expand the dataset,

as, e.g. a “hydroxyl-methyl” system should provide unique tribological properties distinct

from either a “hydroxyl-hydroxyl” or “methyl-methyl” system. With the increased size of
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the data set, QSPR models can be developed to provide both greater insight into relation-

ships between terminal group chemistry and tribology (through extraction of the relative

contributions of the various components of the models), along with predictive capacity for

terminal groups not included in this study. The information garnered from these models

can be utilized to aid in further exploration of the monolayer chemical parameter space by

identifying regions of interest and regions where tribological properties are predicted to be

poor. However, first, the results of these chemically-dissimilar monolayer systems are com-

pared with the chemically-identical results to see if the mixing of monolayer chemistries

yields tribological benefit, as has been suggested by experimental results.13,14,52,53

In Fig. 5.5a the COF and adhesion results for all systems, both chemically-identical

and chemically-dissimilar, are shown alongside the distributions of both of these proper-

ties for the complete dataset. The ideal monolayer chemistry should feature both a low

COF and low adhesive force. As such, systems with favorable chemistries would exist in

the lower left hand corner of the plot. From Fig. 5.5a, the distribution observed for both

COF and adhesion of the chemically-dissimilar systems is similar to that observed for the

chemically-identical systems, suggesting that simply mixing chemistries is not sufficient

enough to provide substantially improved lubricity across the whole range. Nonetheless,

there are several chemically-dissimilar systems that do appear to provide favorable tribo-

logical properties, as highlighted in Fig. 5.5b and c. Interestingly, the majority of these

systems feature one monolayer that is polar/hydrophilic and another that is nonpolar/hy-

drophobic. This helps highlight the potential advantages of using a lubrication scheme

where the two contacting surfaces feature different lubricant molecules. For example, two

of the systems shown in Fig. 5.5b and c. feature one monolayer that is terminated by

carboxyl groups. Carboxyl-terminated monolayers are found to yield the highest adhesive

forces for chemically-identical systems (Fig. 5.4b), yet when paired with a nonpolar coun-

termonolayer the ability to form inter-monolayer hydrogen bonds is eliminated, and these

combinations of terminal groups are able to provide favorable COF and adhesion values.
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This agrees with results in the literature that have observed reduced COF and adhesion for

polar-nonpolar systems14,52,54, although we note that the effects on COF here are weaker

than observed in the cited experimental studies. Along with carboxyls, several other ter-

minal group chemistries are found to appear in multiple systems in Fig. 5.5b and c. In

fact, the three systems observed to have the lowest adhesive forces, including the system

that also features the lowest COF, all feature one monolayer that is terminated by a nitrile

group. Additionally, vinyl-terminated monolayers are also present in several of these sys-

tems. While these two groups (nitrile and vinyl) have several differences (e.g., chemical

composition, polarity), they share many features as well. Both groups are linear and fea-

ture a cylindrical shape with a small VDW radius. It appears possible that these aspects,

combined with the more rigid nature owed to these groups by the presence of a double or

triple bond, lends towards more favorable tribological properties.

To further explore how the mixing of monolayer chemistries alters tribological re-

sponse, the COF and adhesion of chemically-dissimilar monolayers has been predicted

from the results calculated for chemically-identical systems using a simple arithmetic mean.

For example, the COF and adhesion of a “hydroxyl-methyl” system is estimated by taking

the average of the COF and adhesion calculated for the “hydroxyl-hydroxyl” and “methyl-

methyl” systems. If the estimation over-predicts the actual value, that would suggest that

the mixing of monolayer chemistries provides an advantageous route to improving mono-

layer tribological performance. The actual vs. expected values for both COF and adhesion

using this approach are shown in Fig. 5.6. Interestingly, from Fig. 5.6a it is observed

that the COF of chemically-dissimilar systems is reasonably-approximated by the averag-

ing of values from the chemically-identical systems, as the COF of nearly all chemically-

dissimilar systems is predicted correctly within error of the measurement. This result sug-

gests that the use of chemically-dissimilar surfaces does not provide a route towards directly

reducing COF, at least for the subset of systems considered here.

Conversely, Fig. 5.6b shows that the force of adhesion is not well predicted by this
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a.

b.

Figure 5.6: Predicted values of a. COF and b. adhesive force for chemically-dissimilar
monolayer systems, as calculated by the mean of the values obtained for chemically iden-
tical systems, compared to the actual values. The y=x line is drawn in black for reference,
while the dashed red line represents a linear regression of the data. Each unique surface
chemistry (averaged over five monolayer surface configurations) is represented by a single
point, and errors bars represent a single standard deviation calculated from the estimation
of these five configurations.
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approach, as was expected from the systems shown in Fig. 5.5. This follows similar rea-

soning to that given for the presence of several carboxyl-containing systems in Fig. 5.5c,

namely that if one monolayer in a system is terminated by a polar functional group and the

other is terminated by a nonpolar functional group, the adhesive force will be most similar

to that of the pure nonpolar system, rather than an average of the two. As a result, when

predicting the adhesive force for chemically-dissimilar systems featuring a mixture of polar

and nonpolar groups using mean data from chemically-identical systems, adhesion values

are over-estimated, as evidenced by the high concentration of points below the y=x line in

Fig. 5.6b.

While COF appears to not be lowered through the mixing of monolayer chemistries, the

ability to reduce adhesion in the case of polar-nonpolar systems still presents an advantage

of this approach. For example, in Fig. 5.4a, nitrile-terminated monolayers were observed to

feature the lowest COF for chemically-identical films, yet the adhesive force for these films

(2.27nN ± 0.14nN) is prohibitively high due to their polarity. However, when paired with

a countermonolayer that is hydrophobic, the adhesion force is decreased while the COF

is largely unaffected. Thus, the use of chemically-dissimilar surfaces provides a means to

utilize terminal groups that yield low COFs, even if they would normally feature a large

adhesive force, provided the other monolayer is hydrophobic.

While the difference in COF between nitrile-terminated films, and other, hydrophobic

films (such as vinyl), is found to be slight, there may be polar terminal groups not included

within this study that yield lower COFs, and the use of chemically-dissimilar monolayers

would provide a route to take advantage of that property. It should be noted again, however,

that the result of Fig. 5.6a, suggests that the lower bound of COF is not reduced by the

mixing of monolayer chemistries (i.e. the COF of the mixed system will not be lower than

the lowest COF of either of the chemically-identical systems). Thus, if seeking to reduce

COF, it appears that additional modifications to the monolayer would be necessary; either

using a functional group not included in the pool of this study or through some other means
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such as the use of multicomponent films to expose different friction mechanisms.

5.3.3 QSPR Modeling

While Fig. 5.6a suggests that the use of chemically-dissimilar monolayers does not

provide a route to directly reducing COF from a pure system, the data collected for the 100

unique interfacial chemistries (considering only systems with backbone chain lengths of

17 carbons) does provide adequate sampling to develop QSPR models for the prediction

of COF and adhesion for systems of arbitrary chemistry and can be used to aid in further

exploration of the monolayer chemical parameter space in future studies. Furthermore, if

systems are properly fingerprinted through the use of ample molecular descriptors, aspects

of terminal group functionality that contribute most strongly to these properties can be ex-

tracted from these models and exploited in the design of better-performing monolayers.

Using the freely-available RDKit Python package over 30 descriptors can be calculated for

each terminal group (a complete list of the descriptors used is available in the Appendix

D.1) and dual-monolayer systems can be fingerprinted using this information following the

workflow shown in Fig. 5.2. To aid in model interpretation, we have categorized these

molecular descriptors into those that aid in characterization of molecular shape, size, com-

plexity (such as degree of branching), and charge distribution. These clusters are visualized

in Fig. 5.7.

Models for COF and adhesion were derived using a random forest algorithm, and Ta-

ble 5.1 details the RMSE, MAE, and the coefficient of determination (R2) between the

predicted and expected target values within both the training set and a 20% holdout test

set for QSPR models of COF and adhesion, along with metrics for out-of-bag samples.

In addition to our primary model (Model 1 in Table 5.1), four additional models (Models

2-5) were developed to provide further insight into performance dependence on test-train

splits. It is observed from Table 5.1 that the models for both COF and adhesion perform

consistently well. Random forest is known to overfit to the training data, so the high R2
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values observed for the training data sets are expected, and do not alone provide a great

metric for the model’s performance. However, R2 values above 0.6 are observed for both

the test data as well as for the out-of-bag samples for both models, providing more reliable

estimates of model performance, and suggesting respectable predictive power. In particu-

lar, the out-of-bag results should be emphasized, as for the small data set considered here

(100 total samples, only 20 of which are included within the test set) evaluation metrics

on the test data set for the five models shown in Table 5.1 are shown to feature moderate

fluctuation. This suggests that for some models the small test set does not provide a good

representation of the overall population (or at least, the feature distributions within the train

and test sets differ). However, the evaluation metrics obtained for out-of-bag samples are

found to remain mostly stable between the five models, providing greater confidence in

these results and in the models’ predictive power. Although R2 values of 0.6 may not ap-

pear exceptional at first, these results are in fact quite remarkable when considering the

simplicity of the inputs required. The simulations in this work were performed using the

OPLS force field, while molecular descriptors were calculated for terminal group moieties
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Figure 5.7: Features considered for QSPR models, grouped into clusters describing charge
distribution, complexity (i.e., degree of connectivity/branching), shape, and size. Addi-
tional descriptions of these features can be found in Appendix D.1.
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Table 5.1: Evaluation of random forest regression models for COF and F0
†

Model Target Variable
Training set Out-of-bag Test set

R2 RMSE MAE R2 RMSE MAE R2 RMSE MAE

1
COF 0.9496 0.0037 0.0029 0.6306 0.0100 0.0079 0.6524 0.0090 0.0068

F0 (nN) 0.9600 0.2644 0.1383 0.6985 0.7259 0.3782 0.6905 0.9530 0.4237

2
COF 0.9473 0.0036 0.0027 0.6067 0.0099 0.0074 0.6049 0.0110 0.0086

F0 (nN) 0.9539 0.3067 0.1473 0.6586 0.8351 0.4046 0.9422 0.3252 0.2439

3
COF 0.9418 0.0037 0.0028 0.5594 0.0101 0.0078 0.6571 0.0114 0.0087

F0 (nN) 0.9747 0.2283 0.1233 0.7978 0.6452 0.3410 0.4066 1.0031 0.5579

4
COF 0.9471 0.0038 0.0029 0.6029 0.0104 0.0081 0.8204 0.0062 0.0048

F0 (nN) 0.9435 0.2974 0.1406 0.5740 0.8165 0.3844 0.7787 0.8453 0.6076

5
COF 0.9484 0.0038 0.0030 0.6043 0.0106 0.0081 0.5199 0.0096 0.0069

F0 (nN) 0.9613 0.2642 0.1388 0.7119 0.7213 0.3797 0.6367 1.0031 0.4699

Average
COF

0.9468 ±
0.0027

0.0037 ±
0.0001

0.0029 ±
0.0001

0.6008 ±
0.0230

0.0102 ±
0.0003

0.0079 ±
0.0003

0.6509 ±
0.0980

0.0094 ±
0.0018

0.0072 ±
0.0014

F0 (nN)
0.9587 ±

0.0102
0.2722 ±

0.0278
0.1377 ±

0.0079
0.6882 ±

0.0729
0.7488 ±

0.0693
0.3776 ±

0.0206
0.6909 ±

0.1759
0.8259 ±

0.2569
0.4606 ±

0.1261
† The following metrics are used for evaluation; R2: coefficient of determination between predicted and actual values, RMSE: root-mean-
square error, MAE: mean absolute error

provided to the models in the form of SMILES, where Gasteiger charges were assigned in

place of OPLS charges and 3D conformations were generated through a stochastic method.

If OPLS charges and 3D structures generated using OPLS had been provided to the models,

their ability to predict values of COF and adhesion would have been limited to only those

chemical moieties that could be described by OPLS. However, by using generic SMILES

as inputs, arbitrary molecules that may not be parameterized for use with OPLS can still

have values of COF and adhesion predicted. Thus, the models should have utility in future

studies with the aim of further exploring the monolayer chemical parameter space.

To provide visual evaluation of the models for COF and adhesion, Fig. 5.8 shows both

the training data and the test data used to generate and evaluate each model (Model 1 from

Table 5.1). It is found that for COF, the majority of the test data sits close to the y=x line,

with no significant deviations, further corroborating the positive evaluation from Table 5.1.

Meanwhile, for adhesion, it is shown in Fig. 5.8b that the model’s predictive capacity is

best for systems with low values of adhesion. Particularly for systems with adhesion forces

greater than 4nN the model appears to under-predict these values. Systems in this region

correspond to those that feature inter-monolayer hydrogen bonds. Fortunately, this regime

is of least concern, as interfacial chemistries featuring large adhesive forces would feature

106



poor performance as lubricants. Thus, the fact that the model still properly acknowledges

the large adhesion values for these systems, despite under-predicting them, allows for these

a.

b.

Figure 5.8: Values predicted by QSPR models (Model 1 in Table 5.1) for a. COF and b.
adhesive force compared to the actual values. The y=x line is drawn in black for reference.
Points in blue denote data used as part of the training set, while points in yellow denote
data that was part of the test set.
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systems to be properly screened out.

Following establishment from Table 5.1 and Fig. 5.8 that the random forest models

perform well at predicting COF and adhesion, the relative contributions to the performance

of each model, the “feature importances”, can be extracted to evaluate which elements

of the system fingerprint have the most influence over each variable. Fig. 5.9 provides the

a.

b.

Figure 5.9: Relative feature importances extracted from the random forest regression mod-
els for a. COF and b. adhesion. Symbols represent the molecular aspect characterized by
each feature from the cluseters defined in Fig. 5.7 (yellow circles: charge distribution, blue
triangles: shape, red squares: size, black diamonds: complexity). Stick colors represent
whether each feature correlates positively (red) or negatively (light blue) with the target
variable.
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relative contributions of the eight molecular descriptors with the highest contributions to the

prediction of COF and adhesion. The “-mean” or “-min” in the descriptor name indicates

whether this corresponds to the mean or minimum value, respectively, of the descriptor for

the two terminal groups in the system (refer back to Fig. 5.2e). For COF, it is observed

that the majority of features with high contributions to the model are those which describe

molecular shape. In particular, the molecular descriptor with the largest contribution is the

mean Hall-Kier alpha value between the two terminal groups in the system. The Hall-Kier

alpha is described by55:

α =
A

∑
i=1

(
Ri

RCsp3

−1

)
(5.4)

where A is the number of (non-hydrogen) atoms in the molecule, RCsp3 is the covalent

radius of sp3 carbon, and Ri is the covalent radius of atom i. From this definition, the Hall-

Kier alpha is shown to provide a measure of hybridization, where contributions to alpha

decrease from sp3 > sp2 > sp hybridized atoms. Thus, planar (such as aromatic, carboxyl,

and vinyl) and linear (such as nitrile) groups will feature lower alpha values. Furthermore,

as alpha is not normalized, larger molecules will have larger values of alpha. From Fig.

5.9a it is observed that a positive correlation between the Hall-Kier alpha and COF exists.

Thus, COF will be minimized for terminal group moieties that are both small and planar or

linear. This result helps explain the low COFs observed for systems featuring at least one

monolayer terminated by a nitrile group, as shown in Fig. 5.5c. Furthermore, this finding

agrees with results from the literature which have suggested that bulky terminal groups

may lead to higher frictional forces through introduction of collective energy dissipation

modes.30,56,57 Smaller, linear groups, such as nitriles, will feature less steric overlap, which

promotes reduced COFs. Furthermore, the majority of the top contributing descriptors to

predictions of COF, shown in Fig. 5.9a, are found to be those which describe mean values

between the two contacting monolayers in the system. This is consistent with the results of

Fig. 5.6a, which showed that the COF of chemically-dissimilar systems is well-predicted

by the mean values of the chemically-identical systems relating to the two terminal groups
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in the system.

Feature contributions to the QSPR model for the prediction of adhesion are shown in

Fig. 5.9b. Following expectations, nearly all of the top contributing molecular descriptors

provide measures of the distribution of charge on the terminal group. Furthermore, nearly

all of these descriptors are found to be those that correspond to the minimum value be-

tween the two terminal groups, rather than the mean value. The top contributing feature is

found to be the minimum topological polar surface area between the two terminal groups.

That this feature is a strong predictor of adhesion is sensible, as large adhesive forces will

require both terminal groups in the system to feature significant charge imbalances (i.e.,

large dipole moments). For such systems, the larger the area of charge imbalance, the

stronger the adhesive force will be. However, if one of the monolayers features a terminal

group with a low polar surface area (a nonpolar molecule such as a hydrocarbon), the ad-

hesion force between the two monolayers will be low. This agrees with the findings of Fig.

5.5c and Fig. 5.6b. The second top contributing feature to adhesion is observed to be the

“hbonds” descriptor, developed in this work and described by Eqs. 5.1-5.3. This descriptor

characterizes a system’s ability to form inter-monolayer hydrogen bonds. While systems

featuring inter-monolayer hydrogen bonding are found to not have their adhesive forces

predicted with high accuracy, as evidenced by Fig. 5.8b, the addition of the “hbonds” de-

scriptor does allows the model to a qualitatively correct prediction that such systems will

feature high adhesion. Thus, for future exploration of the monolayer chemical parameter

space, such systems can be successfully filtered out with this model.

In addition to providing insight into aspects of terminal group chemistry that have the

greatest influence on COF and adhesion, the models generated in this work should also

have utility in predicting values for these variables for systems with arbitrary terminal

group chemistry, which should aid in further exploration of the monolayer chemical pa-

rameter space. These models have been developed to require only a molecular bond graph,

which can be provided in a SMILES representation, making predictions easily accessible.
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The models themselves are hosted on GitHub *, along with all of the code related to this

work.58,59 As emphasized in the Introduction, the monolayer chemical parameter space is

vast, and brute force exploration is costly. Each system in this work required roughly 16

real hours of computing time to perform all MD simulations and analysis, despite GPU

acceleration. Thus, expanding such a study to 1000s or 10000s of systems would be in-

tractable through a purely brute force approach. The models derived here should find utility

in filtering areas of this parameter space where exploration is unnecessary (large values of

COF or adhesion). The use of these models in such a predictive capacity will be explored

in future work.

5.4 Conclusions

In this work, the screening of functionalized monolayer films, enabled by use of the

MoSDeF software suite and Signac framework, has been performed using MD simulations.

In agreement with prior literature, increases in the length of the chain backbone are found

to reduce COF and increase monolayer order. Adhesion between monolayer films is ob-

served to be relatively insensitive to backbone chain length. The effects of terminal group

chemistry on monolayer tribology are examined for both chemically-identical systems (i.e.,

where both monolayers feature the same chemistry) and chemically-dissimilar systems.

It is observed that combinations of polar and nonpolar terminal groups in chemically-

dissimilar films yield favorable tribological properties (i.e., low COF and low adhesion).

However, the COF of chemically-dissimilar films is found to be well-predicted from a sim-

ple mean of the COF values for each of the two terminal groups individually, suggesting

that the mixing of monolayer films does not provide a route towards reducing COF be-

yond pure systems. The utility of chemically-dissimilar systems appears primarily in the

reduction of adhesion through the inclusion of at least one nonpolar terminal group.

*GitHub repositories have been set to private until submission of the related manuscript at which point
they will be made public.
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The breadth of the data in this study has afforded the ability to generate QSPR models,

which require a simple SMILES representation as an input, and are found to yield reason-

able predictive capability. Feature extraction from these models reveals that COF is most

sensitive to terminal group shape, whereby small, planar or linear groups result in the lowest

COF values. Adhesion is found to be most sensitive to charge distribution on the terminal

group, whereby both the polar surface area and ability for the formation of inter-monolayer

hydrogen bonding are found to be strong predictors of adhesion. The models generated in

this work should have utility in narrowing the scope of the monolayer parameter space for

future screening. Furthermore, the workflow utilized in this study should be readily exten-

sible to the examination of more complex monolayer films (e.g., multi-component films)

which may provide even more favorable tribological properties.
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CHAPTER 6

A COARSE-GRAINED MODEL FOR AMORPHOUS SILICA

With the use of a MoSDeF-driven workflow, the previous chapter has demonstrated that

screening of monolayer-based lubricants over a large chemical space is tractable. However,

such simulations come at a significant computational cost, which will be further increased

if screening simulations consider monolayers under contact by asperities, which is likely

more relevant to MEMS/NEMS conditions, but requires larger system sizes. One avenue

to reduce computational cost in molecular dynamics is through coarse-graining, whereby

several neighboring atoms are combined into a single interaction site. To this end, this

chapter will explore the derivation of a coarse-grained model for amorphous silica. While

the model in this chapter is derived for application to silica nanoparticles, the optimization

scheme proposed should be extensible to planar surfaces.

The work in this chapter has been motivated by the work of Lee and Hua1, who devel-

oped a coarse-grained model for amorphous silica nanoparticles. While the model devel-

oped by Lee and Hua matched several properties of bulk silica, no comparison was made

to all-atom data for nanoparticles and pseudo-atoms in their model are of a fixed size. The

model derived in this chapter is motivated to extend the concept of Lee and Hua’s model

to one that is (1) transferable to nanoparticles of arbitrary size, (2) features tunable coarse-

grained fidelity, and (3) is derived directly through potential-matching to data for all-atom

nanoparticles.

In addition to the possible extension of the optimization scheme provided in this chapter

to the derivation of parameters for coarse-grained silica interfaces, this work also relates to

tribology as nanoparticles themselves have been shown to provide promise as lubricants for

MEMS-based devices.2–6 For example, Ko et al. observed lifetime increases for MEMS

switches through lubrication by gold nanoparticles, thought to be facilitated by in-plane
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movement of nanoparticles redistributing mechanical load over time.6 Likewise, Hu et al.

observed via MD that under a load of 500 MPa and a shear velocity of 10 m/s both dia-

mond and silica nanoparticles yielded low friction forces when confined between two iron

surfaces through the introduction of ball-bearing-like friction mechanisms.5 Thus, while

the primary goal of the model developed in this chapter is to enable large-scale studies of

nanoparticle self-assembly with a fast, chemically-derived model, this work also has utility

in facilitating studies of nanoparticle-based lubricants for MEMS/NEMS.

The work presented in this chapter has been prepared for submission as a peer-reviewed

publication.

6.1 Background

Molecular simulations have played a critical role in providing an understanding of a

wide range of phenomena related to nanoparticle systems7–17, with a large body of litera-

ture focused on the behavior of nanoparticles with oligomer/polymer coatings.8,17–23,23–35

While systems can be examined with atomistic-level detail for very small nanoparticles, e.g.

molecular nanoparticles such silsesquioxanes36–39, detailed atomistic simulations of even

moderately sized systems become difficult, and even impractical, as nanoparticle size in-

creases. In practice, atomistic simulations for even relatively small diameters (e.g. 5-10nm)

have been typically limited to a single or pair of nanoparticles due to the large number of

atoms required to model these systems (e.g. around 35000 atoms needed for a nanoparticle

with a diameter of 10nm), especially when including solvent and/or coatings.8,30 As a re-

sult, non-atomistic, coarse-grained (CG) models have been widely used to access the larger

system sizes and longer time scales required to better understand nanoparticle behavior and

more directly compare with experiment.

Many of the CG models used for nanoparticles are generic, often featuring simple func-

tional forms, such as the Lennard-Jones (LJ) or square-well potentials, to model the inter-

actions between nanoparticle cores or between subunits that describe a nanoparticle (e.g.
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beads used to construct generic rod-like40,41, cubic nanoparticles42, or spherical shells43).

Often, these parameters are not tuned to experimental or atomistic data, and are instead

utilized to gather qualitative relationships between nanoparticle properties/behavior and

features of the interactions (e.g., the depth of the potential well). While generic models are

often highly effective at capturing the phenomenological behavior9,15,16,27,28, more spe-

cific models that attempt to recoup details of the underlying nanoparticle chemistry may be

needed to more directly and accurately capture experimental behavior.

Although few models exist in the literature, several different approaches have been con-

sidered for developing chemically-specific CG nanoparticle models. For example, accurate

single-site CG C60 nanoparticle models have been constructed based on integrating the in-

teractions between the underlying atoms in the nanoparticles, as in the work of Girfalco44,

and through the use of a force-matching comparison with atomistic molecular dynamics

(MD) simulations, as in the work of Izvekov et al.45 However, in single-site nanoparti-

cle models, interactions are typically not transferable between different sizes, and thus a

unique set of interactions must be derived for each nanoparticle size one wishes to study,

including cross-interactions with solvent species and coatings. CG nanoparticles can also

be constructed of smaller pseudo-atoms (i.e. CG beads) with intermediate fidelity between

all-atom and single-site models. Chan, et al. developed a CG model of a polyoligomeric

silsesquioxane (POSS) nanocube, including interactions with oligomer coatings, using the

iterative Boltzmann inversion method.46 The silsesquioxane cube was represented by 8

pseudo atoms (each pseudo-atom represented a Si atom and half of each of the three O

atoms it was bonded to), where the interactions of the pseudo atoms were optimized to

match the radial distribution functions derived from corresponding atomistic simulations

of POSS. While this CG POSS nanocube model would likely be transferrable to systems

with other oligomer coatings, it is unclear whether the psuedo-atoms in the nanocube could

be effectively transferred to other silica nanoparticles, since the underlying chemical struc-

ture would be different (i.e., each Si in POSS has 3 bonds with O, while most Si atoms in
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amorphous silica have 4 bonds with O) and the fact that the iterative Boltzmann inversion

method often leads to potentials that are state/system specific.47 Other approaches have

specifically been design with the idea of transferrability in mind, developed such that the

underlying pseudo-atoms would not need to change if the nanoparticle size is changed.

For example, Lee and Hua developed a model for silica nanoparticles, whereby a LJ po-

tential was used to model the interactions between CG pseudo-atoms representing Si6O12

subunits.1 Si6O12 subunits were chosen through a screening procedure over various silica

substructures of the form SinO2n, where bulk Si6O12 clusters were found to best reproduce

the density and heat capacity of amorphous silica; CG pseudo-atom interactions were mod-

eled using the LJ potential and optimized to reproduce the radial distribution function of a

bulk atomistic simulation of Si6O12. While this approach yielded a CG model that could

be transferred to different sized nanoparticles without rederivation, the CG nanoparticles

were not directly validated against atomistic or experimental amorphous silica nanoparticle

data. That is, while Si6O12 subunits were shown to reproduce the density and heat capacity

of bulk amorphous silica, they were not directly shown to reproduce the energetic interac-

tions between atomistically detailed amorphous silica nanoparticles. Additionally, in the

approach of Lee and Hua, the fidelity of the pseudo-atoms was fixed, which may impose

practical limits on the maximum size of the nanoparticles that can be considered, as large

nanoparticles would still feature a large number of interaction sites that could make their

study computationally infeasible, even with a CG model.

Given the ubiquity of nanoparticles in experiment, it is of fundamental importance to

develop a general approach for the optimization and validation of transferrable CG nanopar-

ticle potentials, along with cross-interaction parameters between nanoparticles an solvent/-

coating species, where the fidelity of the CG model can be adjusted. Herein, we introduce

a general approach for the derivation of transferrable CG nanoparticles through the con-

struction of a CG model for amorphous silica nanoparticles. Interactions are derived di-

rectly from all-atom nanoparticle models via a simplified version of the potential-matching
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scheme proposed by Toth48, and similar to the force-matching approach taken by Izvekov

et al. for C60.45 Rather than using only a single nanoparticle size to perform the fitting,

parameters are derived such that a single pseudo-atom can simultaneously reproduce the

behavior of a range of nanoparticle diameters, with the goal of increasing transferability as

a function of nanoparticle size. For general applicability, pseudo-atom interaction parame-

ters are fitted to a Mie potential, allowing the shape and range to be tuned. The model does

not prescribe a specific mapping (i.e., the all-atom equivalents to the coarse-grained beads

are intentionally ambiguous), thus allowing the fidelity of the pseudo-atoms to be tuned

for the nanoparticle size of interest. Furthermore, fits are applied such that parameters can

be derived for nanoparticle models with arbitrary pseudo-atom size and surface packing.

Validation is performed by comparing against the target data as well as larger nanoparti-

cles not used in the optimization. The same potential-matching approach is utilized in the

derivation of cross-interactions with linear alkanes, to enable further validation of the ap-

proach via the examination of of polymer grafted nanoparticles. Validation is performed

by comparing CG to all-atom models of the nanoparticles in the polymer grafted systems.

The optimization framework is wrapped into an open-source Python package to facilitate

usage and extension by interested parties. *

6.2 Methods

6.2.1 Coarse-Grained Nanoparticle Model

Coarse-grained nanoparticles are constructed using mBuild39, a package within the

Molecular Simulation and Design Framework (MoSDeF).49 The nanoparticle model con-

sists of a spherical shell of pseudo-atoms (i.e., CG beads), similar to the model of Lee

and Hua1 and In’t Veld43; however, it should be noted that the pseudo-atoms in our model

are not defined to have a direct all-atom equivalent. A golden section spiral algorithm is

*The Python package, hosted on GitHub, has been set to private pending submission of the forthcoming
manuscript at which time it will be made public.
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Figure 6.1: Diagram of the coarse-grained nanoparticle model where pseudo-atoms are
arranged into a spherical shell. The inset highlights the spherical shell which will feature a
width equal to the diameter of the pseudo-atoms, σb. The volume fraction of pseudo-atoms
within the spherical shell is defined as φb.

used to distribute these pseudo-atoms in a roughly uniform distribution. This algorithm is

a common solution for constructing spheres out of smaller spheres and helps to facilitate

reproducibility, as compared to other approaches which may use stochastic processes for

sphere distribution. Additionally, this algorithm allows for a uniform surface density for

all nanoparticle diameters. Additional details on the golden section spiral algorithm can be

found in Appendix E.1.1. The pseudo-atom diameter is defined by σb, where σb is also

used in the non-bonded interaction potential (Eq. 6.1). Thus, the model’s resolution can

be tuned by altering σb, where larger values result in a coarser nanoparticle model. The

spherical shell is constructed such that each pseudo-atom’s center is placed at radial separa-

tion, a distance of 1
2 [d− (σb +σsilica)] from the nanoparticle center, where d is the diameter

of the atomistic nanoparticle and σsilica = 0.40323nm is the arithmetic average of σSi and

σO. This ensures that the van der Waals diameter of the nanoparticle remains nominally

independent of the size of the pseudo-atoms.

Pseudo-atoms are arranged at fixed values of φb, where φb represents the volume frac-

tion of pseudo-atoms within the spherical annulus described by (d±σb)/2, as depicted in

Fig. 6.1. Thus, depending on the specified value of φb pseudo-atoms may feature overlaps

(large φb, Fig. 6.2b-c.) or void space may be present between neighboring beads (small φb,

Fig. 6.2d.). Preliminary work tested a maximum packing algorithm, where pseudo-atoms

123



a. b. c. d.

All-atom CG, σ=1.0 CG, σ=0.75 CG, σ=0.5
n=34674 n=211 n=395 n=937

Figure 6.2: Amorphous silica nanoparticles (d = 10nm) modeled using a. an all-atom
representation (carved as a sphere from an amorphous silica bulk; silicon is shown in yellow
and oxygen in red) and b-d. coarse-grained representations featuring b. σb = 0.5nm, φb =
0.6, c. σb = 1.5nm, φb = 0.6, and d. σb = 1.5nm, φb = 0.4 (coarse-grained silica beads are
shown in orange). The nanoparticles feature particle counts of a. 34674, b. 1441, c. 131,
and d. 85, respectively.

were placed so as to achieve the maximum φb without overlaps. However, it was found

that the value of φb was strongly dependent on the ratio of the nanoparticle diameter to the

diameter of the pseudo-atoms; this variability in φb resulted in issues regarding the transfer-

ability of the optimized interaction parameters between nanoparticle sizes (further details

provided in Appendix E.1.2). It should be noted that certain restrictions exist on the value

of φb that should be used for constructing nanoparticles. Values of φb above≈0.6 will yield

regions within the spherical shell where three neighboring spheres intersect; as the overlap

volume is difficult to calculate in such instances, φb also becomes difficult to calculate and

the nanoparticles cannot be constructed with the golden section spiral algorithm. While

no lower bound exists for φb, nanoparticle constructed with small φb values will feature

considerable void space between neighboring particles. This could present a problem in

simulations featuring smaller species that could intercalate inside the nanoparticle sphere.

It is advised in such systems to include a short range repulsive potential radiating from the

nanoparticle center to avoid this problem.

Interactions involving pseudo-atoms of CG nanoparticles are governed by a potential

with a Mie functional form:

U(r) =Cε

[(
σ

r

)n
−
(

σ

r

)m]
(6.1)
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where the pre-factor C relates to the exponents n and m, where C =
( n

n−m

)( n
m

) m
n−m . This

function reduces to the familiar 12-6 Lennard-Jones form when n and m equal 12 and 6,

respectively. For interactions between pseudo-atoms, σ in Eq. 6.1 is equivalent to σb,

while for cross-interactions between pseudo-atoms and other moieties σ is included in the

optimization. Preliminary work revealed co-dependency between the parameters ε , n, and

m in Eq. 6.1, supporting the concept of Mie potential degeneracy that has been noted else-

where in the literature.50 As such, for all interactions (both those between pseudo-atoms

and all cross-interactions) the value of n has been fixed at 35, which was found to provide

reasonable parameter sets, and helps capture the excluded volume of the nanoparticle core.

However, the parameters ε and m are then dependent on the values of σb and φb used to

construct a given nanoparticle. The work herein describes the optimization of these two

parameters, such that the collective interaction between the pseudo-atoms of two nanopar-

ticles matches data obtained for atomistically-detailed nanoparticles.

6.2.2 Atomistic Target Data

Atomistic nanoparticles were constructed by carving spheres from an amorphous sil-

ica bulk. Bulk amorphous silica was generated using a procedure that closely mimics the

approach of Litton and Garofalini51; however, with the ReaxFF force field21 used to de-

scribe Si and O interactions52, as in the work of Refs. 53,54. Briefly, a 5nm×5nm×5nm

simulation box was filled with a stoichiometric mixture of Si and O atoms at a density of

2.2 g
mL and heated to 10,000K over 20ps to obtain a fluid. Stepwise annealing was per-

formed to cool the system to room temperature, through 10ps isothermal-isochoric runs at

8000, 6000, 4000, 3000, 2000, 1000, and 300K. A 0.5fs timestep was used, and charge

equilibration was performed at each timestep making use of the implementation by Ak-

tulga et al..55 Temperature was controlled using a Nose-Hoover thermostat56,57 using the

LAMMPS molecular dynamics simulation engine.58,59

Nanoparticles were carved from the bulk amorphous silica by including all atoms within
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a spherical region of a specified diameter (further details are provided in Appendix E.2.2).

Fig. 6.2a shows the result of this procedure for a nanoparticle with a diameter of 10nm.

The silica bulk was replicated when necessary for the creation of large nanoparticles. Note

that although a strict 2:1 stoichiometric ratio of oxygen atoms to silicon atoms was not

enforced (although the bulk is stoichiometric, so these values are close), the force field

chosen to evaluate nanoparticle-nanoparticle interactions did not include partial charges

(discussed later), so there were no concerns with charge neutrality. More rigorous models

allowing for the presence of an outer oxygen layer (mimicking expected oxidation) and

relaxation of the nanoparticles were also examined; however, it was found that the inclusion

of these more ”realistic” features did not appreciably alter the nanoparticle-nanoparticle

interaction energy (see Appendix E.2.3 for further details), and thus they were excluded for

computational efficiency.

Force field parameters for silicon and oxygen, used in calculating the interaction po-

tential between atomistic nanoparticles, were obtained from the hybrid COMPASS force

field60,61, which has been shown to yield good agreement in thermophysical properties

with experiment for systems of silica nanoparticles.38 Further details on the choice of the

hybrid COMPASS force field and a comparison to the OPLS62 and DREIDING63 force

fields for the calculation of nanoparticle-nanoparticle interaction potentials can be found in

Appendix E.2.3. Non-bonded interactions are defined by a 9-6 Class2 Lennard-Jones-like

potential,

U(r) = εi j

[
2
(

σi j

r

)9
−3
(

σi j

r

)6
]

(6.2)

and a 6th-order mixing rule64 is used for cross-interactions. Atoms do not feature par-

tial charges, as previous work has shown partial charges to have a negligible impact on

themophysical properties in similar systems38, and their exclusion aids in the reduction

of computational cost. Additional information concerning the role of partial charges on

nanoparticle-nanoparticle interaction energy is included in Appendix E.2.3.

Target data is obtained for nanoparticles with diameters of d=4, 6, 8, 10, 12, 14, 16,
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18, and 20nm. To gauge transferability to larger nanoparticles sizes, data has also been

collected for an all-atom nanoparticle with a diameter of 50nm. Additionally, for tests of

force field transferability to systems featuring two distinct nanoparticle sizes, interaction

potential data was collected between two nanoparticles with diameters of 8 and 16nm.

Energy profiles were obtained by binning interaction energy values into histograms over

a range of center-of-mass separations, using a consistent number of 100 bins (providing

higher resolution for smaller nanoparticles). An even sampling was performed across the

entire range of inter-particle separations, although it should be noted that larger nanoparti-

cles featured reduced sampling as variability in interaction potential at a given separation is

reduced for particles of larger size; this also reduces computational cost. Sampling involved

iteratively choosing random rotations and translations for one of the two nanoparticles such

that the final energy profiles yielded an average over many configurations within each bin.

An overlap criterion was applied, such that configurations featuring any two atoms closer

than 0.8σ were excluded; where we note that rejected configurations were not counted

towards our uniform sampling. However, it was ultimately found during the optimiza-

tion of the pseudo-atom interactions that overlaps in the regime of smaller center-of-mass

separations prevented reasonable fits. The data was then pruned to remove values at center-

of-mass separations below d+0.40323nm×0.8, where 0.40323nm represents the diameter

of silica, to resolve this issue. Additional details on the sampling procedure are provided

in Appendix E.2.4.

Target data was also collected for the interaction between an atomistic nanoparticle

with d = 10nm and several united-atom (UA) alkane moieties. Specifically, the inter-

action potential was calculated over a range of center-of-mass separations between the

atomistic nanoparticle and both CH2 and CH3 pseudo-atoms. Collection of nanoparticle-

alkane target data followed the same procedure as that used for collecting the nanoparticle-

nanoparticle target data; howevere, bin spacing was reduced in the region of the potential

well to provide better definition. Specific details are provided in Appendix E.2.5. In-
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teractions between silica and UA pseudo-atoms featured a 12-6 Lennard-Jones potential

with parameters obtained from Ionescu et al. who followed the work of Frischknecht and

Curro.38,65 While the error in the target data was found to be large at low separations, it

was found that inclusion of data points on both sides of the potential minimum was neces-

sary to yield a proper fit. Target data was sanitized to ensure, from low to high separations,

that interaction potentials were monotonically decreasing until the potential minimum, and

monotonically increasing afterwards (removing data points that did not fit this criterion).

6.2.3 Alkane-Grafted Nanoparticles

Alkane-grafted nanoparticles are considered in this work as a means of validating the

force field derivation process and demonstrating its utility. For both all-atom and coarse-

grained nanoparticle models, chains are placed in an evenly distributed spherical array

(again using a golden section spiral algorithm), extending normal to the nanoparticle sur-

face. Chains are attached to the nanoparticle core by fixing the terminal polymer bead clos-

est to the nanoparticle and treating the entire unit of the core plus these terminal beads as a

singular rigid body (i.e., no physical bonds are defined between chains and the nanoparticle

core). Experimentally, nanoparticles often feature polymer coatings as a means of prevent-

ing aggregation, and thus coatings should be sufficiently dense. Considering this, a dense

surface density of 3.0 chains/nm2 has been chosen for this study.

Nanoparticle cores are modeled using both atomistic and coarse-grained representa-

tions, constructed using the procedures outlined in the preceding sections. Polymer grafts

feature a UA representation for both CG and atomistic models, where interactions between

polymer chains are described by the TraPPE force field and cross-interactions with the all-

atom core are obtained from Ionescu et al..38. Interactions between UA polymer grafts and

pseudo-atoms of CG nanoparticle cores take the form of Eq. 6.1 and are derived through a

potential-matching approach analogous to that used to obtain interactions between the CG

nanoparticle cores themselves, as described in Section 6.4. Note, that the only difference
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between the CG and atomistic systems is the nanoparticle core, allowing the quality of the

derived CG interactions to be directly tested (i.e., chain-chain interactions do not change).

Simulations of alkane-grafted nanoparticles are performed using the HOOMD-blue sim-

ulation engine.66,67 Single alkane-grafted nanoparticles, with chain lengths of 12, 24, 36,

and 72 carbons, are considered, where integration is performed only on the alkane tethers

(excluding the end beads closest to the nanoparticle core). The presence of an implicit

solvent is accounted for by truncating chain-chain interactions at the potential minimum

(thus leading to a purely repulsive interaction), and through integration using Langevin dy-

namics, in a manner similar to that of Peters et al.8 It should be noted that in this work,

nanoparticle core-chain interactions are not truncated at the potential minimum (thay are

instead truncated at 2.0nm for systems featuring an all-atom core, and at 2.0nm + σb/2

for systems featuring a CG core), so as to provide a means of fully validating the cross-

interaction parameters. Following a brief energy minimization, systems are equilibrated

for 10ns, the final 2ns of which are used for sampling. Simulations are performed at a

temperature of 300K and use a timestep of 2fs.

As shown in Fig. 6.2d, CG nanoparticle models may feature void space between beads,

particularly at low values of φb, which may cause issues with intercalation of chain particles

into the nanoparticle core. To prevent this in our grafted nanoparticle systems, a short-

range repulsive potential is utilized radiating from the nanoparticle center featuring a 12-6

Lennard-Jones potential with ε=5 kcal/mol and both σ and rcut equal to the nanoparticle

radius. This was found to be sufficient to prevent intercalation of chain particles into the

nanoparticle core with minimal impact on film structure.

6.2.4 Force Field Optimization

Derivation of pairwise interactions between coarse-grained pseudo-atoms is achieved

through potential-matching, whereby parameters in Eq. 6.1 are optimized such that the

collective interaction potential between two CG nanoparticles as a function of center-of-
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mass separation matches the corresponding results from all-atom nanoparticles, through

minimization of the residual:

e =
∑ |Uaa(rcom)−Ucg(rcom)|

∑ |Uaa(rcom)|+ |Ucg(rcom)|
(6.3)

Here, Uaa and Ucg represent the nanoparticle-nanoparticle interaction potential for the all-

atom and CG models respectively at a given center-of-mass separation, rcom. Normalization

is used to provide an even weighting of the energy scales across all values of rcom. We use

the term “interaction potential” in place of the more common “potential of mean force”

as potential values for each center-of-mass distance are not Boltzmann weighted; however,

these values are shown to feature negligible orientational dependence. The inset in Fig.

6.3a shows the all-atom interaction potential for nanoparticles with d = 7nm overlayed by

results from the CG model for σnm = 1.0nm and φb = 0.5.

We have developed a Python package, NanoOpt, to perform these optimizations. This

package relies on tools available from the scientific Python stack (most heavily SciPy68)

and is hosted on Github at Ref. 69. Optimizations are performed via the following multi-

stage process (outlined in Fig. 6.3):

1. A brute-force optimization over a coarse multi-dimensional grid spanning a wide

parameter range. (see Fig. 6.3a)

2. A second brute-force optimization over a fine multi-dimensional grid spanning a

Brute-force (coarse) 
grid search Polishing

m

ε, kcal/mol

(εfinal, mfinal)

Stage 1 Stage 2 Stage 3
Brute-force (fine) 

grid search
Combine results 

from multiple 
nanoparticle 
diameters to 

yield an average 
residual at each 

point

ε, kcal/mol ε, kcal/mol

a. b. c.

Figure 6.3: Overview of the workflow for optimizing coarse-grained nanoparticle parame-
ters
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narrow parameter range. (see Fig. 6.3b)

3. A polishing stage. The starting point for this stage is chosen from the results of

the second brute-force optimization for a range of nanoparticle sizes (to ensure the

creation of a transferable parameter set). An additional optimization is performed

from this starting point using a Nelder-Mead simplex algorithm.70,71 (see Fig. 6.3c)

Initial attempts at optimization included only the final stage and led to traps in local minima.

As a result, Stage 2 was added to provide greater likelihood that the global minimum is

reached. Stage 1 was added such that optimized parameter sets could be generated without

the need to hand-pick bounds for each set.

Nanoparticle diameters of d=4, 6, 8, 10, 12, 14, 16, 18, and 20nm are considered in

the optimizations. To yield a parameter set that is transferable across a range of nanopar-

ticle diameters, these diameters are considered simultaneously in Stage 3 of the optimiza-

tion, where the total residual simply becomes the sum of the individual residuals for each

nanoparticle diameter.

6.3 Parameterization of Nanoparticle-Nanoparticle Core Interactions

Interaction parameters between CG pseudo-atoms, as defined by Eq. 6.1, are inherently

dependent on the diameter of the CG beads (i.e., σb). These parameters will additionally

be dependent on the volume fraction of beads included within the spherical annulus (i.e.,

φb). Furthermore, discrete parameters sets could be obtained for different nanoparticle sizes

(i.e., d). However, such parameter sets would limit the scope and usability of the force field.

Here, our goal is to define a force field where parameters may be obtained for nanoparticles

featuring arbitrary values of d, σb, and φb. Independence of d is achieved as described in

the preceding section, by including data from many nanoparticles sizes in Stage 3 of the

optimization (Fig. 6.3c). Additionally, to support arbitrary values of σb and φb, we attempt

to describe parameters as functions of these two variables.
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To achieve this, Stages 1 and 2 of the optimization scheme were performed for all

nanoparticles described by:

• d (nm): 4, 6, 8, 10, 12, 14, 16, 18, 20

• σb (nm): 0.5, 0.6, 0.7, 0.8, 0.9, 1.0, 1.1, 1.2, 1.3, 1.4, 1.5, 1.6, 1.7, 1.8, 1.9, 2.0

• φb: 0.25, 0.30, 0.35, 0.40, 0.45, 0.50, 0.55, 0.60

Note that 49 of the 1152 possible state points were excluded due to models featuring inter-

sections between three CG beads, as φb can not be easily calculated in such cases.

Stage 3 of the optimization (the polishing stage) was then performed for each σb and

φb combination, including data from multiple radii simultaneously. In order to be able to

include multiple radii, the grid points used in Stage 2 for all radii must be identical. As

such, when the grid bounds were determined for Stage 2, they were determined so as to be

the same for all radii for a given combination of σb and φb.

For the two parameters included in the optimization, ε and m, the results of Stage 3

for each value of φb were examined as a function of σb, as shown in Fig. 6.4a and b.

From Fig. 6.4a it is observed that ε increases as σb is increased. This result is sensible,

as nanoparticles featuring larger bead sizes will also feature a lower total number of beads,

thus ε must increase to yield the same collective interaction energy. Likewise, ε is found to

increase as φb is decreased, along similar reasoning. Fig. 6.4b shows that as σb increases, m

also increases. This reflects a softening of the potential as the nanoparticle model becomes

further coarse-grained. Interestingly, m is found to be independent of φb, as Fig. 6.4b shows

all curves collapsing onto the same line.

From Fig. 6.4a and b it appears the ε features a second-order dependence on σb, while

m features a linear dependence. As such, the following general equations can be used to

describe ε and m as a function of σb:

ε = Aσ
2
b (6.4)
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c.

d.

e.

a.

b.

Figure 6.4: Optimized a. ε and b. m values as a function of σb. Dashed lines represent a.
2nd-order and b. 1st-order fits to the data. In c., d., and e., values for the fitting parameters
A, B, and C are respectively shown as functions of φ . Dashed lines represent c. 2nd-order,
d-e. 0th-order fits to the data.
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m = Bσb +C (6.5)

Fig. 6.4c-e shows the coefficients A, B, and C from Eqs. 6.4 and 6.5 obtained for

discrete values of φb by performing fits to the data in Fig. 6.4a and b. Both second-order

and exponential functions are found to provide good fits to the data for A shown in Fig.

6.4c, where A is shown to decrease (and thus ε is reduced) as φb increases. However, the fit

using an exponential function was slightly better than using a second-order function, so this

is the function that was chosen to obtain the coefficient A as a function of φb. As expected

from the results shown in 6.4b, the coefficients B and C from Eq. 6.5 appear from Fig. 6.5d

and e to be independent of the value of φb. As a result, these coefficients can be obtained

by taking a simple average of the values obtained for the various values of φb. From these

fits, ε and m can be described in terms of σb and φb through the following relations:

ε = (51.417 · exp(−8.081φb)+1.095)σ2
b (6.6)

m = 1.389σb +3.931 (6.7)

Using these relations, values for ε and m can be generated for arbitrary values of σb and

φb.

Fig. 6.5 shows the nanoparticle-nanoparticle interaction energy obtained for atomistic

nanoparticles compared to that calculated between CG nanoparticles using the results of

Eqs. 6.6 and 6.7. It is shown that the CG results compare reasonably well to the all-atom

data for several combinations of σb and φb. These fits are especially good in the long-range

region, which is of particular importance as nanoparticles will typically featuring some sort

of surface coating in practical simulations, which will nullify the effects of the short-range

region. The quality of the fits does appear to feature some dependence on the nanoparticle

size, as well as σb and φb, which is explored further in the following section.
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6.3.1 Transferability

The goal of the derivation of Eqs. 6.6 and 6.7, relating ε and m from Eq. 6.1 to σb and

φb, was to obtain functions that would be transferable across a wide range of σb, φb, and d

values. To test this transferability, parameters obtained using these equations were used to

calculate the interaction energy between CG nanoparticles and the result was compared to

all-atom data using Eq. 6.3. Fig. 6.6 shows these results in the form of heatmaps for various

Figure 6.5: Interaction energy profiles calculated between nanoparticles with diameters of
8, 12, and 16nm. Circles represent all-atom data, while lines represent results for coarse-
grained nanoparticles with parameters derived from Eqs. 6.6 and 6.7. Data is shown for
several combinations of σb and φb.

a. b. c.

Figure 6.6: Heatmaps showing the interaction energy residual from Eq. 6.3 as a function
of coarse-grained particle size (represented by the normalized and absolute values d/σ and
σ respectively) and φb for nanoparticles with diameters of a. 8nm, b. 12nm, and c. 16nm.
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σb and φb values for nanoparticles with diameters of 8, 12, and 16nm. From Fig. 6.6, it is

found that the parameters obtained from Eqs. 6.6 and 6.7 well describe nanoparticles with

a wide range of different σb, φb, and d values. Interestingly, the normalized value d/σb

appears to have very little influence on the performance of these parameters. Additionally,

the ability for the CG model to fit to the all-atom data appears to be independent of φb.

As a result, the fit seems only dependent on the value of σb itself, where fits are found

to be worse when σb <∼ 0.45 nm and when σb >∼ 3.0 nm. The poor fits for low values

of σb are likely due to its similarity in size to the ”diameter” of silica itself (0.40323nm,

from earlier). As such, the ”coarse-grained” model approaches the same length scale as

the atomistic model, and features of the atomistic model that could be averaged into larger

CG pseudo-atoms are not well-described by the smaller beads. On the other end of the

spectrum, the poorer fits that begin to occur (although it should still be noted that residual

values are less than 0.2 even at σb ≈ 3.2 nm) as σb increases beyond 3.0nm are likely a

simple result of the reduced fidelity of the model. In this regime, the model becomes more

and more coarse-grained and with this comes some loss of accuracy. Furthermore, as these

σb values are larger than any included in the target data for the optimization, any error in

the fitting will become increasingly pronounced as σb increases further beyond the target

data limit.

The results in Fig. 6.6 are encouraging and suggest transferability of the CG parameters

across a range of d, σb, and φb values. However, we note this range matches what was used

to optimize the potential, and examination of larger nanoparticle diameters, not included in

the optimization, would provide considerable insight into whether or not the model param-

eters are in fact transferable. To this end, Fig. 6.7a shows residuals calculated using 6.3

from all-atom data for a nanoparticle where d = 50nm and CG data for various values of σb

and φb. As might be expected in extrapolating the parameters to such a large nanoparticle

size, the error is higher than for the smaller nanoparticles used in obtaining the parameters;

however, there are still regions where the parameters from Eqs. 6.6 and 6.7 perform quite
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a.

b.

Figure 6.7: a. Heatmap showing the interaction energy residual from Eq. 6.3 as a function
of coarse-grained particle size (represented by the normalized and absolute values d/σ and
σ respectively) and φb between nanoparticles with d = 50nm, and b. a comparison of the
all-atom interaction energy profile (black circles) with that of coarse-grained nanoparticles
(red lines) constructed using (clockwise starting from the top-left) 1. σb = 3.17nm, φb =
0.36 (corresponding to the lowest residual in the heatmap, e = 0.07), 2. σb = 3.17nm, φb =
0.31(e=0.29),3.σb = 3.17nm, φb = 0.41 (e = 0.27), 4. σb = 6.5nm, φb = 0.36 (e = 0.17).
Snapshots of each of the coarse-grained nanoparticles are also provided.

well. The lowest residual (e=0.06) is observed where σb = 3.17nm and φb = 0.36, and a

comparison between the interaction energy profile between nanoparticles constructed us-
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ing these values with the all-atom system is shown in Fig. 6.7b, visually demonstrating

good agreement. Also shown in Fig. 6.7b are interaction energy profiles for several other

combinations of σb and φb to provide a sense of the sensitivity to these parameters. In-

terestingly, the error for these system is nearly independent of σb, and instead is highly

dependent on φb. As shown in Fig. 6.7b, slight increases or decreases in φb (±0.05) from

the optimal value (0.36) result in significant deviations in the depth of the potential well

as well as the shape of the curve. However, increasing σb from 3.17nm to 6.5nm results

in only a slight change in the interaction potential curve. Interestingly, the region in Fig.

6.7a where the error is lowest occurs where φb is slightly below 0.4, corresponding closely

to the asymptotic value found for φb as nanoparticle radius is increased for nanoparticles

constructed in a manner of maximum packing (where the largest number of pseudo-atoms

are used to construct nanoparticles without overlaps, see Appendix E.1.2). This suggests

that the presence of overlaps between beads at high values of φb and gaps between beads

at low values of φb may present issues with transferability for larger nanoparticle sizes. In

all, the results of Fig. 6.7 are encouraging that accurate interaction potential curves exist

for our CG mdoel, at least for certain parameter combinations. Furthermore, the d = 50nm

nanoparticle is likely larger than would be utilized in most studies using this child-particle

approach, and the results of Fig. 6.6 suggest that these parameters derived as part of this

work should be sufficient for most systems of interest.

To this point, all interaction energies considered have been between two nanoparticles

that each feature the same diameter. It is not clear then whether or not parameters obtained

through Eqs. 6.6 and 6.7 would be transferable to systems featuring nanoparticles of dif-

ferent sizes. Furthermore, as varying degrees of coarse-graining may be desired for such

systems (i.e., reduced fidelity for larger nanoparticles to reduce particle count), it would be

useful if nanoparticles constructed from beads with different values of σb could be used

together. One possible route to deriving these cross-interactions would be to perform the

same procedure shown in Fig. 6.3 using the interaction potential between two all-atom
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nanoparticles of different sizes as target data. However, a simpler solution would be the

use of mixing rules to obtain these interactions. Fig. 6.8 shows a comparison of all-atom

and CG data for the interaction potential between two nanoparticles where one nanopar-

ticle has a diameter of 8nm, a σb of 0.6nm, and a φb of 0.4, while the other nanoparticle

features a diameter of 16nm, with various values of σb and φb examined for this second

nanoparticle. The all-atom data shown in this plot was not included in any optimization

8nm

16nm

Figure 6.8: Interaction potential between a nanoparticle with d = 8nm, σb = 0.6nm, and
φ = 0.4 and a nanoparticle with d = 16nm, σb = 0.6, 1.3 and 2.0nm, and φ = 0.25, 0.425,
and 0.6. Points represent all-atom data and lines represent CG data using parameters ob-
tained from Eqs. 6.6 and 6.7 and the mixing rules detailed in the text.
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and is simply present for comparison only. Cross interactions between the two nanoparti-

cles were obtained using geometric mixing rules for σ and ε and an arithmetic mixing rule

for m. It is observed that the results parameters lead to excellent fits between the CG and

all-atom data when σb of the larger nanoparticle is 0.6nm and 1.3nm. As the diameter of

the pseudo-atoms within the second nanoparticle is further increased to 2.0nm the error is

shown to increase, although the curves still feature the same general features. In all cases,

fits appear to be independent of φb. As parameters here were obtained using simple mix-

ing rules, it is unsurprising that fits begin to deviate as the difference in σb between the

two nanoparticles becomes large; however, the results of Fig. 6.8 are still encouraging that

parameters obtained using Eqs. 6.6 and 6.7 can be used for systems of nanoparticle with

multiple sizes and multiple fidelities.

6.4 Parameterization of Cross-Interactions

The same general potential-matching procedure outlined in Fig. 6.3 can also be used

to derive interactions between coarse-grained nanoparticles and other species (e.g., atom

types/moieties from existing polymer force fields). This becomes powerful as it facilitates

use of the coarse-grained silica model presented in this work beyond simple systems of

silica nanoparticles in vacuum, and allows for more complex systems such as polymer-

grafted nanoparticles and nanoparticles in a solvent. While the use of Mie mixing rules

could be one approach to obtaining these cross interactions, large differences in both σb

and the exponent values would likely result in poor accuracy.

Table 6.1 shows parameters obtained for the interaction between pseudo-atoms of a

Table 6.1: Optimized interaction parameters between coarse-grained nanoparticle beads
(σb = 1.3nm, φb = 0.4) and CH2, CH3 united-atom beads

Cross Interaction σ , nm ε , kcal
mol n m

NP-CH2 0.7581 1.2809 35 6.9256

NP-CH3 0.7435 1.6871 35 6.3843
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Figure 6.9: Interaction energy profiles calculated between a nanoparticle with d = 10nm
and a. CH2 and b. CH3 united-atom moieties. Circles represent all-atom target data, while
lines represent results for coarse-grained nanoparticles with σb = 1.3nm and φb = 0.4.

CG nanoparticle (σb = 1.3nm, φb = 0.4, d = 10nm) and both CH2 and CH3 united-atom

moieties. Note that the parameters in Table 6.1 are not guaranteed to be transferable to

CG nanoparticles with arbitrary values of σb, φb, and d. Our focus here is to demonstrate

how cross-interactions with other particle types can be obtained rather than the presentation

of a more general cross-interaction parameter set. The parameters in Table 6.1 provide an

excellent match to the all-atom target data for the two cross-interactions, as shown in Figure

6.9. As in Figure 6.5, target data for long-range interactions has been included to ensure

this portion of the potential curve is properly captured in the CG model. Additionally,

as the cross-interactions feature a (relatively) softer potential compared to the interactions

between the pseudo-atoms of nanoparticle cores, target data was also able to be obtained for

the interaction at short-range, providing definition to the potential well. It was found that

the inclusion of this short-range data was essential in the derivation of cross-interactions

with a properly located potential minimum.
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a. b.

c. d.

Figure 6.10: Radial mass density (ρ) of alkane tethers with chain lengths of a. 12, b. 24,
c. 36, and d. 72 carbons attached at a density of 3.0 chains/nm2 to a silica nanoparticle
with d = 10nm. Results obtained for an all-atom nanoparticle core are shown in black,
while results for a coarse-grained core (using parameters from Table 6.1 with σb = 1.3nm)
are shown in red. Contributions to ρ from the two CH2 beads closest to the nanoparticle
surface (the nearest most of which has a fixed position) are excluded for clarity.

To validate the cross interactions in Table 6.1, alkane-grafted nanoparticles are con-

structed with both all-atom and CG cores and where the alkane coating is allowed to reach

a steady state; the radial mass density profiles of the chains are calculated as a measure of

parameter effectiveness. Figure 6.10 shows the radial mass density profiles for nanopar-

ticles with alkane grafts featuring chain lengths of 12, 24, 36, and 72 carbons. It can be

observed that for all chain lengths, the systems with the CG nanoparticle core closely match

the film structure of those with an all-atom core, with the results nearly indistinguishable.

The potential curves are found to become smoother further from the nanoparticle surface

(most evident in Fig. 6.10d.), as the radial volume increases. At distances near the nanopar-

ticle surface, the available volume for chains to explore is quite low, particularly at a high

chain density of 3.0 chains/nm2, and large peaks are present indicating the locations of

individual CH2 moieties along the chain backbone. These features of the mass density
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profiles are well-captured by the CG model. The only notable difference between the film

structures of the two models is a small peak located near the nanoparticle surface (at a ra-

dial distance of 5nm) that is present for the C12 and C24 coatings shown in Fig. 6.10a and

b. This peak corresponds to chains that have intercalated into regions between neighboring

pseudo-atoms of the CG nanoparticle core. While a pseudo hard-sphere potential is utilized

to prevent chains from intercalating into the nanoparticle itself (which would otherwise be

possible as a result of ”gaps” between neighboring pseudo-atoms, see Fig. 6.2d), this does

not prevent chains from exploring the region around the nanoparticle surface that is made

rough by the large size of the pseudo-atoms. However, this effect is shown to be quite

minor in Fig. 6.10 with little effect on the overall film structure and becomes unnoticeable

at chain lengths of 36 and 72 carbons.

6.5 Discussion

The model and associated force field presented herein for CG nanoparticles provides

a means to create systems of amorphous silica nanoparticles with user-specified fidelity.

Cross-interactions with particles from other force fields are also obtainable through this ap-

proach. However, while the utility of such a generalized force field should not go unstated,

a comparison with the existing silica force field of Lee and Hua1 is also useful. Figure

6.11 shows a comparison of the nanoparticle-nanoparticle interaction potential between

CG nanoparticles using parameters from Eqs. 6.6 and 6.7 and between point-particles

using parameters obtained from the work of Lee and Hua (the exact equations used are

provided in Appendix E.3), alongside atomistic data. The parameters from this work yield

a CG nanoparticle-nanoparticle interaction potential that closely matches the shape of the

all-atom data, which is to be expected as atomistic data was used to fit these parameters.

Comparing to the potential curve obtained using parameters from the work of Lee and Hua,

both potentials provide a similar value for the well depth, however, the Lee and Hua poten-

tials shows a much sharper character, particularly for larger nanoparticle diameters, where
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c.

a. b.

d.

Figure 6.11: Interaction energy profiles calculated between nanoparticles with diameters
of a. 8nm, b. 12nm, c. 16nm, and d. 20nm. Data is shown for nanoparticles featuring all-
atom representations (black circles), the coarse-grained model described in this text with
d/σb = 12.5 and φb = 0.5 (red lines), and c. parameters from Fig. 6 of Ref. 1 (blue lines).

the interaction potential increases to nearly zero at a center-of-mass separation of only 1nm

beyond the nanoparticle diameter. This shorter range behavior in the Lee and Hua potential

is likely related to the use of the 12-6 Lennard Jones potential to model the pseudo-atom

interactions. From Eq. 6.6, our work predicts that for a pseudo-atom with a matching diam-

eter to Lee and Hua (0.62 nm) the attractive exponent of the Mie potential corresponds to

a value of 4.79 (note this appears independent of the surface density of the pseudo-atoms),

resulting in longer-ranged interactions than the standard 12-6 potential. This lack of long-

range attraction may have effects on the dynamics, assembly, and supra-molecular structure

of bulk systems.

It is important to note that, although the interaction potential values in this long-range

region are small relative to the very strong short-range interaction, these may still be quite

large relative to interactions with other constituents in the system. For example, consid-

ering the grafted alkane example, if a rather standard interaction cutoff of 1
60ε were to be
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applied to the interaction between pseudo atoms that make up the nanoparticle core par-

ticles for d = 10nm, the nanoparticle-nanoparticle interaction energy would be truncated

at a value on the order of 1 kcal/mol, where we note that this is on the same energy scale

as the well depth of the nanoparticle-CHx interaction (shown in Fig. 6.9), and an order of

magnitude larger than the well depth of the CHx-CHx interaction ( 0.1 kcal/mol). Again,

this considerable heterogeneity in the energy scales could result in significant changes to

the dynamics, assembly, and structure of the systems if cutoffs are not appropriately chosen

to capture this longer-range behavior.

Finally, an additional advantage of the model and force field presented herein should be

discussed, namely, the ability to derive cross-interactions between polymer pseudo-atoms

for which no all-atom interaction parameters are available. As an example, consider a

coarse-grained alkane with a 3:1 mapping (3 CH2/CH3) units mapped into a single bead.

While several such force fields exist72,73, to the best of our knowledge, none contain in-

teraction parameters with silica nanoparticles. In the approach presented herein, one could

use as target data the interaction between, e.g., a CH2-CH2-CH2 trimer (i.e., the underlying

structure of the CG bead) and an all-atom nanoparticle core and then simply fit the param-

eters for the interaction between a CG core and a CG alkane moiety to this target data,

similar to the united atom alkane examples. As a result, any polymer that can be mapped

to the atomistic level is compatible with our CG nanoparticle model and procedure.

6.5.1 Application to Nanoscale Lubrication

The force field and general optimization scheme derived herein should have utility in

molecular simulations for many applications. One application area in particular that should

benefit from the use of this force field is nanoscale lubrication. Nanoparticle-based lubri-

cants have received attention recently as a possible solution to the nanoscale lubrication

problem through the introduction of lowered friction via ball-bearing-like rolling mecha-

nisms.2–6 However, similar to the single-asperity systems described in Chapter 4, systems
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featuring nanoparticles confined between surfaces will likely require large system sizes to

avoid artifacts from periodic boundaries (particularly if these surfaces also feature a mono-

layer surface coating). Thus, the use of a coarse-grained model may have utility in analysis

of some of the fundamental mechanisms of such systems.

Furthermore, the parameters and general optimization scheme derived in this study

should be readily applicable to planar surfaces. Further testing will be required to see if the

parameters derived from Eqs. 6.6 and 6.7 can be used as is for planar systems; however,

even if agreement with all-atom surface interaction data is not achieved, re-derivation of

these parameters should be straightfoward through use of the same general optimization

scheme shown in Fig. 6.3.

6.6 Conclusions

In this work, a coarse-grained force field has been derived for amorphous silica nanopar-

ticles, modeled as spheres of evenly-distributed pseudo-atoms, via matching interaction

potentials to all-atom data. The optimization scheme considers target data for multiple

nanoparticle sizes simultaneously to yield parameters that are size-independent. Interac-

tions between pseudo-atoms utilize a Mie functional form, where the value σ is equivalent

to the diameter of the pseudo-atoms, the value of the repulsive exponent, n, is fixed, and

the parameters ε and m are dependent on both pseudo-atom size and the volume fraction of

beads within the spherical shell of the coarse-grained nanoparticle. Through parameter op-

timization for a variety of pseudo-atom sizes and volume fractions, functions are provided

for ε and m such that parameters may be obtained for arbitrary nanoparticle models. These

parameters are shown to feature transferability across a wide range of nanoparticles sizes,

pseudo-atom diameters, and volume fractions. It is also shown that a similar approach can

be used to obtain cross-interaction parameters between pseudo-atoms and other moieties,

here specifically CH2 and CH3 united-atom moieties. This allows the model and force

field presented herein to have utility towards grafted nanoparticle systems and systems of
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nanoparticles in solvent. By including long-range target data in the force field optimization,

the model presented herein is shown to improve upon prior CG silica nanoparticle models

from the literature. This work should help facilitate, among others, studies of nanoparticle

self-assembly, with minimal loss of chemical fidelity. The model and optimization scheme

should be easily extensible to non-silica based nanoparticles, as well as silica structures

that are non-spherical such as interfaces.
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CHAPTER 7

CONCLUSIONS AND FUTURE WORK

7.1 Conclusions

The functionalization of surfaces by chemisorbed monolayer films presents a promising

solution to the tribological barriers present for sliding surfaces with nanoscale dimensions.

Although poor durability has to-date prevented monolayers from becoming the quintessen-

tial lubricant for MEMS/NEMS devices, the chemical tunability of monolayer films pro-

vides optimism that these materials can be designed to overcome this obstacle. Compu-

tational studies continue to prove essential in developing a comprehensive understanding

of the friction and wear mechanisms present in these materials, particularly in how these

mechanisms relate to monolayer chemistry, and will be a critical piece of the workflow

for optimizing better-performing films. In this thesis, a number of insights related to the

friction and wear of monolayer lubricants have been made through molecular simulation,

and the groundwork is established for more comprehensive screening of these materials in

future studies.

In Chapter 3, the wear of monolayer films was analyzed by MD through the pre-

desorption of chains, whereby the mobility of these desorbed chains was used to quantify

monolayer stability. It was found that surface structure plays a key role in the stability of

monolayers, whereby the disordered nature of chain attachment sites (i.e., less hexagonal)

was found to directly correlate with wear propensity. This provides further evidence that

amorphous silica, featuring disordered chain attachment sites and atomic-scale roughness,

should be preferred over crystalline silica for simulations of monolayer films. Furthermore,

the crystalline silica surfaces were shown to yield unrealistically ordered films that reduced

degradation. Increasing chain length was found to act as a buffer towards some of these sur-

face effects, agreeing with experiment that this can be used as a way to prolong monolayer
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lifetimes.

In addition to atomic-scale roughness, surfaces of MEMS/NEMS devices are also likely

to feature roughness on the nanoscale in the form of surface asperities. Contact at these

asperity sites will localize the normal load and will likely act as focal points for monolayer

wear. In Chapter 4, we have examined a model single-asperity contact through MD to attain

a better understanding of the friction mechanisms involved and to analyze the sensitivity

of these mechanisms to the density of the monolayer film. It was found that, counter to

expectations, denser monolayer films yielded higher COFs under contact by an asperity

than sparser films. This was found to be the result of a molecular plowing mechanism,

whereby penetration of the asperity into the monolayer film allows the asperity to induce

localized defects in monolayer chains during shear. The chains of sparser films were found

to be more liquid-like, providing less resistance to displacement by the asperity. As such,

liquid-like films appear to be important for monolayer survival at asperity contacts.

One of the chief barriers to the computational screening of monolayer films has been

a lack of the necessary software tools to allow facile exchange of chemical components.

The Molecular Simulation and Design Framework provides a solution to this problem.

In Chapter 5, MoSDeF was used to perform screening of functionalized monolayer films

to examine relationships between terminal group chemistry and tribology and to provide

a template for future screening. A comparison of systems featuring chemically-identical

and chemically-dissimilar monolayer films revealed that although mixing chemistries does

not appear to provide a route to directly lowering the COF, combining polar and nonpolar

terminal group chemistries yields low adhesion forces and can provide a route towards

achieving more favorable lubrication. Through the derivation of QSPR models, it was

found that COF is most sensitive to the terminal group shape, and that small, planar or linear

terminal groups provide the lowest COF values. These models also revealed that adhesive

forces are dominated by terminal group charge distribution, with the polar surface area and

hydrogen-bonding ability of terminal groups found to be strong predictors of the force of
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adhesion. The development of a workflow for monolayer screening opens the door towards

screening over a much larger and more complex parameter space. The models generated in

this chapter were developed to require only a SMILES representation of a terminal group as

an input, facilitating their use for narrowing and focusing of the monolayer parameter space

in future screening studies. With minor modifications, this workflow could also be utilized

for optimizing monolayer chemistry for other applications, such as biofouling, which is

important in the field of bioMEMS.1

Finally, while the advent of MoSDeF and workflows for monolayer screening provide

an avenue for complex monolayer design, large-scale studies such as these come at signif-

icant computational cost. The use of more simplified models, if still effectively capturing

the necessary behavior, may provide a more efficient route for such studies. In Chapter 6, a

coarse-grained model for amorphous silica is developed, along with cross-interactions with

alkane chains. This force field is derived with respect to silica nanoparticles, where the use

of all-atom data in parameter derivation, as well as exposing parameters as functions of

pseudo-atom size, makes this model more robust than prior models found in the literature.

Thus, this force field should find application in any MD study involving the simulation

of silica nanoparticles where atomistic representations are not required. The optimization

scheme and accompanying software package should facilitate a simple extension of this

coarse-grained silica model for application to planar geometries, such as interfaces, which

would enable this model to be utilized in coarse-grained simulations of alkylsilane mono-

layers. Furthermore, nanoparticles themselves have been considered as a possible solution

to the issue of nanoscale lubrication through ball-bearing type mechanisms and redistribu-

tion of load-bearing sites of contact, and the model developed in this work should aid in

further exploration of such systems.
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Figure 7.1: An overview of the parameter space afforded by monolayer films, highlighting
the ability for monolayer chemistry to be altered a. at the level of the chain prototype, b. at
the level of the monolayer film, and c. at the level of the dual-monolayer system.

7.2 Recommended Future Work

7.2.1 Multi-Component Monolayer Screening

The work in this thesis suggests that increases in chain length only facilitate marginal

improvements in monolayer durability and friction. The alteration of terminal group chem-

istry provides another route for tuning monolayer chemistry to alter the tribological re-

sponse; however, the small range of COF values observed for the pool of 16 terminal

groups in Chapter 5 suggests this will only yield modest improvements in this area. The

use of chemically-dissimilar monolayer lubrication also does not appear to be sufficient for

further reduction of COF, although adhesion forces can be reduced by including at least

one nonpolar monolayer. Thus, it appears further improvements to monolayer tribology

must come from more complex monolayer compositions, such as multi-component mono-

layer films, that may elicit different friction mechanisms under shear. This is supported

by several studies in the literature, such as the work of Jones et al. who found that in-
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tercalation of 3-phenyl-1-propanol into C18 monolayers enhanced durability at asperity

contacts.2 A similar finding was made by Lewis et al. who showed that films containing a

mixture of short fluorinated chains and long hydrogenated chains featuring frictional forces

lower than either pure system, due to the presence of a liquid-like layer at the interface.3

Despite these findings of favorable monolayer tribology using multi-component monolayer

films, this parameter space remains mostly unexplored - likely a result of the difficulty in

constructing and comparing such systems in a systematic manner. The advent of MoSDeF

should alleviate this problem, and the work of Chapter 5 should be readily extensible to

the screening of multi-component monolayer films. Considering the fractional composi-

tion of various chain types within a monolayer, in addition to terminal group chemistry,

backbone functionality, and chain length, yields a parameter space that is near infinite, and

where examination of all systems is intractable. Thus, an efficient sampling scheme will be

required to properly examine this parameter space; yet the examination of such complex

monolayer systems provides likely the best route towards the discovery of monolayer films

with improved lubricity.

7.2.2 Multiple Asperity MD Simulations

Nanoscale asperities present on the surfaces of MEMS/NEMS likely act as focal points

for the failure of monolayer films. Thus, a better understanding of the friction mecha-

nisms involved under these conditions, as well as how changes in monolayer chemistry and

structure influence these mechanisms in addition to the durability of the films, is essential

towards the design of successful monolayer lubricants. Single-asperity contacts, such as

those analyzed in Chapter 4 and analyzed experimentally via AFM, provide a simplified

representation of these conditions and can help in this regard. However, understanding the

response of monolayer films under conditions where two asperities come into contact may

provide even greater insight, as this scenario likely represents the most extreme conditions

which monolayer films must endure, and are expected to induce additional mechanisms of
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• I’ve been able to get the hybrid BKS/OPLS multi asperity systems running on Cori 
‣ Getting about 1.5ns/day - scaling to multiple nodes yields little improvement 

• Forces on the fixed layer, substrate, and substrate + chains are all similar - less 
fluctuation for groups w/ more atoms 
‣ Additionally, the bottom surface yields forces of equal magnitude and opposite sign to the top 

surface - suggests the choice of body to collect forces on is not very important

Multi Asperity Systems
Forces at 25nN applied loadNormal Load

10m/s

Rigid

Rigid

Figure 7.2: A 2D snapshot from an MD simulation of two alkylsilane-coated surfaces
featuring asperities prior to contact. Alkylsilane chains are drawn in a bond representation,
while grey and black atoms represent atoms of the silica surface. Black atoms are held
rigid, while grey atoms are modeled using the BKS potential.

energy dissipation, such as ratcheting.4 For monolayers to become a viable lubricant, they

must be able to withstand these harsh environments.

Preliminary work suggests that MD simulation can be utilized to examine the contact

of two monolayer-coated asperities. Several interesting challenges are present in these sim-

ulations, including the need to consider surface deformation. Contact areas at the point of

asperity-asperity contacts will be very small, resulting in high local pressures that may de-

form the underlying surface. Classical MD force fields prohibit bond breaking, thus, alter-

native approaches will be necessary to handle this phenomenon. One possibility is through

the use of a hybrid force field, where interactions between surface atoms are modeled using

a nonbonded force field, such as the silica force field developed by van Beest et al.5, and

interactions involving monolayer chains are modeled through a classical force field such

as OPLS. Fig. 7.2 shows a 2D snapshot from an MD simulation of two alkylsilane-coated

surfaces featuring asperties prior to contact, using this approach. To analyze monolayer

durability under these conditions, interfacial bonds between chains and surface can be sev-
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ered if they exceed a threshold value, and the desorption of chains as well as surface de-

formation can be used as metrics to evaluate the efficacy of a particular monolayer film.

Screening-type studies of such systems in relation to monolayer chemistry may provide

insights into the ideal films for lubrication of MEMS/NEMS.

7.2.3 Coarse-Grained MD Simulations

Structure-property screening of monolayer films is essential to optimizing monolayer

chemistry for tribological applications, yet the scope of the parameter space makes this a

difficult task. Computational cost is increased further as systems become more complex

such as through the introduction of asperties, presenting of significant barrier to screening.

The coarse-grained model developed in Chapter 6 may provide a route towards overcom-

ing this problem. As discussed in Chapter 6, the potential matching procedure used to

derive interactions for coarse-grained silica beads of amorphous nanoparticles should be

adaptable for use with silica surfaces. This would require only the attaining of all-atom in-

teraction potential data between two atomistic surfaces and parameterization of bead-bead

interactions to match the interaction potential profile for the coarse-grained surface. It is

possible this procedure may not even be necessary, and the parameters from Eqs. 6.6 and

6.7 of Chapter 6 may be usable without rederivation.

a. b.

Figure 7.3: a. A coarse-grained silica surface (viewed in the surface plane) and b. a coarse-
grained silica surface functionalized by a united-atom alkane monolayer.
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Fig. 7.3 shows how a CG silica surface and a united-atom functionalized CG surface

might look. While some chemical fidelity is certainly lost in the use of coarse-grained

models (such as hydrogen bonding), more sophisticated models exist that attempt to re-

coup some of this behavior (e.g. anisotropic united-atom models, models with “sticky

spots”). However, these coarse-grained monolayers may be better served at determining

more general trends related to friction mechanisms, particularly in relationship to asperi-

ties. Chain-chain interactions can be toggled (through altering σ and ε) to examine general

trends, and simple studies in this area include screening how the effects of the chain-chain

σ and ε influence friction as a single-asperity contact, while more complicated studies

could look at the effects of multi-component films.
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Appendix A

OPLS-AA Force Field

The OPLS force field uses the following contributions to the total potential1:

Enon−bonded = ∑
i

∑
j>i

[
qiq je2

ri j
+4εi j

[(
σi j

ri j

)12

−
(

σi j

ri j

)6
]]

(A.1)

Ebond = ∑
bonds

Kr(r− r0)
2 (A.2)

Eangle = ∑
angles

Kθ (θ −θ0)
2 (A.3)

Etorsion = ∑
torsions

1
2
[K1(1+ cosφ)+K2(1− cos2φ)+K3(1+ cos3φ)−K4(1− cos4φ)]

(A.4)

where qi and q j are the partial charges on particles i and j, e is Coulomb’s constant, ri j

is the inter-particle separation, ε and σ are interaction-specific Lennard-Jones parameters,

Kr, Kθ , and K1,2,3,4 are force constants, r0 is the equilibrium bond distance, θ0 is the equi-

librium angle, and φ is the torsion angle.

For certain molecules, such as aromatics and alkenes, improper torsions are necessary

to enforce planarity. The OPLS force field primarily utilizes improper parameters from the

AMBER family of force fields, where impropers have the following potential form:

Eimpropers = ∑
impropers

1
2

Kφ [1+ cos(nφ − γ)] (A.5)

where φ is the torsion angle, Kφ is the force constant, n is the multiplicity, and γ is the

phase angle.

OPLS uses geometric mixing rules for cross-interactions:

σi j = (σiiσ j j)
1
2 (A.6)
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εi j = (εiiε j j)
1
2 (A.7)

Additionally, non-bonded interactions are excluded for particles separated by one or

two bonds. For particles separated by three bonds, non-bonded interactions are scaled by

0.5.

Detailed below are the OPLS parameters utilized in this work. For Chapters 3 & 4, only

a small subset of OPLS parameters are utilized as all systems feature methyl-functionalized

alkylsilane chains. These parameters are provided first. For Chapter 5, sixteen unique ter-

minal group chemistries are considered, resulting in a large number of required OPLS pa-

rameters. These parameters are provided after that standard alkylsilane parameters, where

they have been separated by terminal group chemistry.
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Alkylsilanes and Silica

Nonbonded parameters

Atom type Element Charge Sigma, nm Epsilon, kcal/mol Reference Notes

opls 135 C -0.18 0.35 0.066 1 -

opls 136 C -0.12 0.35 0.066 1 -

opls 140 H 0.06 0.25 0.03 1 -

opls 1001 O -0.43 0.3 0.17 2 -

opls 1002 Si 0.86 0.4 0.1 2 -

opls 1003 Si 0.745 (0.53) 0.4 0.1 2, 3 1

opls 1004 C -0.12 0.35 0.066 1 -

opls 1005 O -0.683 0.312 0.17 1 -

opls 1006 H 0.418 0 0 1 -

opls 1007 O -0.215 (-0.43) 0.3 0.17 2, 3 1

opls 1008 O -0.215 0.3 0.17 2 -

opls 1009 H 0.215 0.0 0 n/a 2

1 Values in parentheses were used in Chapter 3, following the work of Lewis et al.3 to maintain

charge neutrality. Models were adjusted in Chapters 4 and 5 to allow use of all charges from

Lorenz et al.2 while maintaining system charge neutrality.

2 Parameters for hydroxyl surface caps on silica surfaces are not available in the OPLS force

field. We have used the same σ and ε values as the standard OPLS hydroxyl parameters and use

a charge of 0.215 to maintain charge neutrality in the system.
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Bond parameters

Bond Elements k, kcal/mol−1 Å 2 r0, nm Reference Notes

opls 135-opls 136 C-C 268 0.1529 1 -

opls 135-opls 140 C-H 340 0.109 1 -

opls 136-opls 140 C-H 340 0.109 1 -

opls 136-opls 1004 C-C 268 0.1529 1 -

opls 1004-opls 140 C-H 340 0.109 1 -

opls 1004-opls 1003 C-Si 200 1.85 2 -

opls 1003-opls 1005 Si-O 300 1.65 2 -

opls 1005-opls 1006 O-H 553 0.945 1 -

opls 1003-opls 1007 Si-O 300 1.65 2 1

opls 1007-opls 1002 O-Si 300 1.65 2 -

opls 1001-opls 1002 O-Si 300 1.65 2 -

opls 1002-opls 1008 Si-O 300 1.65 2 -

opls 1008-opls 1009 O-H 553 0.945 1 -

1 In Chapter 4, the Si-O interfacial bonds are modeled using a Morse potential, fit

to the energy curve obtained for bond dissociation using the ReaxFF force field with

parameters from Fogarty et al.4, yielding the following potential:

Ebond = 147.13
[
1− e−1.61(r−1.65)

]2
(A.8)

where Ebond is in kcal/mol. This was done to provide a platform for future studies of

monolayer wear; however, for the current study, the depth of the potential well yields a

behavior indistinguishable to that of the standard harmonic bond.
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Angle parameters

Angle Elements k, kcal/mol−1 deg2 θ0, deg Reference Notes

opls 135-opls 136-opls 136 C-C-C 58.35 112.7 1 -

opls 136-opls 136-opls 136 C-C-C 58.35 112.7 1 -

opls 136-opls 136-opls 1004 C-C-C 58.35 112.7 1 -

opls 140-opls 135-opls 140 H-C-H 33 107.8 1 -

opls 140-opls 136-opls 140 H-C-H 33 107.8 1 -

opls 140-opls 1004-opls 140 H-C-H 33 107.8 1 -

opls 140-opls 135-opls 136 H-C-C 37.5 110.7 1 -

opls 140-opls 136-opls 136 H-C-C 37.5 110.7 1 -

opls 140-opls 136-opls 1004 H-C-C 37.5 110.7 1 -

opls 136-opls 1004-opls 1003 C-C-Si 30.47 120 2 -

opls 140-opls 1004-opls 1003 H-C-Si 37.5 110.7 n/a 1

opls 1004-opls 1003-opls 1005 C-Si-O 60 100 2 -

opls 1004-opls 1003-opls 1007 C-Si-O 60 100 2 -

opls 1005-opls 1003-opls 1005 O-Si-O 60 110 2 -

opls 1005-opls 1003-opls 1007 O-Si-O 60 110 2 -

opls 1003-opls 1005-opls 1006 Si-O-H 23.7764 122.888 2 -

opls 1003-opls 1007-opls 1002 Si-O-Si 20 145 2 -

opls 1007-opls 1002-opls 1001 O-Si-O 60 110 2 -

opls 1002-opls 1001-opls 1002 Si-O-Si 20 145 2 -

opls 1001-opls 1002-opls 1001 O-Si-O 60 110 2 -

opls 1001-opls 1002-opls 1008 O-Si-O 60 110 2 -

opls 1002-opls 1008-opls 1009 Si-O-H 23.7764 122.888 2 -

1 H-C-Si parameters do not exist in OPLS. In the work of Lorenz et al.2 F-C-C angle parameters

were also used for F-C-Si angles. Following this approach, H-C-C angle parameters have been used

for H-C-Si angles.
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Dihedral parameters

Dihedral Elements k1, kcal/mol k2, kcal/mol k3, kcal/mol k4, kcal/mol Reference Notes

opls 135-opls 136-opls 136-opls 136 C-C-C-C 1.3 (1.74) -0.05 (-0.157) 0.2 (0.279) 0.0 (0.0) 5 ( 1) 1

opls 136-opls 136-opls 136-opls 136 C-C-C-C 1.3 (1.74) -0.05 (-0.157) 0.2 (0.279) 0.0 (0.0) 5 ( 1) 1

opls 136-opls 136-opls 136-opls 1004 C-C-C-C 1.3 (1.74) -0.05 (-0.157) 0.2 (0.279) 0.0 (0.0) 5 ( 1) 1

opls 140-opls 135-opls 136-opls 136 H-C-C-C 0.0 (0.0) 0.0 (0.0) 0.3 (0.366) 0.0 (0.0) 5 ( 1) 1

opls 140-opls 136-opls 136-opls 136 H-C-C-C 0.0 (0.0) 0.0 (0.0) 0.3 (0.366) 0.0 (0.0) 5 ( 1) 1

opls 140-opls 136-opls 136-opls 135 H-C-C-C 0.0 (0.0) 0.0 (0.0) 0.3 (0.366) 0.0 (0.0) 5 ( 1) 1

opls 140-opls 136-opls 136-opls 1004 H-C-C-C 0.0 (0.0) 0.0 (0.0) 0.3 (0.366) 0.0 (0.0) 5 ( 1) 1

opls 140-opls 1004-opls 136-opls 136 H-C-C-C 0.0 (0.0) 0.0 (0.0) 0.3 (0.366) 0.0 (0.0) 5 ( 1) 1

opls 140-opls 135-opls 136-opls 140 H-C-C-H 0.0 (0.0) 0.0 (0.0) 0.3 (0.318) 0.0 (0.0) 5 ( 1) 1

opls 140-opls 136-opls 136-opls 140 H-C-C-H 0.0 (0.0) 0.0 (0.0) 0.3 (0.318) 0.0 (0.0) 5 ( 1) 1

opls 140-opls 136-opls 1004-opls 140 H-C-C-H 0.0 (0.0) 0.0 (0.0) 0.3 (0.318) 0.0 (0.0) 5 ( 1) 1

All torsions containing silicon X-Si-X-X, Si-X-X-X 0 0 0 0 2 2

1 Parameters for C-C-C-C, H-C-C-C, and H-C-C-H dihedrals were updated in Ref. 5. In Chapter 3, the older dihedrals of Ref. 1 were used, following

the work of Lewis et al.3. However, the updated parameters were used in Chapters 4 and 5.

2 Any torsion containing a silicon atom is treated as a null torsion.

168



Methyl

Nonbonded parameters

Atom type Element Charge Sigma, nm Epsilon, kcal/mol Reference Notes

opls 135 C -0.18 0.35 0.066 1 -

opls 140 H 0.06 0.25 0.03 1 -

Bond parameters

Bond Elements k, kcal/mol−1 Å 2 r0, nm Reference Notes

opls 135-opls 136 C-C 268 0.1529 1 -

opls 135-opls 140 C-H 340 0.109 1 -

Angle parameters

Angle Elements k, kcal/mol−1 deg2 θ0, deg Reference Notes

opls 136-opls 136-opls 135 C-C-C 58.35 112.7 1 -

opls 136-opls 135-opls 140 C-C-H 37.5 110.7 1 -

opls 140-opls 135-opls 140 H-C-H 33 107.8 1 -

Dihedral parameters

Dihedral Elements k1, kcal/mol k2, kcal/mol k3, kcal/mol k4, kcal/mol Reference Notes

opls 136-opls 136-opls 136-opls 135 C-C-C-C 1.3 -0.05 0.2 0.0 5 -

opls 136-opls 136-opls 135-opls 140 C-C-C-H 0.0 0.0 0.3 0.0 5 -

opls 140-opls 136-opls 135-opls 140 H-C-C-H 0.0 0.0 0.3 0.0 5 -
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Acetyl

Nonbonded parameters

Atom type Element Charge Sigma, nm Epsilon, kcal/mol Reference Notes

opls 135 C -0.18 0.35 0.066 1 -

opls 282 H 0.06 0.242 0.015 1 -

opls 280 C 0.47 0.375 0.105 1 -

opls 281 O -0.47 0.296 0.21 1 -

Bond parameters

Bond Elements k, kcal/mol−1 Å 2 r0, nm Reference Notes

opls 135-opls 282 C-H 340 0.109 1 -

opls 135-opls 280 C-C 317 0.1522 6 -

opls 280-opls 281 C-O 570 0.1229 6 -

opls 280-opls 136 C-C 317 0.1522 6 -
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Angle parameters

Angle Elements k, kcal/mol−1 deg2 θ0, deg Reference Notes

opls 282-opls 135-opls-282 H-C-H 33 107.8 1 -

opls 282-opls 135-opls 280 H-C-C 35 109.5 6 -

opls 135-opls 280-opls 281 C-C-O 80 120.4 6 -

opls 135-opls 280-opls 136 C-C-C 70 116.0 N/A 1

opls 281-opls 280-opls 136 O-C-C 80 120.4 6 -

opls 280-opls 136-opls 282 C-C-H 35 109.5 6 -

opls 280-opls 136-opls 136 C-C-C 63 111.1 6 -

opls 282-opls 136-opls 136 H-C-C 37.5 110.7 1 -

opls 136-opls 136-opls 140 C-C-H 37.5 110.7 1 -

opls 136-opls 136-opls 136 C-C-C 58.35 112.7 1 -

1 No reference found. Parameters used from GROMACS as is.

Dihedral parameters

Dihedral Elements k1, kcal/mol k2, kcal/mol k3, kcal/mol k4, kcal/mol Reference Notes

opls 282-opls 135-opls 280-opls 281 H-C-C-O 0.0 0.0 0.0 0.0 1 -

opls 282-opls 135-opls 280-opls 136 H-C-C-C 0.0 0.0 0.275 0.0 1 -

opls 135-opls 280-opls 136-opls 136 C-C-C-C 1.454 -0.144 -0.775 0.0 1 -

opls 135-opls 280-opls 136-opls 282 C-C-C-H 0.0 0.0 0.275 0.0 1 -

opls 281-opls 280-opls 136-opls 136 O-C-C-C -0.277 1.228 -0.694 0.0 1 -

opls 281-opls 280-opls 136-opls 282 O-C-C-H 0.0 0.0 0.0 0.0 1 -

opls 280-opls 136-opls 136-opls 136 C-C-C-C -1.697 -0.456 0.585 0.0 1 -

opls 280-opls 136-opls 136-opls 140 C-C-C-H 0.0 0.0 -0.076 0.0 1 -

opls 282-opls 136-opls 136-opls 136 H-C-C-C 0.0 0.0 0.3 0.0 5 -

opls 282-opls 136-opls 136-opls 140 H-C-C-H 0.0 0.0 0.3 0.0 5 -

Improper parameters

Improper Elements γ , degrees Kφ , kcal/mol n Reference Notes

opls 281-opls 280-opls 135-opls 136 O-C-C-C 180 21.0 2 6 -
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Amino

Nonbonded parameters

Atom type Element Charge Sigma, nm Epsilon, kcal/mol Reference Notes

opls 909 H 0.36 0 0 7 -

opls 900 N -0.9 0.33 0.17 7 -

opls 906 C 0.06 0.35 0.066 7 -

opls 911 H 0.06 0.25 0.015 7 -

Bond parameters

Bond Elements k, kcal/mol−1 Å 2 r0, nm Reference Notes

opls 909-opls 900 H-N 434 0.101 7 -

opls 900-opls 906 N-C 382 0.1448 7 -

opls 906-opls 911 C-H 340 0.109 7 -

opls 906-opls 136 C-C 268 0.1529 7 -

Angle parameters

Angle Elements k, kcal/mol−1 deg2 θ0, deg Reference Notes

opls 909-opls 900-opls 909 H-N-H 43.6 106.4 7 -

opls 909-opls 900-opls 906 H-N-C 35 109.5 7 -

opls 900-opls 906-opls 911 N-C-H 35 109.5 7 -

opls 900-opls 906-opls 136 N-C-C 56.2 109.47 7 -

opls 911-opls 906-opls-911 H-C-H 33 107.8 1 -

opls 911-opls 906-opls 136 H-C-C 37.5 110.7 1 -

opls 906-opls 136-opls 140 C-C-H 37.5 110.7 1 -

opls 906-opls 136-opls 136 C-C-C 58.35 112.7 1 -
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Dihedral parameters

Dihedral Elements k1, kcal/mol k2, kcal/mol k3, kcal/mol k4, kcal/mol Reference Notes

opls 909-opls 900-opls 906-opls 911 H-N-C-H 0.0 0.0 0.4 0.0 7 -

opls 909-opls 900-opls 906-opls 136 H-N-C-C -0.19 -0.417 0.418 0.0 7 -

opls 900-opls 906-opls 136-opls 136 N-C-C-C 2.392 -0.674 0.55 0.0 7 -

opls 900-opls 906-opls 136-opls 140 N-C-C-H -1.013 -0.709 0.473 0.0 7 -

opls 911-opls 906-opls 136-opls 136 H-C-C-C 0.0 0.0 0.3 0.0 5 -

opls 911-opls 906-opls 136-opls 140 H-C-C-H 0.0 0.0 0.3 0.0 5 -

opls 906-opls 136-opls 136-opls 136 C-C-C-C 1.3 -0.05 0.2 0.0 5 -

opls 906-opls 136-opls 136-opls 140 C-C-C-H 0.0 0.0 0.3 0.0 5 -
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Carboxyl

Nonbonded parameters

Atom type Element Charge Sigma, nm Epsilon, kcal/mol Reference Notes

opls 270 H 0.45 0 0 1 -

opls 268 O -0.53 0.3 0.17 1 -

opls 267 C 0.52 0.375 0.105 1 -

opls 269 O -0.44 0.296 0.21 1 -

Bond parameters

Bond Elements k, kcal/mol−1 Å 2 r0, nm Reference Notes

opls 270-opls 268 H-O 553 0.0945 6 -

opls 268-opls 267 O-C 450 0.1364 6 -

opls 267-opls 269 C-O 570 0.1229 6 -

opls 267-opls 136 C-C 317 0.1522 6 -

Angle parameters

Angle Elements k, kcal/mol−1 deg2 θ0, deg Reference Notes

opls 270-opls 268-opls 267 H-O-C 35 113 6 -

opls 268-opls 267-opls 269 O-C-O 80 121 8 -

opls 268-opls 267-opls 136 O-C-C 70 108 8 -

opls 269-opls 267-opls 136 O-C-C 80 120.4 6 -

opls 267-opls 136-opls 140 C-C-H 35 109.5 6 -

opls 267-opls 136-opls 136 C-C-C 63 111.1 6 -
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Dihedral parameters

Dihedral Elements k1, kcal/mol k2, kcal/mol k3, kcal/mol k4, kcal/mol Reference Notes

opls 270-opls 268-opls 267-opls 269 H-O-C-O 0.0 5.5 0.0 0.0 N/A 1

opls 270-opls 268-opls 267-opls 136 H-O-C-C 1.5 5.5 0.0 0.0 N/A 1

opls 268-opls 267-opls 136-opls 136 O-C-C-C 1.0 0.546 0.45 0.0 8 -

opls 268-opls 267-opls 136-opls 140 O-C-C-H 0.0 0.0 0.0 0.0 8 -

opls 269-opls 267-opls 136-opls 140 O-C-C-H 0.0 0.0 0.0 0.0 8 -

opls 269-opls 267-opls 136-opls 136 O-C-C-C 0.0 0.546 0.0 0.0 8 -

opls 269-opls 267-opls 136-opls 136 C-C-C-C -2.06 -0.313 0.315 0.0 1 -

opls 267-opls 136-opls 136-opls 140 C-C-C-H 0.0 0.0 -0.1 0.0 1 -

1 No reference found. Parameters used from GROMACS as is.

Improper parameters

Improper Elements γ , degrees Kφ , kcal/mol n Reference Notes

opls 269-opls 267-opls 268-opls 136 O-C-O-C 180 21.0 2 6 -
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Nitrile

Nonbonded parameters

Atom type Element Charge Sigma, nm Epsilon, kcal/mol Reference Notes

opls 753 N -0.56 0.32 0.17 5 -

opls 754 C 0.46 0.33 0.066 5 -

opls 756 C -0.02 0.33 0.066 5 -

opls 759 H 0.06 0.25 0.15 5 -

Bond parameters

Bond Elements k, kcal/mol−1 Å 2 r0, nm Reference Notes

opls 753-opls 754 N-C 650 0.1157 5 -

opls 754-opls 756 C-C 385 0.1458 5 1

opls 756-opls 759 C-H 340 0.109 1 -

opls 756-opls 136 C-C 268 0.1529 1 -

1 GROMACS parameters differ from the literature. Parameters from Ref. 5 have

been used.

Angle parameters

Angle Elements k, kcal/mol−1 deg2 θ0, deg Reference Notes

opls 753-opls 754-opls 756 N-C-C 150 180 5 -

opls 754-opls 756-opls 759 C-C-H 35 108.5 5 -

opls 754-opls 756-opls 136 C-C-C 58.35 112.7 5 -

opls 759-opls 756-opls 759 H-C-H 33 107.8 1 -

opls 759-opls 756-opls 136 H-C-C 37.5 110.7 1 -

opls 756-opls 136-opls 140 C-C-H 37.5 110.7 1 -

opls 756-opls 136-opls 136 C-C-C 58.35 112.7 1 -
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Dihedral parameters

Dihedral Elements k1, kcal/mol k2, kcal/mol k3, kcal/mol k4, kcal/mol Reference Notes

opls 753-opls 754-opls 756-opls 136 N-C-C-C 0.0 0.0 0.0 0.0 5 -

opls 753-opls 754-opls 756-opls 759 N-C-C-H 0.0 0.0 0.0 0.0 5 -

opls 754-opls 756-opls 136-opls 136 C-C-C-C 1.3 -0.05 0.2 0.0 N/A 1

opls 754-opls 756-opls 136-opls 140 C-C-C-H 0.0 0.0 0.366 0.0 5 -

opls 759-opls 756-opls 136-opls 136 H-C-C-C 0.0 0.0 0.3 0.0 5 -

opls 759-opls 756-opls 136-opls 140 H-C-C-H 0.0 0.0 0.3 0.0 5 -

opls 756-opls 136-opls 136-opls 136 C-C-C-C 1.3 -0.05 0.2 0.0 5 -

opls 756-opls 136-opls 136-opls 140 C-C-C-H 0.0 0.0 0.3 0.0 5 -

1 Parameters don’t exist in GROMACS or the literature. Parameters for alkane C-C-C-C dihedrals have been used.
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Cyclopropyl

Nonbonded parameters

Atom type Element Charge Sigma, nm Epsilon, kcal/mol Reference Notes

opls 140 H 0.06 0.25 0.03 N/A 1

opls 711 C -0.12 0.35 0.066 N/A 1

opls 712 C -0.06 0.35 0.066 N/A 1

1 No reference found. Parameters used from GROMACS as is.

Bond parameters

Bond Elements k, kcal/mol−1 Å 2 r0, nm Reference Notes

opls 711-opls 140 C-H 340 0.1088 N/A 1

opls 711-opls 712 C-C 260 0.1509 N/A 1

opls 712-opls 140 C-H 340 0.1088 N/A 1

opls 712-opls 136 C-C 280 0.151 N/A 1

1 No reference found. Parameters used from GROMACS as is.
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Angle parameters

Angle Elements k, kcal/mol−1 deg2 θ0, deg Reference Notes

opls 140-opls 711-opls 140 H-C-H 35 114.3 N/A 1

opls 140-opls 711-opls 711 H-C-C 37.5 117.2 N/A 1

opls 140-opls 711-opls 712 H-C-C 37.5 117.2 N/A 1

opls 711-opls 711-opls 712 C-C-C 30 60 N/A 1

opls 711-opls 712-opls 711 C-C-C 30 60 N/A 1

opls 711-opls 711-opls 140 C-C-H 37.5 117.2 N/A 1

opls 711-opls 712-opls 140 C-C-H 37.5 117.2 N/A 1

opls 711-opls 712-opls 136 C-C-C 37.5 117.2 N/A 1

opls 140-opls 712-opls 136 H-C-C 35 114.3 N/A 1

opls 712-opls 136-opls 136 C-C-C 58.35 112.7 N/A 2

opls 712-opls 136-opls 140 C-C-H 37.5 110.7 N/A 1

1 No reference found. Parameters used from GROMACS as is.

2 Parameters not found in GROMACS or the literature. Alkane C-C-C parameters have been

used.
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Dihedral parameters

Dihedral Elements k1, kcal/mol k2, kcal/mol k3, kcal/mol k4, kcal/mol Reference Notes

opls 140-opls 711-opls 711-opls 140 H-C-C-H 0.0 0.0 0.3 0.0 N/A 1

opls 140-opls 711-opls 711-opls 712 H-C-C-C 0.0 0.0 0.3 0.0 N/A 1

opls 140-opls 711-opls 712-opls 711 H-C-C-C 0.0 0.0 0.3 0.0 N/A 1

opls 140-opls 711-opls 712-opls 140 H-C-C-H 0.0 0.0 0.3 0.0 N/A 1

opls 140-opls 711-opls 712-opls 136 H-C-C-C 0.0 0.0 0.3 0.0 N/A 1

opls 711-opls 711-opls 712-opls 140 C-C-C-H 0.0 0.0 0.3 0.0 N/A 1

opls 711-opls 711-opls 712-opls 136 C-C-C-C 1.3 -0.05 0.2 0.0 N/A 1

opls 711-opls 712-opls 711-opls 140 C-C-C-H 0.0 0.0 0.3 0.0 N/A 1

opls 711-opls 712-opls 136-opls 136 C-C-C-C 1.3 -0.05 0.2 0.0 N/A 2

opls 711-opls 712-opls 136-opls 140 C-C-C-H 0.0 0.0 0.3 0.0 N/A 1

opls 140-opls 712-opls 136-opls 136 H-C-C-C 0.0 0.0 0.3 0.0 N/A 3

opls 140-opls 712-opls 136-opls 140 H-C-C-H 0.0 0.0 0.3 0.0 N/A 4

opls 712-opls 136-opls 136-opls 136 C-C-C-C 1.3 -0.05 0.2 0.0 N/A 2

opls 712-opls 136-opls 136-opls 140 C-C-C-H 0.0 0.0 0.3 0.0 N/A 3

1 No reference found. Parameters used from GROMACS as is.

2 Parameters not found in GROMACS or the literature. Parameters for alkane C-C-C-C dihedrals have been used.

3 Parameters not found in GROMACS or the literature. Parameters for alkane C-C-C-H dihedrals have been used.

4 Parameters not found in GROMACS or the literature. Parameters for alkane H-C-C-H dihedrals have been used.
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Vinyl

Nonbonded parameters

Atom type Element Charge Sigma, nm Epsilon, kcal/mol Reference Notes

opls 144 H 0.115 0.242 0.03 1 -

opls 143 C -0.23 0.355 0.076 1 -

opls 142 C -0.115 0.355 0.076 1 -

Bond parameters

Bond Elements k, kcal/mol−1 Å 2 r0, nm Reference Notes

opls 144-opls 143 C-H 340 0.108 6 -

opls 143-opls 142 C-C 549 0.134 6 -

opls 142-opls 144 C-H 340 0.108 6 -

opls 142-opls 136 C-C 317 0.151 6 -

Angle parameters

Angle Elements k, kcal/mol−1 deg2 θ0, deg Reference Notes

opls 144-opls 143-opls 144 H-C-H 35 117 N/A 1

opls 144-opls 143-opls 142 H-C-C 35 120 9

opls 143-opls 142-opls 136 C-C-C 70 124 N/A 1

opls 143-opls 142-opls 144 C-C-H 35 120 9

opls 144-opls 142-opls 136 H-C-C 35 117 N/A 1

opls 142-opls 136-opls 136 C-C-C 63 111.1 6

opls 142-opls 136-opls 140 C-C-H 35 109.5 6

1 No reference found. Parameters used from GROMACS as is.

181



Dihedral parameters

Dihedral Elements k1, kcal/mol k2, kcal/mol k3, kcal/mol k4, kcal/mol Reference Notes

opls 144-opls 143-opls 142-opls 136 H-C-C-C 0.0 14.0 0.0 0.0 N/A 1

opls 144-opls 143-opls 142-opls 144 H-C-C-H 0.0 14.0 0.0 0.0 N/A 1

opls 143-opls 142-opls 136-opls 136 C-C-C-C 0.346 0.405 -0.904 0.0 N/A 1

opls 143-opls 142-opls 136-opls 140 C-C-C-H 0.0 0.0 -0.372 0.0 1 -

opls 144-opls 142-opls 136-opls 136 H-C-C-C 0.0 0.0 0.3 0.0 N/A 2

opls 144-opls 142-opls 136-opls 140 H-C-C-H 0.0 0.0 0.318 0.0 N/A 1

opls 142-opls 136-opls 136-opls 136 C-C-C-C 1.3 -0.05 0.2 0.0 N/A 1

opls 142-opls 136-opls 136-opls 140 C-C-C-H 0.0 0.0 0.366 0.0 N/A 1

1 No reference found. Parameters used from GROMACS as is.

2 Parameters not found in GROMACS or the literature. Parameters for alkane C-C-C-H dihedrals have been used.

Improper parameters

Improper Elements γ , degrees Kφ , kcal/mol n Reference Notes

opls 142-opls 143-opls 144-opls 144 C-C-H-H 180 21.0 2 N/A 1

opls 143-opls 142-opls 144-opls 136 C-C-H-C 180 30.0 2 N/A 1

1 No reference found. Parameters used from GROMACS as is.
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Fluorophenyl

Nonbonded parameters

Atom type Element Charge Sigma, nm Epsilon, kcal/mol Reference Notes

opls 719 F -0.22 0.285 0.061 10 -

opls 718 C 0.22 0.355 0.07 10 -

opls 145 C -0.115 0.355 0.07 1 -

opls 146 H 0.115 0.242 0.03 1 -

opls 149 C -0.005 0.35 0.066 1 -

opls 140 H 0.06 0.25 0.03 1 -

Bond parameters

Bond Elements k, kcal/mol−1 Å 2 r0, nm Reference Notes

opls 719-opls 718 F-C 420 0.1354 11 -

opls 718-opls 145 C-C 469 0.14 6 -

opls 145-opls 146 C-H 367 0.108 12 -

opls 145-opls 145 C-C 469 0.14 6 -

opls 145-opls 149 C-C 317 0.151 6 -

opls 149-opls 140 C-H 340 0.109 1 -

opls 149-opls 136 C-C 268 0.1529 1 -
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Angle parameters

Angle Elements k, kcal/mol−1 deg2 θ0, deg Reference Notes

opls 719-opls 718-opls 145 F-C-C 80 120 11 -

opls 718-opls 145-opls 146 C-C-H 35 120 6 -

opls 718-opls 145-opls 145 C-C-C 63 120 7 -

opls 146-opls 145-opls 145 H-C-C 35 120 6 -

opls 145-opls 718-opls 145 C-C-C 63 120 7 -

opls 145-opls 145-opls 145 C-C-C 63 120 7 -

opls 145-opls 145-opls 149 C-C-C 70 120 6 -

opls 145-opls 149-opls 136 C-C-C 63 114 6 -

opls 145-opls 149-opls 140 C-C-H 35 109.5 6 -

opls 149-opls 136-opls 136 C-C-C 58.35 112.7 1 -

opls 149-opls 136-opls 140 C-C-H 37.5 110.7 1 -

opls 140-opls 149-opls 140 H-C-H 33 107.8 1 -

Dihedral parameters

Dihedral Elements k1, kcal/mol k2, kcal/mol k3, kcal/mol k4, kcal/mol Reference Notes

opls 719-opls 718-opls 145-opls 145 F-C-C-C 0.0 7.25 0.0 0.0 7 -

opls 719-opls 718-opls 145-opls 146 F-C-C-H 0.0 7.25 0.0 0.0 7 -

opls 718-opls 145-opls 145-opls 145 C-C-C-C 0.0 7.25 0.0 0.0 7 -

opls 718-opls 145-opls 145-opls 146 C-C-C-H 0.0 7.25 0.0 0.0 7 -

opls 146-opls 145-opls 718-opls 145 H-C-C-C 0.0 7.25 0.0 0.0 7 -

opls 146-opls 145-opls 145-opls 146 H-C-C-H 0.0 7.25 0.0 0.0 7 -

opls 146-opls 145-opls 145-opls 145 H-C-C-C 0.0 7.25 0.0 0.0 7 -

opls 146-opls 145-opls 145-opls 149 H-C-C-C 0.0 7.25 0.0 0.0 7 -

opls 145-opls 145-opls 145-opls 145 C-C-C-C 0.0 7.25 0.0 0.0 7 -

opls 145-opls 145-opls 145-opls 149 C-C-C-C 0.0 7.25 0.0 0.0 7 -

opls 145-opls 718-opls 145-opls 145 C-C-C-C 0.0 7.25 0.0 0.0 7 -

opls 145-opls 145-opls 149-opls 136 C-C-C-C 0.0 0.0 0.0 0.0 1 -

opls 145-opls 145-opls 149-opls 140 C-C-C-H 0.0 0.0 0.0 0.0 1 -

opls 145-opls 149-opls 136-opls 136 C-C-C-C 1.3 -0.05 0.2 0.0 N/A 1

opls 145-opls 149-opls 136-opls 140 C-C-C-H 0.0 0.0 0.462 0.0 1 -

1 No reference found. Parameters used from GROMACS as is. GROMACS uses same parameters as alkane C-C-C-C.
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Improper parameters

Improper Elements γ , degrees Kφ , kcal/mol n Reference Notes

opls 719-opls 718-opls 145-opls 145 F-C-C-C 180 2.2 2 7 -

opls 146-opls 145-opls 718-opls 145 H-C-C-C 180 2.2 2 7 -

opls 146-opls 145-opls 145-opls 145 H-C-C-C 180 2.2 2 7 -

opls 149-opls 145-opls 145-opls 145 C-C-C-C 180 2.2 2 7 -
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Hydroxyl

Nonbonded parameters

Atom type Element Charge Sigma, nm Epsilon, kcal/mol Reference Notes

opls 155 H 0.418 0 0 1 -

opls 154 O -0.683 0.312 0.17 1 -

opls 157 C 0.145 0.35 0.066 1 -

opls 140 H 0.06 0.25 0.03 1 -

Bond parameters

Bond Elements k, kcal/mol−1 Å 2 r0, nm Reference Notes

opls 155-opls 154 H-O 553 0.0945 6 -

opls 154-opls 157 O-C 320 0.141 6 -

opls 157-opls 140 C-H 340 0.109 1 -

opls 157-opls 136 C-C 268 0.1529 1 -

Angle parameters

Angle Elements k, kcal/mol−1 deg2 θ0, deg Reference Notes

opls 155-opls 154-opls 157 H-O-C 55 108.5 6 -

opls 154-opls 157-opls 136 O-C-C 50 109.5 6 -

opls 154-opls 157-opls 140 O-C-H 35 109.5 6 -

opls 140-opls 157-opls 140 H-C-H 33 107.8 1 -

opls 140-opls 157-opls 136 H-C-C 37.5 110.7 1 -

opls 157-opls 136-opls 136 C-C-C 58.35 112.7 1 -

opls 157-opls 136-opls 140 C-C-H 37.5 110.7 1 -
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Dihedral parameters

Dihedral Elements k1, kcal/mol k2, kcal/mol k3, kcal/mol k4, kcal/mol Reference Notes

opls 155-opls 154-opls 157-opls 136 H-O-C-C -0.356 -0.174 0.492 0.0 1 -

opls 155-opls 154-opls 157-opls 140 H-O-C-H 0.0 0.0 0.45 0.0 1 -

opls 154-opls 157-opls 136-opls 136 O-C-C-C 1.711 -0.5 0.663 0.0 1 -

opls 154-opls 157-opls 136-opls 140 O-C-C-H 0.0 0.0 0.468 0.0 1 -

opls 140-opls 157-opls 136-opls 136 H-C-C-C 0.0 0.0 0.3 0.0 5 -

opls 140-opls 157-opls 136-opls 140 H-C-C-H 0.0 0.0 0.3 0.0 5 -

opls 157-opls 136-opls 136-opls 136 C-C-C-C 1.3 -0.05 0.2 0.0 5 -

opls 157-opls 136-opls 136-opls 140 C-C-C-H 0.0 0.0 0.3 0.0 5 -
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Isopropyl

Nonbonded parameters

Atom type Element Charge Sigma, nm Epsilon, kcal/mol Reference Notes

opls 140 H 0.06 0.25 0.03 1 -

opls 135 C -0.18 0.35 0.066 1 -

opls 137 C -0.06 0.35 0.066 1 -

Bond parameters

Bond Elements k, kcal/mol−1 Å 2 r0, nm Reference Notes

opls 140-opls 135 H-C 340 0.109 1 -

opls 135-opls 137 C-C 268 0.1529 1 -

opls 137-opls 140 C-H 340 0.109 1 -

opls 137-opls 136 C-C 268 0.1529 1 -

Angle parameters

Angle Elements k, kcal/mol−1 deg2 θ0, deg Reference Notes

opls 140-opls 135-opls 140 H-C-H 33 107.8 1 -

opls 140-opls 135-opls 137 H-C-C 37.5 110.7 1 -

opls 135-opls 137-opls 135 C-C-C 58.35 112.7 1 -

opls 135-opls 137-opls 140 C-C-H 37.5 110.7 1 -

opls 135-opls 137-opls 136 C-C-C 58.35 112.7 1 -

opls 140-opls 137-opls 136 H-C-C 37.5 110.7 1 -

opls 137-opls 136-opls 136 C-C-C 58.35 112.7 1 -

opls 137-opls 136-opls 140 C-C-H 37.5 110.7 1 -
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Dihedral parameters

Dihedral Elements k1, kcal/mol k2, kcal/mol k3, kcal/mol k4, kcal/mol Reference Notes

opls 140-opls 135-opls 137-opls 140 H-C-C-H 0.0 0.0 0.3 0.0 5 -

opls 140-opls 135-opls 137-opls 135 H-C-C-C 0.0 0.0 0.3 0.0 5 -

opls 140-opls 135-opls 137-opls 136 H-C-C-C 0.0 0.0 0.3 0.0 5 -

opls 140-opls 137-opls 136-opls 136 H-C-C-C 0.0 0.0 0.3 0.0 5 -

opls 140-opls 137-opls 136-opls 140 H-C-C-H 0.0 0.0 0.3 0.0 5 -

opls 135-opls 137-opls 136-opls 136 C-C-C-C 1.3 -0.05 0.2 0.0 5 -

opls 135-opls 137-opls 136-opls 140 C-C-C-H 0.0 0.0 0.3 0.0 5 -

opls 137-opls 136-opls 136-opls 136 C-C-C-C 1.3 -0.05 0.2 0.0 5 -

opls 137-opls 136-opls 136-opls 140 C-C-C-H 0.0 0.0 0.3 0.0 5 -
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Methoxy

Nonbonded parameters

Atom type Element Charge Sigma, nm Epsilon, kcal/mol Reference Notes

opls 185 H 0.03 0.25 0.03 1 -

opls 181 C 0.11 0.35 0.066 1 -

opls 180 O -0.4 0.29 0.14 1 -

opls 182 C 0.14 0.35 0.066 1 -

Bond parameters

Bond Elements k, kcal/mol−1 Å 2 r0, nm Reference Notes

opls 185-opls 181 H-C 340 0.109 1 -

opls 181-opls 180 C-O 320 0.141 6 -

opls 180-opls 182 O-C 320 0.141 6 -

opls 182-opls 185 C-H 340 0.109 1 -

opls 182-opls 136 C-C 268 0.1529 1 -
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Angle parameters

Angle Elements k, kcal/mol−1 deg2 θ0, deg Reference Notes

opls 185-opls 181-opls 185 H-C-H 33 107.8 1 -

opls 185-opls 181-opls 180 H-C-O 35 109.5 6 -

opls 181-opls 180-opls 182 C-O-C 60 109.5 6 -

opls 180-opls 182-opls 136 O-C-C 50 109.5 6 -

opls 180-opls 182-opls 185 O-C-H 35 109.5 6 -

opls 185-opls 182-opls 185 H-C-H 33 107.8 1 -

opls 185-opls 182-opls 136 H-C-C 37.5 110.7 1 -

opls 182-opls 136-opls 136 C-C-C 58.35 112.7 1 -

opls 182-opls 136-opls 140 C-C-H 37.5 110.7 1 -

Dihedral parameters

Dihedral Elements k1, kcal/mol k2, kcal/mol k3, kcal/mol k4, kcal/mol Reference Notes

opls 185-opls 181-opls 180-opls 182 H-C-O-C 0.0 0.0 0.76 0.0 1 -

opls 181-opls 180-opls 182-opls 136 C-O-C-C 0.65 -0.25 0.67 0.0 1 -

opls 181-opls 180-opls 182-opls 185 C-O-C-H 0.0 0.0 0.76 0.0 1 -

opls 180-opls 182-opls 136-opls 136 O-C-C-C 1.711 -0.5 0.663 0.0 1 -

opls 180-opls 182-opls 136-opls 140 O-C-C-H 0.0 0.0 0.468 0.0 1 -

opls 185-opls 182-opls 136-opls 136 H-C-C-C 0.0 0.0 0.3 0.0 5 -

opls 185-opls 182-opls 136-opls 140 H-C-C-H 0.0 0.0 0.3 0.0 5 -

opls 182-opls 136-opls 136-opls 136 C-C-C-C 1.3 -0.05 0.2 0.0 5 -

opls 182-opls 136-opls 136-opls 140 C-C-C-H 0.0 0.0 0.3 0.0 5 -
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Nitro

Nonbonded parameters

Atom type Element Charge Sigma, nm Epsilon, kcal/mol Reference Notes

opls 761 O -0.37 0.296 0.17 5 -

opls 760 N 0.54 0.325 0.12 5 -

opls 764 C 0.08 0.35 0.066 5 -

opls 763 H 0.06 0.25 0.015 5 -

Bond parameters

Bond Elements k, kcal/mol−1 Å 2 r0, nm Reference Notes

opls 761-opls 760 O-N 550 0.1225 5 -

opls 760-opls 764 N-C 375 0.149 5 -

opls 764-opls 763 C-H 340 0.109 1 -

opls 764-opls 136 C-C 268 0.1529 1 -

Angle parameters

Angle Elements k, kcal/mol−1 deg2 θ0, deg Reference Notes

opls 761-opls 760-opls 761 O-N-O 80 125 5 -

opls 761-opls 760-opls 764 O-N-C 80 117.5 5 -

opls 760-opls 764-opls 763 N-C-H 35 105 5 -

opls 760-opls 764-opls 136 N-C-C 63 111.1 5 -

opls 763-opls 764-opls 763 H-C-H 33 107.8 1 -

opls 763-opls 764-opls 136 H-C-C 37.5 110.7 1 -

opls 764-opls 136-opls 136 C-C-C 58.35 112.7 1 -

opls 764-opls 136-opls 140 C-C-H 37.5 110.7 1 -
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Dihedral parameters

Dihedral Elements k1, kcal/mol k2, kcal/mol k3, kcal/mol k4, kcal/mol Reference Notes

opls 761-opls 760-opls 764-opls 136 O-N-C-C 0.0 0.4 0.0 0.0 5 -

opls 761-opls 760-opls 764-opls 763 O-N-C-H 0.0 0.0 0.0 0.0 5 -

opls 760-opls 764-opls 136-opls 136 N-C-C-C -1.54 -0.214 0.0 0.0 5 1

opls 760-opls 764-opls 136-opls 140 N-C-C-H 0.0 0.0 -0.225 0.0 5 -

opls 763-opls 764-opls 136-opls 136 H-C-C-C 0.0 0.0 0.3 0.0 5 -

opls 763-opls 764-opls 136-opls 140 H-C-C-H 0.0 0.0 0.3 0.0 5 -

opls 764-opls 136-opls 136-opls 136 C-C-C-C 1.3 -0.05 0.2 0.0 5 -

opls 764-opls 136-opls 136-opls 140 C-C-C-H 0.0 0.0 0.3 0.0 5 -

1 Parameters did not exist in GROMACS. Parameters from Ref. 5 have been used.
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Nitrophenyl

Nonbonded parameters

Atom type Element Charge Sigma, nm Epsilon, kcal/mol Reference Notes

opls 761 O -0.37 0.296 0.17 5 -

opls 767 N 0.65 0.325 0.12 5 -

opls 768 C 0.09 0.355 0.07 5 -

opls 145 C -0.115 0.355 0.07 1 -

opls 146 H 0.115 0.242 0.03 1 -

opls 149 C -0.005 0.35 0.066 1 -

opls 140 H 0.06 0.25 0.03 1 -

Bond parameters

Bond Elements k, kcal/mol−1 Å 2 r0, nm Reference Notes

opls 761-opls 767 O-N 550 0.1225 5 -

opls 767-opls 768 N-C 400 0.146 5 -

opls 768-opls 145 C-C 469 0.14 7 -

opls 145-opls 146 C-H 367 0.108 12 -

opls 145-opls 149 C-C 317 0.151 6 -

opls 149-opls 140 C-H 340 0.109 1 -

opls 149-opls 136 C-C 268 0.1529 1 -
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Angle parameters

Angle Elements k, kcal/mol−1 deg2 θ0, deg Reference Notes

opls 761-opls 767-opls 761 O-N-O 80 125 5 -

opls 761-opls 767-opls 768 O-N-C 80 117.5 5 -

opls 767-opls 768-opls 145 N-C-C 85 120 5 -

opls 768-opls 145-opls 145 C-C-C 63 120 7 -

opls 768-opls 145-opls 146 C-C-H 35 120 6 -

opls 145-opls 768-opls 145 C-C-C 63 120 6 -

opls 146-opls 145-opls 768 H-C-C 35 120 6 -

opls 146-opls 145-opls 145 H-C-C 35 120 6 -

opls 145-opls 145-opls 145 C-C-C 63 120 7 -

opls 145-opls 145-opls 149 C-C-C 70 120 6 -

opls 145-opls 149-opls 136 C-C-C 63 114 6 -

opls 145-opls 149-opls 140 C-C-H 35 109.5 6 -

opls 140-opls 149-opls 140 H-C-H 33 107.8 1 -

opls 140-opls 149-opls 136 H-C-C 37.5 110.7 1 -

opls 149-opls 136-opls 136 C-C-C 58.35 112.7 1 -

opls 149-opls 136-opls 140 C-C-H 37.5 110.7 1 -
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Dihedral parameters

Dihedral Elements k1, kcal/mol k2, kcal/mol k3, kcal/mol k4, kcal/mol Reference Notes

opls 761-opls 767-opls 768-opls 145 O-N-C-C 0.0 1.15 0.0 0.0 5 -

opls 767-opls 768-opls 145-opls 145 N-C-C-C 0.0 7.25 0.0 0.0 7 -

opls 767-opls 768-opls 145-opls 146 N-C-C-H 0.0 7.25 0.0 0.0 7 -

opls 768-opls 145-opls 145-opls 145 C-C-C-C 0.0 7.25 0.0 0.0 7 -

opls 768-opls 145-opls 145-opls 146 C-C-C-H 0.0 7.25 0.0 0.0 7 -

opls 146-opls 145-opls 768-opls 145 H-C-C-C 0.0 7.25 0.0 0.0 7 -

opls 146-opls 145-opls 145-opls 146 H-C-C-H 0.0 7.25 0.0 0.0 7 -

opls 146-opls 145-opls 145-opls 145 H-C-C-C 0.0 7.25 0.0 0.0 7 -

opls 146-opls 145-opls 145-opls 149 H-C-C-C 0.0 7.25 0.0 0.0 7 -

opls 145-opls 145-opls 145-opls 145 C-C-C-C 0.0 7.25 0.0 0.0 7 -

opls 145-opls 145-opls 145-opls 149 C-C-C-C 0.0 7.25 0.0 0.0 7 -

opls 145-opls 768-opls 145-opls 145 C-C-C-C 0.0 7.25 0.0 0.0 7 -

opls 145-opls 145-opls 149-opls 136 C-C-C-C 0.0 0.0 0.0 0.0 1 -

opls 145-opls 145-opls 149-opls 140 C-C-C-H 0.0 0.0 0.0 0.0 1 -

opls 145-opls 149-opls 136-opls 136 C-C-C-C 1.3 -0.05 0.2 0.0 N/A 1

opls 145-opls 149-opls 136-opls 140 C-C-C-H 0.0 0.0 0.462 0.0 1 -

1 No reference found. Parameters used from GROMACS as is. GROMACS uses same parameters as alkane C-C-C-C.

Improper parameters

Improper Elements γ , degrees Kφ , kcal/mol n Reference Notes

opls 767-opls 768-opls 145-opls 145 N-C-C-C 180 2.2 2 7 -

opls 146-opls 145-opls 768-opls 145 H-C-C-C 180 2.2 2 7 -

opls 146-opls 145-opls 145-opls 145 H-C-C-C 180 2.2 2 7 -

opls 149-opls 145-opls 145-opls 145 C-C-C-C 180 2.2 2 7 -
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Perfluoromethyl

Nonbonded parameters

Atom type Element Charge Sigma, nm Epsilon, kcal/mol Reference Notes

opls 965 F -0.12 0.295 0.053 13 -

opls 961 C 0.36 0.35 0.066 13 -

Bond parameters

Bond Elements k, kcal/mol−1 Å 2 r0, nm Reference Notes

opls 965-opls 961 F-C 367 0.1332 13 -

opls 961-opls 136 C-C 268 0.1529 13 -

Angle parameters

Angle Elements k, kcal/mol−1 deg2 θ0, deg Reference Notes

opls 965-opls 961-opls 965 F-C-F 77 109.1 13 -

opls 965-opls 961-opls 136 F-C-C 50 109.5 13 -

opls 961-opls 136-opls 136 C-C-C 58.35 112.7 1 -

opls 961-opls 136-opls 140 C-C-H 37.5 110.7 1 -

Dihedral parameters

Dihedral Elements k1, kcal/mol k2, kcal/mol k3, kcal/mol k4, kcal/mol Reference Notes

opls 965-opls 961-opls 136-opls 136 F-C-C-C 0.0 0.0 0.463 0.0 14 1

opls 965-opls 961-opls 136-opls 140 F-C-C-H 0.0 0.0 0.29 0.0 14 1

opls 961-opls 136-opls 136-opls 136 C-C-C-C 0.104 -0.312 0.048 -0.083 14 1

opls 961-opls 136-opls 136-opls 140 C-C-C-H 0.0 0.0 0.133 0.0 14 1

1 These parameters are not in GROMACS, as the GROMACS parameters do not distinguish between dihedrals for fluorinated and

hydrogenated carbons.
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Phenyl

Nonbonded parameters

Atom type Element Charge Sigma, nm Epsilon, kcal/mol Reference Notes

opls 145 C -0.115 0.355 0.07 1 -

opls 146 H 0.115 0.242 0.03 1 -

opls 149 C -0.005 0.35 0.066 1 -

opls 140 H 0.06 0.25 0.03 1 -

Bond parameters

Bond Elements k, kcal/mol−1 Å 2 r0, nm Reference Notes

opls 146-opls 145 H-C 367 0.108 12 -

opls 145-opls 149 C-C 317 0.151 6 -

opls 149-opls 140 C-H 340 0.109 1 -

opls 149-opls 136 C-C 268 0.1529 1 -

opls 145-opls 145 C-C 469 0.14 6 -
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Angle parameters

Angle Elements k, kcal/mol−1 deg2 θ0, deg Reference Notes

opls 146-opls 145-opls 145 H-C-C 35 120 6 -

opls 145-opls 145-opls 145 C-C-C 63 120 7 -

opls 145-opls 145-opls 149 C-C-C 70 120 6 -

opls 145-opls 149-opls 136 C-C-C 63 114 6 -

opls 145-opls 149-opls 140 C-C-H 35 109.5 6 -

opls 140-opls 149-opls 140 H-C-H 33 107.8 1 -

opls 140-opls 149-opls 136 H-C-C 37.5 110.7 1 -

opls 149-opls 136-opls 136 C-C-C 58.35 112.7 1 -

opls 149-opls 136-opls 140 C-C-H 37.5 110.7 1 -

Dihedral parameters

Dihedral Elements k1, kcal/mol k2, kcal/mol k3, kcal/mol k4, kcal/mol Reference Notes

opls 146-opls 145-opls 145-opls 146 H-C-C-H 0.0 7.25 0.0 0.0 7 -

opls 146-opls 145-opls 145-opls 145 H-C-C-C 0.0 7.25 0.0 0.0 7 -

opls 146-opls 145-opls 145-opls 149 H-C-C-C 0.0 7.25 0.0 0.0 7 -

opls 145-opls 145-opls 145-opls 145 C-C-C-C 0.0 7.25 0.0 0.0 7 -

opls 145-opls 145-opls 145-opls 149 C-C-C-C 0.0 7.25 0.0 0.0 7 -

opls 145-opls 145-opls 149-opls 136 C-C-C-C 0.0 0.0 0.0 0.0 1 -

opls 145-opls 145-opls 149-opls 140 C-C-C-H 0.0 0.0 0.0 0.0 1 -

opls 145-opls 149-opls 136-opls 136 C-C-C-C 1.3 -0.05 0.2 0.0 N/A 1

opls 145-opls 149-opls 136-opls 140 C-C-C-H 0.0 0.0 0.462 0.0 1 -

1 No reference found. Parameters used from GROMACS as is. GROMACS uses same parameters as alkane C-C-C-C.

Improper parameters

Improper Elements γ , degrees Kφ , kcal/mol n Reference Notes

opls 146-opls 145-opls 145-opls 145 H-C-C-C 180 2.2 2 7 -

opls 149-opls 145-opls 145-opls 145 C-C-C-C 180 2.2 2 7 -
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Pyrrole

Nonbonded parameters

Atom type Element Charge Sigma, nm Epsilon, kcal/mol Reference Notes

opls 547 H 0.118 0.242 0.03 12 -

opls 546 H 0.155 0.242 0.03 12 -

opls 544 C -0.149 0.355 0.07 12 -

opls 543 C -0.163 0.355 0.07 12 -

opls 542 N -0.239 0.325 0.17 12 -

opls 545 H 0.317 0 0 12 -

opls 679 C 0.035 0.35 0.066 N/A 1

opls 140 H 0.06 0.25 0.03 1 -

1 No reference found. Parameters used from GROMACS as is.

Bond parameters

Bond Elements k, kcal/mol−1 Å 2 r0, nm Reference Notes

opls 547-opls 544 H-C 367 0.108 12 -

opls 544-opls 543 C-C 546 0.1367 12 -

opls 546-opls 543 H-C 367 0.108 12 -

opls 543-opls 542 C-N 427 0.1381 12 -

opls 542-opls 545 N-H 434 0.101 12 -

opls 544-opls 544 C-C 469 0.1424 12 -

opls 543-opls 679 C-C 317 0.1504 N/A 1

opls 679-opls 140 C-H 340 0.109 1 -

opls 679-opls 136 C-C 268 0.1529 1 -

1 No reference found. Parameters used from GROMACS as is.
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Angle parameters

Angle Elements k, kcal/mol−1 deg2 θ0, deg Reference Notes

opls 546-opls 543-opls 544 H-C-C 35 132.1 12 -

opls 546-opls 543-opls 542 H-C-N 35 121.6 12 -

opls 543-opls 544-opls 547 C-C-H 35 125.7 12 -

opls 543-opls 544-opls 544 C-C-C 70 107.3 12 -

opls 543-opls 542-opls 545 C-N-H 35 120 12 -

opls 543-opls 542-opls 543 C-N-C 70 109.8 12 -

opls 547-opls 544-opls 544 H-C-C 35 127.5 12 -

opls 545-opls 542-opls 543 H-N-C 35 120 12 -

opls 542-opls 543-opls 544 N-C-C 70 107.7 12 -

opls 542-opls 543-opls 679 N-C-C 70 121.6 N/A 1

opls 544-opls 543-opls 679 C-C-C 70 132.1 N/A 1

opls 543-opls 679-opls 136 C-C-C 63 114 N/A 1

opls 543-opls 679-opls 140 C-C-H 35 109.5 N/A 1

opls 140-opls 679-opls 140 H-C-H 33 107.8 1 -

opls 140-opls 679-opls 136 H-C-C 37.5 110.7 1 -

opls 679-opls 136-opls 136 C-C-C 58.35 112.7 1 -

opls 679-opls 136-opls 140 C-C-H 37.5 110.7 1 -

1 No reference found. Parameters used from GROMACS as is.

201



Dihedral parameters

Dihedral Elements k1, kcal/mol k2, kcal/mol k3, kcal/mol k4, kcal/mol Reference Notes

opls 546-opls 543-opls 544-opls 547 H-C-C-H 0.0 7.25 0.0 0.0 N/A 1

opls 546-opls 543-opls 544-opls 544 H-C-C-C 0.0 7.25 0.0 0.0 N/A 1

opls 546-opls 543-opls 542-opls 545 H-C-N-H 0.0 3.0 0.0 0.0 N/A 1

opls 546-opls 543-opls 542-opls 543 H-C-N-C 0.0 3.2 0.0 0.0 N/A 1

opls 543-opls 544-opls 544-opls 543 C-C-C-C 0.0 7.25 0.0 0.0 N/A 1

opls 543-opls 544-opls 544-opls 547 C-C-C-H 0.0 7.25 0.0 0.0 N/A 1

opls 543-opls 542-opls 543-opls 544 C-N-C-C 0.0 3.2 0.0 0.0 N/A 1

opls 543-opls 542-opls 543-opls 679 C-N-C-C 0.0 3.2 0.0 0.0 N/A 1

opls 544-opls 543-opls 542-opls 543 C-C-N-C 0.0 3.2 0.0 0.0 N/A 1

opls 544-opls 543-opls 542-opls 545 C-C-N-H 0.0 3.2 0.0 0.0 N/A 1

opls 544-opls 544-opls 543-opls 542 C-C-C-N 0.0 7.25 0.0 0.0 N/A 1

opls 544-opls 544-opls 543-opls 679 C-C-C-C 0.0 7.25 0.0 0.0 N/A 1

opls 547-opls 544-opls 543-opls 542 H-C-C-N 0.0 7.25 0.0 0.0 N/A 1

opls 545-opls 542-opls 543-opls 679 H-N-C-C 0.0 3.2 0.0 0.0 N/A 1

opls 542-opls 543-opls 679-opls 136 N-C-C-C 1.7 -0.6 0.0 0.0 N/A 1

opls 542-opls 543-opls 679-opls 140 N-C-C-H 0.0 0.0 0.42 0.0 N/A 1

opls 547-opls 544-opls 543-opls 679 H-C-C-C 0.0 7.25 0.0 0.0 N/A 1

opls 544-opls 543-opls 679-opls 136 C-C-C-C 0.0 0.0 0.0 0.0 N/A 1

opls 544-opls 543-opls 679-opls 140 C-C-C-H 0.0 0.0 0.0 0.0 N/A 1

opls 543-opls 679-opls 136-opls 136 C-C-C-C 1.3 -0.05 0.2 0.0 N/A 2

opls 543-opls 679-opls 136-opls 140 C-C-C-H 0.0 0.0 0.462 0.0 N/A 1

opls 140-opls 679-opls 136-opls 136 H-C-C-C 0.0 0.0 0.3 0.0 N/A 1

opls 140-opls 679-opls 136-opls 140 H-C-C-H 0.0 0.0 0.3 0.0 N/A 1

opls 679-opls 136-opls 136-opls 136 C-C-C-C 1.3 -0.05 0.2 0.0 N/A 1

opls 679-opls 136-opls 136-opls 140 C-C-C-H 0.0 0.0 0.3 0.0 N/A 1

1 No reference found. Parameters used from GROMACS as is.

2 Parameters don’t exist in GROMACS or the literature. Parameters for C(aromatic)-C-C-C dihedrals have been used.

Improper parameters

Improper Elements γ , degrees Kφ , kcal/mol n Reference Notes

opls 546-opls 543-opls 542-opls 544 H-C-N-C 180 2.2 2 7 -

opls 547-opls 544-opls 543-opls 544 H-C-C-C 180 2.2 2 7 -

opls 679-opls 543-opls 542-opls 544 C-C-N-C 180 2.2 2 7 -

opls 545-opls 542-opls 543-opls 543 H-N-C-C 180 2.0 2 6 -
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Appendix B

Analysis

B.1 Modified Amonton’s Law

Monolayer tribology is evaluated via calculation of the coefficient of friction (COF)

and adhesive force as defined by the Derjaguin form of Amontons’ Law of Friction1:

Ff = F0 +µ ·Fn (B.1)

where Ff , µ , and Fn represent the friction force, COF, and normal force, respectively. F0

represents the friction force between the two surfaces under zero normal load. This term is

often referred to as the adhesion term, offset term, or Derjaguin offset. In this thesis, F0 is

referred to interchangeably as the adhesion force or force of adhesion.

COF and the force of adhesion can be evaluated from B.1 through linear regression of

friction force data obtained at a series of normal loads. This general procedure is utilized

throughout the thesis, with normal load specifics detailed in the Methods sections of each

chapter.

Friction forces in this work are obtained through summing all forces in the direction of

shear (the x direction) for one of the two contacting bodies (surface + chains).

B.2 Nematic Order

As a metric of orientational ordering of monolayer chains, the nematic order, S2, is

measured for monolayer systems. Nematic order is calculated following,

S2 =

〈
3
2

cos2
θ − 1

2

〉
(B.2)

205



where each θ represents the angle between a chain’s characteristic vector, drawn through

the chain’s lowest moment of inertia, and the system director, obtained through an average

of all characteristic vectors. A value of 1.0 represents a completely ordered monolayer, and

a value of 0.0 represents isotropy. Values below 0.8 tend to indicate liquid-like behavior

for monolayers on surfaces.2

B.3 Hexagonal Order

Global hexagonal order is quantified through the use of the two-dimensional hexagonal

order parameter3,4, ψ6, the general form of which is provided in Eq. B.3.

ψ6(i) =
1
2

n

∑
j

ei6θ j (B.3)

Here, n represents the number of sites within the nearest neighbor shell of particle i, θ j the

bond angle between i and its jth neighbor, and six is the Fourier coefficient. By projecting

all neighbor shells onto a unit sphere, a single value of ψ6 is obtained corresponding to the

extent of long-range hexagonal order. As with the nematic order parameter, the hexagonal

order parameter measures on a scale from 0 to 1, where perfect hexagonal ordering, as is

the case for the crystalline substrates in this work, yields a value of 1, and deviations from

ideality yield values trending toward 0.

B.4 Interdigitation

Interdigitation of chains from opposing monolayers is quantified following the proce-

dure of Das et al.5, where the overlap density, ρov, is calculated in a series of bins along

the z dimension (normal to the surfaces) as,

ρov(z) = 4
ρtop(z)×ρbot(z)
[ρtop(z)+ρbot(z)]2

(B.4)

206



λov =
∫ zs,top

zs,bot

ρov(z)dz (B.5)

where ρtop and ρbot represent the mass densities of the top and bottom monolayers, respec-

tively. Integration is performed over all bins from the bottom surface level, zs,bot, to the

top surface level, zs,top, to obtain a z-independent interdigitation parameter, λov (Eq. B.5).

In the absence of interdigitation, λov will equal zero and increasing values signify greater

overlap between monolayers.
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Appendix C

Appendix to Chapter 4

C.1 Details of calculations for monolayer structural metrics

Sampling window, obtaining averages and errors

As mentioned in Chapter 4, sampling of properties during shear is obtained during

a window from 0.3ns through 1.3ns after the initiation of shear for systems featuring a

single-asperity geometry. For systems featuring a planar geometry, the sampling window

is defined from 0.75 through 1.5ns following the initiation of shear. The longer shear time

prior to sampling in these systems is a result of a delay in reaching a steady-state friction

force associated with the time required for all chains to become shear-aligned.

Mean values and errors for properties under shear are obtained through a block-averaging

approach. Friction forces are sampled every 0.5ps, while structural properties are sampled

every 1.0ps. Results are binned into 15 equally-sized blocks over the sampling window.

Block averaging is performed by reporting the average of the means for each sub-window,

with errors representing the standard deviation of the block means. The exception to this

scheme is in the calculation of error for monolayer tilt angle. Here, an error in the average

tilt angle is obtained for each frame in the simulation trajectory (every 1.0ps). The error

reported for tilt angles (such as in Fig. 4.2 and Table 4.1) represents the standard deviation

in the block means for these error values.

The procedure for calculating the mean and error for the equilibrium properties pro-

vided in Table 4.1 is described in a footnote in the text; however, to re-iterate here, equilib-

rium properties are evaluated from a window from 0.5ns through 1.0ns after the beginning

of the equilibration run (prior to which films have reached an equilibrated state). Mean

values reported for the nematic order, average tilt angle, and gauche defect fraction repre-

sent an average of all values collected over the sampling window (with individual values
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obtained every 1.0ps). Error for nematic order represents one standard deviation of this

mean, while error for the average tilt angle and gauche defects per chain is evaluated for

each frame and the value reported in the table represents the mean of these error values

(thus providing a measure of uniformity within the film as opposed to changes in the global

property over time). Film thickness is estimated by voxelizing the surface into a 9x9 grid

(where each voxel has an area of 2.78nm2) where values for each frame equate to the aver-

age of the thickness within all voxels. The mean value reported in the table corresponds to

the mean of these averages over the sampling window and the error represents the mean of

the standard deviations to again allow for error propagation.

Film thickness

Film thickness is calculated by subtracting the monolayer height from the surface level.

The monolayer height is calculated by generating a cumulative histogram of the positions

of all carbon atoms in the monolayer in the z-dimension (i.e. normal to the surface), where

the bin location corresponding to 95% of the carbon atoms is considered to represent the

film height. The surface level is determined by calculating the average z-position of surface

oxygens (i.e. those oxygens attached to either alkylsilane chains or hydrogen caps).

Penetration depth

Penetration depth is considered to be the distance between the monolayer height (see

the Film thickness section for this definition) and the minimum z-position of the tip (i.e.

the apex).

Nematic and orientational order

Nematic order is calculated by first computing the inertia tensor of each alkylsilane

chain. The chain’s director is then considered to be the eigenvector corresponding to the

lowest eigenvalue of the inertia tensor. A system director is then computed which corre-
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sponds to the average of all chain directors. For a simple measure of orientational order,

the dot product of the chain director and the system director is computed. This is useful

in the generation of heatmaps to examine local ordering, as this provides a value for each

individual chain. For a measure of global orientational order, the nematic order parameter

is calculated using Eq. B.2.

Gauche defects

A gauche defect is defined as a C-C-C-C dihedral angle that is larger than 270 degrees

or lower than 90 degrees.

Inter-surface separation

Inter-surface separation is defined as the distance between the interface of the top sur-

face (either planar or tip geometry) and the bottom surface. Surface levels for planar ge-

ometries are determined by the mean z-coordinate of surface oxygens (i.e. those oxygens

attached to either alkylsilane chains or hydrogen caps). Surface level for tips is determined

by the minimum z value (i.e. the tip apex).

C.2 Details on the sampling of friction forces

Fig. C.1 shows friction force trajectories for each system under a normal load of 25nN.

It is shown that friction force features higher variation for lower densities, corresponding

to the nonuniform film thickness. Statistical averaging occurs over the 1ns window from

0.3ns to 1.3ns of shear (shown in the above figure as the non-shaded region). Friction forces

are sampled every 0.5ps and the results are placed into 15 blocks over the 1ns sampling

window. Block averaging is performed by reporting the average of the means for each

sub-window, with errors representing the standard deviation of the block means.
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Figure C.1: Friction force trajectories for monolayers under shear with a 2nm hemispher-
ical tip at a normal load of 25nN. Statistical averaging occurs over the 1ns window from
0.3ns to 1.3ns of shear, thus the shaded region is excluded.

C.3 Results for directional dependence of single-asperity shear

Fig. C.2 reveals that the trends in COF with monolayer density are independent of shear

direction. The system with a monolayer density of 4.0 chains/nm2 does feature a reduced

COF when the surface is moved in the +x direction as compared to the –x direction (Fig.

4.1 in the main text); however, there is still a clear trend whereby the lowest density film

(2.0 chains/nm2) features the lowest COF and the highest density film (5.0 chains/nm2)

features the highest COF, a result of molecular plowing as shown in the main text.

C.4 Results for shear using a planar geometry

Fig. C.3 shows that the COF appears to be independent of monolayer density for the

planar contact model used in this work. Linear regressions of the data in Fig. C.3 were

used to obtain the values provided in Table 2.
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Figure C.2: Friction force vs. normal force for monolayers with densities of (in chains per
nm2) 5.0 (black, circles), 4.0 (blue, triangles), 3.0 (red, squares), and 2.0 (orange, stars)
under shear with a 2nm hemispherical tip where the surface is moved in the +x direction.
Lines represent linear regressions and error bars represent one standard deviation.
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Figure C.3: Friction force vs. normal force for monolayers with densities of (in chains
per nm2) 5.0 (black, circles), 4.0 (blue, triangles), 3.0 (red, squares), and 2.0 (orange,
stars) under shear with a planar, amorphous silica counter-surface. Lines represent linear
regressions and error bars represent one standard deviation.
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5.0 chains/nm24.0 chains/nm23.0 chains/nm22.0 chains/nm2

Figure C.4: Heatmaps of the number density of carbon atoms relative to the tip apex nor-
malized by the bulk value, which corresponds to product of the number of carbons per chain
(18) and the monolayer density, during shear under a normal load of 25nN. Note: Plot di-
mensions (-4nm, 4nm) to (-4nm, 4nm) represent a zoomed-in look at the region around the
tip and do not represent the full substrate dimensions.

C.5 Heatmaps of monolayer density during shear

Fig. C.4 shows heatmaps for the time-averaged number density of carbon atoms in the

monolayer region around the tip. For the film with a density of 2.0 chains/nm2 and also

somewhat for the film with a density of 3.0 chains/nm2, a densified region of the film is

apparent around the tip. This is similar to the result shown in Fig. 4.6 of the main text

and is suggestive of the tip pushing/displacing chains to the side during shear, helping to

explain the lack of additional induced gauche defects observed in Fig. 4.7.

C.6 Single asperity contact areas

Fig. C.5 shows the contact area for systems featuring an asperity geometry as a function

of normal load for several monolayer densities. Contact area is observed to be relatively

insensitive of monolayer density, which helps explain the similar values observed for the

intercept calculated from the linear regressions in Fig. 4.4. Contact area is estimated

via the approach of Ref. 1, whereby monolayer atoms that are within 0.5nm of any tip

atom are considered to be in contact with the tip. The positions of all monolayer atoms

in contact with the tip are projected onto the xy-plane (i.e. the surface plane) and a circle

encompassing 95% of these atoms is considered to represent the contact area. It should
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Figure C.5: Average contact area for tips under shear against monolayers with densities
of (in chains per nm2) 5.0 (black, circles), 4.0 (blue, triangles), 3.0 (red, squares), and 2.0
(orange, stars). Error bars represent one standard deviation and lines are provided only as
a guide to the eye.

noted that this approach has been shown to under-estimate the contact area as compared to

more rigorous force-based approaches2,3; however, for the purposes here we are interested

only on the general trends so we utilize the simpler distance-based approach
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Appendix D

Appendix to Chapter 5

D.1 Additional details on molecular descriptors
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Molecular descriptor Description Category
Approximate Surface Area Approximation of molecular surface area

using the approach defined by Labute1
Size

Asphericity Measure of molecular shape (from Baum-
gartner2); A = 0 for spherical shape, A =
1 for highly prolate shapes, and A = 0.25
for oblate shapes

Shape

Balaban J Related to connectivity, degree of branch-
ing3

Complexity

Bertz CT Measure of molecular complexity
through connectivity4

Complexity

Chi0, Chi1 Connectivity indices5 Complexity
Chi0n - Chi4n Connectivity indices over various molec-

ular fragments (0=atoms, 1=one bond
fragments, 2=two bond fragments, etc.)5

Complexity

Chi0v - Chi4v Valence connectivity indices (0=atoms,
1=one bond fragments, 2=two bond frag-
ments, etc.)5

Complexity

Eccentricity Shape descriptor calculated from the in-
ertia matrix (0=spherical, 1=linear), from
Arteca6

Shape

Hall-Kier alpha Modifying term for kappa descriptors, re-
lated to shape/flexibility7

Shape

Hall-Kier kappa1 Alpha-modified topological shape de-
scriptor; related to complexity/number of
cycles (rings) in the bond graph7

Shape

Hall-Kier kappa2 Alpha-modified topological shape de-
scriptor; related to degree of star-like
bond graph vs. linearity7

Shape

Hall-Kier kappa3 Alpha-modified topological shape de-
scriptor; related to ”centrality” of branch-
ing7

Shape

Hydrogen bond factor Developed in this work; related to ability
for formation of inter-monolayer hydro-
gen bonds

Charge distribu-
tion, Misc.

IPC Complexity/connectivity descriptor esti-
mated from adjacency matrix of bond
graph8

Complexity
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Molecular descriptor Description Category
Inertial shape factor Characterization of molecular shape from

principal moments of inertia (pm2/(pm1∗
pm3), where pm1-3 are the three princi-
pal moments), from Todeschini and Con-
soni7

Shape

logP Octanol - water partition coefficient es-
timated through the method of Wildman
and Crippen9; measure of hydrophobicity

Charge distribu-
tion/Misc.

Molar refractivity Estimation of molecular polarizability;
calculated through the method of Wild-
man and Crippen9

Size

Molecular weight - Size
Molecular weight (heavy
atoms)

Molecular weight excluding hydrogens Size

Normalized principal mo-
ments ratios (NPR1, NPR2)

Used to characterize molecular shape,
from Sauer and Schwarz10

Shape

Number of heavy atoms Number of non-hydrogen atoms Size
Number of rotatable bonds - Size/Shape
Number of valence electrons - Size
Plane of best fit Measure of molecular planarity (0=pla-

nar, increasing with less planarity)11
Shape

Principal moments of inertia
(PMI1, PMI2, PMI3)

Three principal moments of inertia for the
molecule (1=smallest, 3=largest)

Shape

Radius of gyration (From Arteca6) Characterizes molecular
shape, specifically elongation

Shape/Size

Spherocity Measure of molecular shape (0=spherical,
1=flat), from Robinson et al.12

Shape

Topological polar surface
area

Estimation of surface area of only polar
atoms, from Ertl et al.13

Charge distribu-
tion
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Molecular descriptor Description Category
Total hydrophobic VSA Sum of SA contributions from atoms with

−0.20≤ q < 0.20
Charge distribu-
tion

Total negative van der Waals
surface area (VSA)

Sum of SA contributions from atoms with
q < 0.0

Charge distribu-
tion

Total negative polar VSA Sum of SA contributions from atoms with
q <−0.20

Charge distribu-
tion

Total polar VSA Sum of SA contributions from atoms with
|q|> 0.20

Charge distribu-
tion

Total positive VSA Sum of SA contributions from atoms with
q > 0.0

Charge distribu-
tion

Total positive polar VSA Sum of SA contributions from atoms with
q≥ 0.20

Charge distribu-
tion

Fractional hydrophobic VSA Total hydrophobic VSA / Total VSA Charge distribu-
tion

Fractional negative VSA Total negative VSA / Total VSA Charge distribu-
tion

Fractional negative polar
VSA

Total negative polar VSA / Total VSA Charge distribu-
tion

Fractional polar VSA Total polar VSA / Total VSA Charge distribu-
tion

Fractional positive VSA Total positive VSA / Total VSA Charge distribu-
tion

Fractional positive polar VSA Total positive polar VSA / Total VSA Charge distribu-
tion
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D.2 Plots of COF, F0, and S2 for chemically-identical systems
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Figure D.1: COF, adhesive force, and nematic order of monolayers with select terminal
groups as a function of chain length.
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Figure D.2: COF, adhesive force, and nematic order of monolayers with select terminal
groups as a function of chain length.
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Appendix E

Appendix to Chapter 6

E.1 Additional details on the CG nanoparticle model

E.1.1 Golden section spiral algorithm

The golden section spiral algorithm used to distribute pseudo-atoms into a spherical

shell is included within the mBuild Python package.1,2 The algorithm itself was adapted

from a thread on the numpy-discussion list.3

φ = 1
2(1+

√
5)

lincr = 2π/φ

dz = 2/n, where n = the number of pseudo-atoms

bands = 0,1, ...,n−1,n

z = bands ·dz−1+(dz/2)

r =
√

1− z2

az = bands · lincr

x = r · cosaz

y = r · sinaz

x, y, and z are vectors containing values of each coordinate for each point in the model.

E.1.2 Maximum packing model, φb(d, σb)

Preliminary nanoparticle models featured a maximum packing algorithm, where φb was

maximized without allowing overlap between neighboring beads. Fig. E.1 shows that φb

for nanoparticles constructed in this manner is dependent both on the nanoparticle diam-

eter, d, and the pseudo-atom diameter, σb. However, the inset of Fig. E.1 reveals that

φb is equivalent for values of d/σb. As d/σb increases, φb increases, reaching an asymp-
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Figure E.1: Using a maximum packing model, volume fraction of coarse-grained beads
within the spherical nanoparticle shell as a function of nanoparticle radius for σb values of
0.5 (magenta), 1.0 (red), 1.5 (blue), and 2.0nm (black). The inset shows the same data with
the nanoparticle radius normalized by σb, where the four curves collapse onto a single line.
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a. b.

Figure E.2: a. Total potential energy (blue) and system temperature (red) during the step-
wise annealing of the amorphous silica bulk with 10ps spent at each temperature stage. b.
Interaction energy between two nanoparticles (d=4nm) carved from bulk silica annealed
using times of 1, 5, 10, and 20ps spent at each temperature stage.

totic value of roughly 0.4. This phenomenon has profound effects on the transferability

of interaction parameters derived for nanoparticles designed using the maximum packing

model. Parameters are likely to be transferable between nanoparticles featuring equivalent

(or nearly equivalent) values for φb. Thus, parameters would likely be transferable only for

nanoparticles with d/σb values above about 5. Furthermore, if nanoparticles with lower

values of d/σb are included during the optimization, the resulting parameter set will likely

have reduced accuracy.

E.2 Additional details on the collection of atomistic target data

E.2.1 Bulk silica equilibration procedure

As described in the main text, the amorphous silica bulk from which atomistic nanopar-

ticles were carved was generated through the procedure described by Litton and Garofalini,

where a stoichiometric mixture of Si and O is heated to 10,000K and quenched to 300K

through a series of intermediate temperatures, using the ReaxFF force field. The tempera-
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Figure E.3: Diagrams of the nanoparticles and the corresponding silica bulk used to carve
them for nanoparticles with diameters of 4 and 8nm. For nanoparticles with a diameter
larger than 5nm, the silica bulk is replicated.

ture profile of the system through the quenching procedure is shown in Fig. E.2a, alongside

the potential energy of the system (which is shown to equilibrate quickly at each stage). At

each stage the system is held at this temperature for 10ps before advancing to the next

stage (directly following the procedure of Litton and Garofalini). We have examined the

influence of the time spent at each stage by equilibrating the silica bulk where this time is

set to 1, 5, 10, and 20ps and examining the interaction potential between two nanoparticles

carved from each bulk. As shown in Fig. E.2b, the quench rate appears to have negli-

gible influence on the interaction potential over the range studied here, providing further

confidence that the chosen 10ps is appropriate.

E.2.2 Carving of nanoparticles from bulk silica

Nanoparticles are carved from the bulk silica as spheres of a user-defined radius (i.e.

all atoms within Rnm from the center of the box are included in the nanoparticle). As the

dimensions of the silica box are 5nm x 5nm x 5nm, nanoparticles with radii larger than

2.5nm necessitate replication of the box for carving (Fig. E.3b).

Nanoparticles carved directly from bulk as perfect spheres certainly represent an ideal-

ized model, where in reality one would expect silica nanoparticles to feature some aspheric-

ity and a hydroxylized outer layer. The influence of an outer oxygen layer is examined by
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a. b. c.

Figure E.4: Silica nanoparticles with a diameter of 4nm a. without and b. with a surface
oxygen layer. c. The interaction energy between two nanoparticles without (black) and
with (red) a surface oxygen layer.

calculating the interaction potential between two nanoparticles, comparing the model de-

scribed in the main text (Fig. E.4a, where nanoparticles are carved ”as is” without an outer

oxygen layer) with a model where an additional buffer of oxygen atoms (0.275nm) is in-

cluded (Fig. E.4b). For the model that includes oxygen atoms, Si-O bonds were generated

between all atoms within 0.20419nm and any atoms that are left un-bonded are removed

from the system. The interaction potential calculated using these two models is shown in

Fig. E.4c, where it should be noted that we have shifted the curve for the second model

(w/ oxygen atoms) by a value of -0.55nm (twice the oxygen buffer) to account for the dif-

ference in radii. From Fig. E.4c we observe that the presence of an oxygen layer does not

appreciably influence the nanoparticle-nanoparticle interaction potential. This helps pro-

vide further justification for the use of the simpler, idealized model we have utilized for the

target data in the main text.

Concerning asphericity, in earlier trials of our nanoparticle optimizations we utilized

target data obtained from nanoparticles that had been equilibrated for 50ps using the ReaxFF

force field. For small nanoparticles (e.g. R=2nm) considerable asphericity was observed

which resulted in difficulty obtained coarse-grained parameters that fit to the all-atom target

data, as the coarse-grained nanoparticles are constructed as perfect spheres. Fig. E.5 shows
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Figure E.5: The interaction energy between nanoparticles with diameters of 4, 6, 8, and
10nm using two different model. In black is the model used in the main text, where
nanoparticles are carved directly from bulk silica. In red are nanoparticles that are equili-
brated after carving.

the interaction potential between two nanoparticles, comparing results obtained using two

nanoparticle models:

• Model 1: The model described in the main text, where nanoparticles are carved

directly from bulk silica as (nearly) perfect spheres with no additional adjustments.

• Model 2: After carving from bulk silica, nanoparticles are equilibrated for 50ps

under the ReaxFF force field. The interaction potential between two nanoparticles

is calculated using DREIDING force field and includes a Coulomb term that uses

charges from the ReaxFF charge equilibration.

It can be observed that for nanoparticles with radii of 3, 4, and 5nm the interaction potential

is nearly identical between the two models. For the smallest nanoparticle size (R=2.5nm)

deviation between the two models is observed, likely due to the asphericity of the nanopar-

ticle in Model 2 (pictured as an inset). The agreement observed between these two models

further supports the use of the idealized model (Model 1) for target data collection in the

main text, and suggests that asphericity effects are negligible for radii ? 3nm.

E.2.3 Choice of atomistic force field

Nanoparticle-nanoparticle interaction potential considering VDW interactions only is

examined using LJ parameters from three force fields: hybrid COMPASS, DREIDING,
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Figure E.6: a. The interaction energy considering VDW interactions only between two
nanoparticles with d=4nm using the OPLS (black circles), DREIDING (red triangles), and
COMPASS (blue squares) force fields. b. The interaction energy considering electro-
static interactions only using OPLS charges (black circles), charges obtained from ReaxFF
charge equilibration (red triangles), and ReaxFF charges updated at each timestep (blue
squares).

and OPLS. Details on the hybrid COMPASS LJ parameters are located in the main text.4,5

Both the OPLS and DREIDING force fields describe VDW interactions through a 12-6 LJ

potential, using Lorentz-Berthelot mixing rules for cross interactions. OPLS LJ parameters

for silicon are σ = 4.0Å and ε = 0.10kcal
mol , and for oxygen are σ = 3.0Å and ε = 0.17kcal

mol .
6

DREIDING LJ parameters for silicon are σ = 3.804Å and ε = 0.310kcal
mol , and for oxygen

are σ = 3.033Å and ε = 0.096kcal
mol .

7 The VDW contribution to the interaction potential is

shown in Fig. E.6 for nanoparticles with a diameter of 4nm. Interaction potentials calcu-

lated using the DREIDING and COMPASS force fields are shown to be nearly identical,

whereas the OPLS curve is shown to be slightly smoother. As both the DREIDING and

COMPASS force fields have been utilized in the literature in studies of silica nanoparticles,

it was determined that one of these should be chosen for our study. Interactions potentials

were calculated slightly quicker using the COMPASS force field, so this is the one that was

ultimately chosen.

Nanoparticle-nanoparticle interaction potential considering electrostatic interactions
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only is examined using three sets of partial charges: OPLS, partial charges obtained through

ReaxFF charge equilibration (QEq-static), and partial charges obtained through ReaxFF

charge equilibration that are updated at each configuration (QEq-dynamic). OPLS charges

for silicon and oxygen are 0.86 and -0.43 respectively.6 Charge equilibration was per-

formed in LAMMPS using the implementation by Aktulga et al..8 The electrostatic contri-

bution to the interaction potential is shown in Fig. E.6a for nanoparticles with a diameter

of 4nm. The electrostatic contribution to the interaction potential using OPLS charges is

shown to yield large error bars and deviates to slightly positive values at smaller separa-

tions. This is expected, as fixed charges without a charge equilibration are likely to yield a

non-uniform charge distribution, and the lack of considering nanoparticle charge neutrality

during carving is likely to provide each nanoparticle with a slight charge that will lead to

repulsion. The electrostatic contribution to the interaction potential using dynamic charge

equilibration is shown to be negligible at long range, and reveals attraction at short range.

However, as mentioned in the main text, silica nanoparticles typically feature a polymer

coating to prevent aggregation, so we are not concerned with the short range behavior,

thus, the influence of charge appears to be negligible as has been found in previous work

comparing the influence of various force fields on silica nanoparticle self-assembly.9 This

is further supported by examining the electrostatic contribution to the interaction potential

using charges obtained through a single charge equilibration. Here, the influence of charge

is shown to be negligible even at short range.

E.2.4 Procedure for collection of target data for nanoparticle-nanoparticle interaction en-

ergy

Target data used in force field optimization consists of values of interaction potential

between two bodies calculated over a range of center-of-mass separations. For optimization

of nanoparticle-nanoparticle parameters, the two bodies involved in target data collection

are atomistic nanoparticles. Target data collection is not included within the NanoOpt
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Python package, as we opted for scripting in C++ for this portion of the development for

ease of parallelization and improved performance. A template of the script used in the

collection of target data is provided in the NanoOpt repository.10 The procedure used to

collect target data can be broken down as:

1. Load in the atomic positions from an XYZ file

2. Define limits of center-of-mass separations to examine

• Min: 20×R

• Max: 20×R+40+10× (ceil(R/2)−1)

• This does not represent the range of the final data, as pruning is performed to

remove values at short separations (with the VDW volume), described in further

detail below.

3. Initialize a histogram with 100 bins (higher resolution is therefore provided for smaller

nanoparticles)

4. Choose a starting separation within the range of (Min, Max)

5. Evaluate the interaction energy and add the value to the appropriate bin in the his-

togram

• Note: An overlap criterion is considered whereby if any two atoms are of a

distance ≤ 0.8σ the two nanoparticles are considered to be overlapping and

this configuration is skipped. This helps to avoid contributions from high-

energy, overlapping configurations at small center-of-mass separations that sys-

tems would be unlikely to adopt.

6. Generate a new configuration by randomly rotating and randomly translating one of

the nanoparticles
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7. Continue to repeat steps 5 & 6 until an even sampling of all bins is achieved (exclud-

ing the first 5 bins, where our overlap criterion inhibits even sampling)

After target data is collected, the data is pruned to remove values at center-of-mass

separations below 0.40323nm×0.8, again as an overlap criterion, where 0.40323nm repre-

sents the diameter of silica. This removes data at center-of-mass separations where VDW

radii would be overlapping, which hinders optimization of coarse-grained parameters.

It should also be noted that the number of configurations sampled per bin is not equal

for all nanoparticle radii; however, standard deviations in interaction potential for all radii

and center-of-mass separations are < 10% and are closer to < 2% for values other than

at the shortest few center-of-mass separations. This supports the notion that a sufficient

number of configurations were sampled per bin for all nanoparticle sizes. As follows are

the mean number of configurations per bin, along with the standard deviation, for each of

the radii examined in this work (3nm-10nm) is as follows:

3nm: 86.8± 9.2, 4nm: 69.5± 10.1, 5nm: 22.4± 4.2, 6nm: 66.1± 9.7, 7nm: 33.6± 5.2,

8nm: 19.1±3.5,

9nm: 25.6±4.2, 10nm: 13.9±3.8

E.2.5 Procedure for collection of target data for nanoparticle-alkane cross-interactions

Target data was also collected for the interaction between spherical silica nanoparticles

of various radii and united-atom alkane moieties (CH2, CH3). Data collection used the

same procedure as for the target data collected for the potential between two nanoparticles,

evaluating the interaction energy at a series of center-of-mass separations. Target data

collection proceeding using the following general procedure:

1. Load the atomic positions of the nanoparticle from an XYZ file

2. Define a single point to represent united-atom CH2 or CH3 moiety

3. Define limits of center-of-mass separations to examine
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• Min: d/2

• Max: d/2+3

• This does not represent the range of the final data, as pruning was performed to

remove data with large error bars in the short-range region and additional data

was collected to provide additional fidelity to the region of the potential well.

See further explanation below.

4. Initialize a histogram with 50 bins

5. Choose a starting separation within the range of (Min, Max)

6. Evaluate the interaction energy and add the value to the appropriate bin in the his-

togram.

• Note: An overlap criterion is considered whereby if any two atoms are of a

distance ≤ 0.8σ the configuration is considered to be overlapping and this con-

figuration is skipped. This helps to avoid contributions from high-energy, over-

lapping configurations at small center-of-mass separations that systems would

be unlikely to adopt.

7. Generate a new configuration by randomly rotating and randomly translating the

nanoparticle

8. Continue to repeat steps 5 & 6 until an even sampling of all bins is achieved (exclud-

ing the first 10 bins, which end up getting pruned off post-collection)

E.3 Equations used from the literature for CG model comparison

To compare the CG model developed in this work with available models in the litera-

ture, Fig. 6.11 in Chapter 6 provides plots showing interaction potential curves for several

nanoparticle sizes calculated using the model developed in this work and using equations
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provided in Fig. 6 of the work by Lee and Hua.11 In their work, a general interaction

potential was used for the interaction between two point nanoparticles of the form:

U(r) = 4ε

[(
σ

r

)2α

−
(

σ

r

)α
]

(E.1)

where σ is the nanoparticle diameter and ε and α are derived through fitting. The equations

derived via fitting (along with reduced forms of ε and σ ) for these last two parameters are:

εr =
ε

ε0
(E.2)

σr =
σ

σ0
(E.3)

εr = 286[1− exp(−0.014σr)] (E.4)

α = 0.226+2.983σr (E.5)

where σ0 and ε0 correspond to 0.62nm and 3.10 kJ/mol, respectively. The values for σ0

and ε0 correspond to the parameters used in the interaction between pseudo-atoms of a

coarse-grained nanoparticle model similar to that used in our work; however, in the work

of Lee and Hua, pseudo-atoms were fixed to a given size (0.62nm in diameter) and inter-

actions were governed by a 12-6 Lennard-Jones potential. The equations above for point

particle interactions have been used in Chapter 6 (Figure 6.11) to compare nanoparticle-

nanoparticle interaction potential curves with our model.
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