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CHAPTER |

INTRODUCTION

1.1 MAVs and aerodynamics of flapping wings

Micro air vehicles (MAVs) are defined by the Defense AdvanRegearch Projects
Agency (DARPA) as robotic flyers that have wingspan under h5and weight less
than 20 grams. As compared with larger aerial vehicles, MA&\ge advantage of great
agility and promise to fly in a complex environment (e.g.,dadsettings or cluttered
zones). With micro electronic and wireless communicatiewices on board, MAVs
have numerous applications such as military intelligesceyeillance and reconnais-

sance, searching and rescuing, environment monitorirtgueran policing.

Depending on the mechanism for lift and propulsion, MAVs bangenerally di-
vided into three categories: fixed wings, rotary wings, aagding wings. In contrast
with fixed-wing and rotary-wing MAVS, flapping-wing MAVs aii@spired by nature
and they mimic the flight strategy of animals such as inseatds, and bats. The wings
of these animals serve as both lifting surfaces and thsstad they allow the animals
to make extremely fast maneuvers (e.g., during chase ammgph&sdly éfortlessly in
gusty environment, attack precisely and stealthily, arstasn flight for a long time.
Therefore, even though the other types of MAVs (e.g., quadriMAVS) have grown

rapidly in recent years, the natural flyers with superiorfggenance will continue to



inspire engineers to seek flapping wings as an alternatiategly for future MAVS.

The most remarkable characteristic of flow around the flagppiimg is that the flow
is typically separated from the wing surface and is unste@ldgse features distinguish
aerodynamics of flapping wings from that of traditional wsngin the early twenti-
eth century, it was found that the traditional aerodynarhenty based on the steady,
attached flow assumption failed to predict enough lift pitun of insect wings\\Veis-
Fogh and Jenseni956. This dilemma has led to later discovery of unsteady mecha-
nisms associated with flapping wings. In particular, a legeéidge vortex (LEV) is
generated during a wing transition and stably attachesatevthg surface during most
of wingbeat Ellington et al, 1996. This stable LEV leads to low pressure on the wing
upper surface and thus overall augments lift. Besidesetasr many other issues in-
volving in flapping-wing aerodynamics. For example, whenmgilaps back and forth,
it also rotates around its own longitudinal axis, a motiolechpitching. Such pitching
motion dynamically changes the angle of attack and intredamonlinear rotational ef-
fect that is analogous to the Magus$eet Dickinson et al. 1999 Sane 2003. Another
effect is wing-wake interaction, which takes place when thegweverses its transla-
tional direction. The wing encounters the wake induced leyptoceeding half stroke
thus increases the relative velocity of the wing with respthe flow Dickinson et al.
1999. Clap and cling is anotherffect for small insects such as greenhouse whitefly.
Thatis, in a nearly horizontal stroke plane, the two wingselup at the end of upstroke
to push air downward; then the wings start to separate franetiding edge, creating

a low pressure zone between the two wings and thus genegatatijonal lift \Weis-



Fogh 1973 Spedding and Maxworthy1986 Ellington, 1984). Structural mechanics is
also heavily involved in the aerodynamics of flapping wingghee wings are typically
passively flexible and have time-dependent deformatiomsgwingbeat Dai et al,

20128. This aeroelasticity necessarily requires a fluid-streeinteraction approach

to study the &ect of the wing flexibility.

There has been significant progress made in recent yearams t# understand-
ing aerodynamics of flapping wings. Both experimental andmatational approaches
have been used to study this problem. On the experiment| bath force measure-
ment and flow visualization, e.g., bubfdmoke visualization and also particle imaging
velocimetry (PIV), have been applied to study the flow pat{&llington et al, 1996
Lentink and Dickinson2009 Elimelech and Ellington2013. Direct force measure-
ment has mainly been utilized for the model wings or the @ageccwings flapped by
robotic apparatuses. Both idealized wing kinematitay ¢t al, 2003 Birch and Dick-
inson 2007, Lentink and Dickinson2009 Kruyt et al, 2014 and more realistic kine-
matics Dickinson et al.1999 have been adopted for those model wings to stuiyce
of the diferent kinematic aspects. In particul@ickinson et al.(1999 designed an
apparatus to flap a model fly wing with three degrees of freedord with approxi-
mated wing kinematics, they measured the time-dependéeaniil drag forces of the
wing. In terms of flow measurement, only limited informatican be obtained from
flow visualization, and there is not much detail about thee¢hdimensional flow field.
For live animals, PIV measurements have been done in sorae tameasure the fluid

velocity (Warrick et al, 2009 2005 Wolf et al., 2013a Kim et al., 2014 Rosén et aJ.



2007 Henningsson et gl2008 Spedding et al2003.

Computational fluid dynamicsfiers a great alternative approach to understand the
complex flow physics of the flapping-wing problem. Two-diregmal, and more re-
cently, three-dimensional, models have been developeintadate the unsteady flow,
mostly for hovering flight Sun and Tang2002a Wang et al.2004a Aono et al, 2008
Dai et al, 2012a Jardin et al.2012 Harbig et al, 2013. In most of these work, the
wing motions are idealized (e.g., using sinusoidal fumg)pso that the studies could
focus on some fundamental flow physics. In some other caémmg et al, 2009
Zheng et al.20133, real animals (e.g., locusts and hawk moths) were simailatel
information about the flow and forces can be obtain diredtiycontrast with idealized
wing models that are devoted to understanding of isolateddmental flow physics,
more realistic three-dimensional models like those fot am@mals allow us to study
the animal flight directly. For example, we can get the ovdifalind thrust production
of the entire wing and also detailed data on pressure disioit. In addition, the three-
dimensional flow can be visualized, and the whole field datédcbe used for detailed

analysis.

1.2 Aerodynamics of hummingbird flight

Hummingbirds are distinguished and extremely agile flyensrg birds. They are
capable of not only sustained hovering flight but also faswvérd flight and various
rapid maneuvers. Their superb performance has inspiregl@®awent of miniaturized

aerial vehicles, e.g., the robot dubbed “Nano Humminghtindt was recently invented



by AeroVironment Co., (Monrovia, CAKeennon et a).2010.

As the only bird that is capable of performing sustained hogeflight (Kruyt
et al, 2014, hummingbirds’ the morphological kinematics, aerodyra@nand power
consumption at hovering flight have been extensively stu@iedrick et al, 2012
Tobalske et a).2007 Warrick et al, 2005 2009 Chai and Dudley1999 Altshuler
et al, 20043. Tobalske et al(2007) performed comprehensive measurement of the
flight kinematics of the rufous hummingbirds in the wind tehat speed from zero
(hovering) to 12 rfs. The data they obtained include the body orientation amgiey-
beat frequency, wingbeat amplitude, stroke plane anglegti trajectory, and time-
dependent variables such as the wing chord angle and wirgg ateliferent flight
speeds.Hedrick et al.(2012 used high-speed three-dimensional X-ray videography
and found hummingbirds enable the high-degree supinati@ilbwing rotation at the
wrist and possibly even at other skeletal elements on thgayinhich provide the mor-
phological knowledge to explain why the hummingbird canrerse the wing during

stroke transition.

Altshuler et al.(20043 used a dissected hummingbird wing and tested lift produc-
tion of the wing revolving in one direction. By comparing Wwiving models of increas-
ing realism, i.e., those with sharpened leading edges atidswbstantial camber, they
found that the real hummingbird wing generates more lift] teir result suggests that
some geometric details such as the presence of camber terad¢ase lift. Using par-
ticle image velocimetry (PIV)Warrick et al.(2005 2009 studied the flight of rufous

hummingbirds. They were able to measure the flow in the tweedsional planes that



are perpendicular to the wing axis during the entire strgiodec Based on the PIV data,
they visualized the leading-edge vortex (LEV) and cal@ddhe circulation at dlierent
spanwise locations. Interestingly, their result shows tina average bound circulation
during the downstroke is 2.1 times of the that during thenast Warrick et al, 2009.
Assuming that the conventional airfoil theory holds, tisdiit is linearly proportional

to the bound circulation, the authors suggest that theniftipction possesses the same
amount of asymmetry. They further proposed the possibleharésms that may have
contributed to such lift characteristics. For example Migg velocity and the angle of
attack during the downstroke are greater than those durengpstroke. Other variables
they suggested include longer wing span and formation ok#ipe camber during the

downstroke.

In another PIV studyAltshuler et al.(2009 measured the wake flow of the wings
and tail of hovering Anna’s hummingbirds, and they propasedrtex-ring model for
the wake generated by the wings. LaWglf et al. (20133 conducted further PIV study
of the same hummingbird species, and from the strength aftibd vortices, they also
concluded that lift production is highly asymmetric betwele two half strokes. Most
recently,Kruyt et al.(2014 compared the quasi-steady hover performance of 26 wings
from 12 hummingbird taxa, the aspect ratio (AR) of which remffom about 3.0 to 4.5.
Their comparative analysis shows that AR has a modest irduen the lift and drag
force, but interspecific élierences in power factor are large. During the downstro&e,th
power required to hover decreases for large AR wings at theeamnf attack at which

hummingbird flap their wings. The aerodynamic performanommarison of hum-



mingbird wings and an advanced micro helicopter rotor shiwasthey are remarkably

close.

Despite these previousferts, there exists no direct study on the detailed force-char
acteristics and the three-dimensional flow pattern of threrhingbird wing in hovering

flight, and even less study on the aerodynamics of forwartdtfagd other maneuvers.

1.3 The specific objectives of this study

As an dficient and economical way to study such the fluid dynamics pmema,
Computational Fluid Dynamics (CFD) has been applied in mam@yious works to
study aerodynamics of flapping wings, including both rigidl dlexible wing mod-
els Liu and Kawachj 1998 Sun and Tang2002h Young et al, 2009 Shyy et al,
2010. Since our lab at Vanderbilt university has the speciaftpexforming accurate
CFD studies of problems involving complex and moving bouiggasuch as flapping
wings, here we are motivated to investigate the force pricaluenechanisms utilized

by hummingbirds during dierent flight modes. Our specific objectives include:

1) Simulate the three-dimensional flow of hovering hummirdgand study the
characteristics of lift, drag, and power within wingbeatleg; study the relationship

among the wing kinematics, forces, and flow.

2) Develop a reduced-order model of the wing aerodynamicpiickly calculate
force production of the hummingbird wings; assess accurtlyis model using results

from the full CFD model.



3) Develop a biomechanic model for rotational dynamics eftmmingbird wings
by including both inertial and aerodynamidieets; determine active and passive mech-

anism responsible for wing pitching.

4) Simulate the three-dimensional cruise flight at fast dpemd study the mecha-

nisms that hummingbirds utilize to generatéfsient lift and thrust.



CHAPTER I

NUMERICAL APPROACH AND MODEL RECONSTRUCTION

2.1 Numerical approach

In the present study, the airflow around the hummingbird i&egued by the viscous
incompressible Navier-Stokes equation since the Mach eambhummingbird flight
(wing speed around 10/s) is less than 0.03. The buoyancy is also ignored. Thus, the

momentum equation and the continuity equation are writsen a

oy Ouju; 10p 0%y

- = Ty

ot 6Xj £ 0% GX?
oy,
A _ o 2.1
% (2.1)

wherevu; is the velocity,p andv are the constant density and viscosity, and the

pressure.

The following description is a summary of the numerical noetbescribed in detall
in Luo et al.(2012 and Yin and Luo(2010. The governing equations are discretized
on a nonuniform Cartesian grid using a cell-centered, nageggring arrangement of
the primitive variables; andp. The incompressible momentum equation is integrated
in time using a variation of Chorin’s projection method whiconsists of three sub-
steps Chorin 1968. In the first sub-step, an advectionffdsion equation is solved in

the absence of the pressure, and an intermediate veloddy e is obtained. In this
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step, both the nonlinear advection terms and the viscousstare discretized using the
Crank—Nicolson scheme to improve the numerical stabilitie discrete equation is

written as

(2.2)

N 5%\ ) 5% o

whereU; is the velocity discretized at the face center of a compurtati cell, and;%j
represents a finite-fierence approximation of the spatial derivative using a rs&co
order central scheme. The nonlinear algebraic systemveddly a successive substi-

tution approach.

In the second sub-step, a projection function is solved agpgnoximation of the

pressure,

n+1 oU*
2 (6'0 ) it | (2.3)

SXj\ 0% | Atox;’
and an inhomogeneous Neumann boundary condition is im@isdicboundaries. The
Poisson equatior2(3) is solved with an flicient geometric multigrid method, as dis-
cussed irMittal et al. (2008. Once the pressure is obtained, the cell-centered vglocit

is updated as

At 5pn+1

u_n+l _ u* ,
p 6%

(2.4)

and the final face-centered velocity™!, is updated by averaging™* along thei-
direction.
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Figure 2.1: A 2D illustration of the sharp-interface immexthoundary method for the
fluid—solid boundary. Flow field extrapolation is appliedia ghost nodes.

In this work, a previously developed second-order shargrdiace immersed-boundary
method Mittal et al., 2008 Luo et al, 2012 is used to handle the complex geometry
of the fluid—solid interface. In this method, the irregulalid interface is triangulated
by an unstructured surface mesh consisting of a set of Lggrammarker points. The
nodal points on the Cartesian grid that discretizes the coatipnal domain are labeled
either as “solid nodes” or “fluid nodes” depending on whictkesof the interface the
node is located on. Away from the solid surface, the Navieké&s equation is dis-
cretized using a standard second-order centfé¢rdince scheme. Such a scheme is
also applied at the fluid—fluid interface after théfase-interface treatment, as will be

discussed in next section.

Near the solid surface, the standard centriedence scheme cannot be applied for

those nodes at which the stencil involves solid nodes. Tih@igenodes are immediately
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next to the solid surface and are termed “hybrid” nodes, aedcbrresponding solid
nodes involved in the stencil are termed “ghost” nodes (GM9. emphasize that as
shown byLuo et al.(2012, the special treatments at these nodes do not compromise

the overall second-order accuracy of the method.

Flow field reconstruction is applied at the ghost nodes witghtioundary condition
incorporatedMittal et al. (2008. To accomplish this, the image point (IP) on the fluid
side is found by projecting the ghost node along the surfacemal, and the body inter-
cept (BI) on the solid surface is thus located midway betwbermghost node and image
point. Assume thap(x;, Xo, X3) IS a generic variable. To interpolate the valu@ @it the
image point, a trilinear interpolation is used in the loaga&leawith eight nodes enclosing

the image point,

¢(X1, Xo, X3) = C1X1XoX3 + CoXgXo + C3XoXz + CyX3Xy + CsXy + CgXo + C7X3 + Cg,(25)

where the polynomial cdicientsCi,i = 1, 2, ..., 8, are determined by the values¢oat

the eight nodesy;,

{C} = [V]H{g). (2.6)

with {C}T = {C1,C,, ...,Cg} and{¢}" = {¢1, o, ..., pg}). The matrix V] is the Vander-
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monde matrix constructed from the coordinates of the eigtes,

X1XoXal1  XiXolt XoXalt XsXilt Xali Xolt Xslp 1

X1XoXslo  XiXolz XoXslz XsXilo Xl Xol2 Xsl2 1
[V] = (2.7)

X1XoXsls XiXolg XoXsls XsXils Xils Xols Xslg 1

where the subscript in)(; means théth node. With the solved céiecients, the interpo-

lated value at the image point becomes

8
dip(%a X, Xa) = IXIT(C) = (X} [V] Yok = > Bigh (2.8)
i=1

where{X}T = {X;XoX3, X1 X2, XoX3, X3X1, X1, X2, X3, 1}|;p denotes the vector based on the
coordinates of the image point agds the interpolation weight calculated fropd} "[V] 2.
From Eq. 2.8), the interpolation weighs; depends on the position of the image point
and the eight data points only. Thus, it can be determined tme geometrical infor-
mation is available and is then ready for use during thetitexaolution of the flow

variables.

The eight data points used for interpolation could be thateigrtices on the com-
putational cell surrounding the image point. However, thesg node itself could be one
of the eight nodes, as shown by one of the two situations tepia Fig.2.1 Under
such circumstance, the ghost node is replaced by the bogtgépt in the interpolation
process. At the body intercept, either Dirichlet (for théoe#ty) or Neumann (for the

pressure) condition is specified. For the Dirichlet comdifiusing the body intercept in
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the interpolation is straightforward: the interpolatiamrfiula in Eq. 2.8) remains the
same and the variables{#} and [V] should be replaced by those at the body intercept.
For the Neumann conditiodg/dn, needs to be incorporated into the interpolation for-
mula. This is done by modifying the last row of the Vandermenaatrix in Eq. 2.7)

into
NiXoX3 + MoXy X3 + N3XgXo NiXo + NMoXy MoXz+M3Xo MXz+MN3X; N np nz O (29)

where g, Ny, Nz) represents the surface normal at the body intercept. Smorelingly,

the last element ig is replaced byl¢/on at the body intercept, and EQ.8) becomes

7
0
B0, %0, 5) = D" By + Base. (2.10)
i=1

For the velocity boundary condition, a linear distributisrsimply assumed along
the line segment connecting the ghost node, body interaagdtthe image point. That

is,
Ugn + Ujp = 2Ug. (211)

Given the boundary velocityg,, whereug, = O for a stationary boundarygy can
be calculated from Eq2(11). For the pressuré;—ﬁ is given as the boundary condition.

Using a central dierence approximation, the condition can be written as

op| _pp—Pen _ Du
—_ - Y—_ _p_.n

= 2.12
on|g Al Dt ( )

Bl
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where theAl is the distance between the IP and GN. Inhomogeneous peassudition
op/on = —p(Du/Dt) - n has been assumed here. The value aft at the body
intercept is interpolated from the acceleration of the bagran marker points on the

solid surface in the case of a moving boundary.

With the above numerical descriptions of the flow variabletha ghost nodes and
the finite-diference discretization at all the fluid nodes, a completebatge system
could be formed for all the discrete variables. More detaflsmplementation and
validation of this sharp-interface treatment are proviateMlittal et al. (2008. In case
that the solid surface is a moving boundary, such method reagubject to numerical
oscillations as the solid surface moves across the stayigral and the ghost nodes
have to be re-identified at each time step. To suppress thieateq, Luo et al.(2012
improved the method by applying a hybrid numerical desiipat the fluid nodes
immediately next to the solid surface. In the hybrid degorip a local interpolation
and the standard finite{tierence discretization are weighted based on the distance of
the fluid node to the solid surface. Thus, as the boundary sytke interpolation and
finite-difference formulas transition to one another gradually ratteer abruptly. Since
the primary focus of the current work is on stationary soldibdaries, further details
of the moving-boundary treatment is not discussed heredd&eare referred tbhuo

et al.(2012 for more information.
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Figure 2.2: Four camera views of a hummingbird hovering iraagparent chamber.

2.2 Model Reconstruction

In the experiment study that was carried out by our collatooseeither at the Uni-
versity of North Carolina at Chapel Hill or at the UniversityMontana, the humming-
birds were trained to fly in the lab. The bird wings were laelath dots prior to
the experiment using white paint. Several synchronizet-Bjgeed cameras were posi-
tioned to record the bird flight from fierent view angles to obtain the 3D information

and to avoid temporary blockage of the target, as seen ir2kEg.

A custom MATLAB program developed by our collaborators at thniversity of
North Carolina at Chapel Hill was used to digitize the polabeled on the wings frame

by frame. In the software, the synchronized videos are lbat¢he same time, and a
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point of interest is selected in any of the videos which bhet\s this point. Once the
point is selected (simply by a mouse click) in one windowyn lin the 3D space that
is perpendicular to this view plane is generated and is stemaanblue line in the other
view windows (see Fig2.3(a)). This reference line guides the point selection. A sdco
mouse click on the line in any of the other views would detaerthe point, and the
numeric values of the 3D coordinates are automaticallyinbtbby the program. Each
view window can be independently zoomed to facilitate thecpss. Even though the
program allows automatic tracing of the point from the fraamérame, sometimes we

need to manually locate the point for better accuracy.
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Figure 2.3: Data collection from high-speed videos. (a) fife mouse click in one
view generates a line in the 3D space shown in the other vifsA second click in

another view determines the 3D coordinates of the pointeNwdt in this figure, two
simultaeous X-ray views are also included, which show theculoskeletal structure
of the bird Hedrick et al, 2012 .
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CHAPTER IlI

THREE-DIMENSIONAL FLOW AND LIFT CHARACTERISTICS OF A

HOVERING RUBY-THROATED HUMMINGBIRD

3.1 Introduction

Unlike birds of larger size, hummingbirds can perform si&t@ hovering in addi-
tion to regular cruise flight and maneuvers. Many studies lh@en done to characterize
the kinematics, physiology, and aerodynamics of the hurghird wing \Weis-Fogh
1972 Chai and Dudley1999 Altshuler et al, 2004a Warrick et al, 2005, and they
were summarized in the work offobalske et al(2007). In general, hummingbirds
utilize similar aerodynamics to those of insects, e.g.s@nee of a leading-edge vortex
over the wing surfaceH]lington et al, 1996 Sane 2003, for lift production. However,
differences between hummingbird and insect aerodynamics aoeigable since the
anatomy and physiology of the hummingbird wing are distfrain those of the insect
wing. For example, recent evidence shows that hummingbadschieve the inversion
of the angle of attack through active wing rotation at thestviHedrick et al, 2012).
This actuation mechanism isftérent from that of insects whose wing inversion can
be realized through combined muscle activation at the waag and the passive defor-
mation of the wing surfaceEhnos 19883. The implication of this dierence on the
lift and power dficiency of hummingbirds is still unclear. In order to bettadarstand

aerodynamics of hummingbirds, their lift and flow charasters are needed. Unfor-
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tunately, such data are so far very limited. To set the caritexhe current work, we
briefly summarize several recent studies on the force ptamuand flow behavior in

the hummingbird flight.

Altshuler et al.(20043 used a dissected hummingbird wing and tested lift pro-
duction of the wing revolving in one direction. By comparingth wing models of
increasing realism, i.e., those with sharpened leading®dgd with substantial cam-
ber, they found that the real hummingbird wing generatesentiit and their result
suggests that some geometric details such as the presenambér tend to increase
lift. Using particle image velocimetry (PI1V), Warria al. (Warrick et al, 2005 2009
studied the flight of rufous hummingbirds. They were able &asure the flow in the
two-dimensional planes that are perpendicular to the wkig@uring the entire stroke
cycle. Based on the PIV data, they visualized the leadirgpedrtex (LEV) and cal-
culated the circulation at flerent spanwise locations. Interestingly, their resulingho
that the average bound circulation during the downstroReligimes of the that during
the upstroke\(arrick et al, 2009. Assuming that the conventional airfoil theory holds,
that is, lift is linearly proportional to the bound circulat, the authors suggest that the
lift production possesses the same amount of asymmetryy flindher proposed the
possible mechanisms that may have contributed to suchbitacteristics. For exam-
ple, the wing velocity and the angle of attack during the detwoke are greater than
those during the upstroke. Other variables they suggestddde longer wing span
and formation of a positive camber during the downstrokeariather PIV studyAlt-

shuler et al(2009 measured the wake flow of the wings and tail of hovering Asna’
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hummingbirds, and they proposed a vortex-ring model fontake generated by the
wings. Later,Wolf et al. (20133 conducted further PIV study of the same humming-
bird species, and from the strength of the shed vorticey, @also concluded that lift

production is highly asymmetric between the two half steoke

Despite these previousferts, there exists no direct study on the detailed force-char
acteristics and the three-dimensional flow pattern of threrhingbird wing in hovering
flight. As a useful tool, CFD has been applied in many previgasks to study aero-
dynamics of flapping wings, including both rigid and fleximéng models Liu and
Kawachj 1998 Sun and Tang2002h Young et al, 2009 Shyy et al, 2010. Here
we are motivated to perform a CFD study to quantify the foristohies in a stroke
cycle and to investigate any particular force productiorcihaaisms utilized by the
hummingbird. The main questions we would like to answerufgtothe current work
include: 1) What are the characteristics of the force hystand what are the under-
lying mechanisms for the possible downstroke-upstrokenasgtry? 2) What is the
three-dimensional wake pattern like, and how may it be agsmtwith the force char-
acteristics? 3) How much aerodynamic power does the hunbirthpave to spend
on hovering and what is thefficiency? 4) Does the hummingbird utilize some the
mechanisms that insects use for lift enhancement, suchleseapture and wing-wing

interaction?
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Figure 3.1: (a) Marker points on the outline of the wing. (l@cBnstructed wing kine-
matics (shown for the right wing). (c) The triangle repreasehe distal half of the wing
surface, based on which the chord anglg,and the angle of attack;, are defined in
the text.

3.2 Method

3.2.1 Experiment and reconstruction of the wing kinematics

The hummingbird, a female ruby-throate&r¢hilochus colubriywith a body mass
of 3.41 grams, is used as the subject in the current study-kpged filming experiment
was conducted to record the wing motion of the bird. In theeeixpent, the bird was

trained to fly in a 0.40.4x0.5 m?® netted chamber and was recorded 1000 frames per
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Figure 3.2: Four camera views of the bird. A syringe of nedaerved for the hum-
mingbird hovering.

second with a /b000th shutter by four high-speed cameras: two Phantom(Visibn
Research Inc., Wayne, NJ, USA), one Photron SA-3 and onedthbd®24 PCI (Photron
USA Inc., San Diego, CA, USA). Each flapping cycle containsudt?25 frames. The
bird was labeled prior to the experiment using 1-mm diametés of non-toxic white
paint, as shown in Fig3.1(a). The experimental setup is described in detafl@drick
et al. (2012. The nine markers numbered in Fig.1(a) and located on the outline
of the left wing are used in the current study. These markeiside five points on the
leading edge, one at the wingtip, and three on the trailimggedo avoid blind spots, the
cameras were positioned with one directly behind the bitiésame horizontal plane,

two with an elevated oblique and slightly rear view, and orith & ventral view of the
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Figure 3.3: Comparison of the reconstructed wing and theovichage during early
downstroke, around mid-downstroke, early upstroke, andrat mid-upstroke

bird (see Fig3.2). After the videos are taken, a custom MATLAB prograeirick
2008 was used to automatically track the markers frame by frangeta extract their
3D coordinates. A principal components analysis (PCA) reenldone to verify that

these nine points are Sicient to characterize the wing motion.

To reconstruct the wing geometry and motion, spline intiepan is used to connect
the outline of the wing at each instantaneous time framen;Theth the leading edge
and the trailing edge are evenly discretized by 41 nodes. eBled wing chord is ap-
proximated with straight segments which have rounded endsa dfective thickness

7% of the average chord length.

Atriangular mesh is then generated to discretize the winfgase, which is assumed
to be smooth. The comparison with reconstructed wing psitiith the video images
are shown in Fig3.3.Corrugations caused by the feathers are ignored sinaeettegt
on the laminar boundary layer is expected to be small at theecuReynolds num-

ber. Discussions on thdfect of feathers at higher Reynolds numbers can be found in
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a recent experimental studilimelech and Ellington2013. A single wing consists
of 1129 elements and 615 Lagrangian nodes. To increasentigeréisolution for the
small-step solution of the simulation, the trajectory ofleanesh node is also refined
by spline interpolation in time. Eight cycles of wing kinetiga are reconstructed from
the imaging data and are used for the simulation. Note thaamiyc deformations of
the wing such as spanwise bending and twisting have beardiedlin the reconstructed
kinematics (see Fig. S2 in supplementary materials) anslttieir aerodynamic conse-

guences will be incorporated in the simulation results.

As seen in Fig3.1(b), the entire wing surface exhibits a twist along the wirga
and the twist angle changes dynamically in a stroke cycletduke pitching motion
of the wing. To define the wing posture and the time-varyingj@of attack, we select
three points on the wing: the wing tip, the leading edge paird the trailing edge
point of the mid-chord. These three points form a trianglerapimating posturing of
the distal half of the wing surface, as indicated in Bdl(c). The chord angley, is
defined as the instantaneous acute angle between the pEmeesiby this triangle and
the horizontal plane. This angle will be used to measurentateon and pitch rotation
of the distal wing surface. The angle of attaak,s defined as the instantaneous angle

between the tip velocity vector and the triangle.

3.2.2 Simulation setup and model validation

The numerical method to solve the Navier-stokes equatienblegn discussed in

Chapter Il. For the simulation setup, a fixed, nonuniformgka-block Cartesian grid is
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Present Tobalske et al(2007)

Body massM (g) 3.41 3.4+ 0.1
Flapping frequencyf (Hz) 42 43+ 2
Wing length,R (mm) 44.7 47+ 1
Wing spanp (mm) 110.8 109: 2
Average wing chordg (mm) 11.7 12+ 1
Single wing areaS (mn¥) 568 558+ 18
Stroke plane angle (average) °12 15° + &
Wingbeat amplitudep 1143° 117 + 2°

Table 3.1: Comparison between the ruby-throated hummidgbodel and the experi-
mental data for the rufous hummingbird.

employed to discretize the domain. The rectangular donsa2®ik 20 x 18 cn? (see
Fig. 6.7(a)). For the single-wing simulation, 33@50x210 (17 million) points are used
for the baseline simulation. A coarser mesh with 2B820x140 (6 million) points and

a finer mesh with 420310x240 (31 million) points are also used in the single-wing
case to verify grid convergence. All three meshes have maximesolution around
the wing, which is 0.05 cm, 0.033 cm, and 0.025 cm in all threections, for the
coarser, baseline, and finer mesh, respectively. The twa skhulations are run for
two cycles, and they produce a maximum 3%fatience from the baseline mesh in
the mean and root-mean-square values of the vertical fdrce.full-body simulation
employs 33&408x216 (30 million) points, and the resolution around the bodyg a

wings is the same as in the baseline case for the single wing.

The numerical method has been previously validated for iit@pwing simulations
against both experimental and simulation dat®ai et al.(20123, where a fruit-fly
model and an impulsively started plate were studied. Tdausrvalidate the model in
the present work, we compare the flow field with that obtaimeohfthe PIV experiment

by Warrick et al.(2009. Note that the rufous hummingbir&é¢lasphorus rufyswvas
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Figure 3.4: The baseline mesh around the bird (only one oewvefy 4 points in each
direction is shown). (b) Grid convergence study where threnadized vertical force of

a single wingCg, is plotted.

used in the experiment, while the ruby-throated hummirty@rchilochus colubri¥is

used in the current study. However, these two species ayesirailar to each other in

terms of the morphological data and wing kinematics. Ta&bldists some of the key

parameters of the current hummingbird along with those fivarrick et al.(2009,

the flapping frequencyf, the wing lengthR, the wing

including the body mass¥,

and the wingbeat amplitudd.

the wing areasS,

span,b, average chord lengttlc,

It can be seen that all the parameters in the current studwél within the ranges

in the experiment. We also converted the angle of attack hadthord angle of the
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present hummingbird using the definitions in the experimlestudy, and the result of
comparison is generally consistéfdbalske et al(2007), the chord angle is T4+ 7°
for downstroke and 31+ 4° for upstroke; inWarrick et al.(2005, the angle of attack
is 36 + 12 and 26 + 13°. In the present study, the chord angle i$ i@ downstroke
and 48 for upstroke; and the angle of attack is°38d 24. All angles are measured
according to their definitions). The Reynolds number of tloev/fls set to beRe =
2fRoc

= 3000. This nondimensional number represents the ratiodmtwhe fluid

inertia and the viscoudfect.

Fig. 3.5b) shows a typical spanwise slice of the instantaneous floing mid-
downstroke at 70% wingspan from the wing root. Note that tigeamental data is
shown for the slice at approximately 80% wingspan, or 4 crmfthe wing root. A
discussion on the choice of the spanwise location is deféa¢he end of this section.
It can be seen that in both cases, a strong shear layer erighe aorsal surface of the
wing and is generally attached to the wing surface. In theergent, the shear layer
on the ventral side of the wing is not visible due to the shaeéfiect. Both figures
show that a large clockwise vortex is located in the wake efwing and is about one
chord length away from the trailing edge, though the stiemgtvortex is weaker in
the simulation. Overall downwash is created in both casés;iwcorresponds to lift
production. There are also other visiblé&drences between the two plots. In particular,
the vortices in the experiment appear to be multiple blolesalthe wing surface, while
in the simulation a continuous vortex sheet is formed antightty separated from the

wing near the leading edge. We point out that variationsénvting kinematics of bird
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individuals may have led to discrepancies in the flow fieldeobsd here. In addition,
some of these dtierences are likely caused by low resolution in the experimérere

around 17 points per cm were used for the velocity field. Insineulation, 30 points
per cm in the baseline grid and 40 points per cm in the finedtaye employed around

the wing. Furthermore, the two grids displayed a consistent of shear layers.

We further compare the bound circulation around the wingatkoth the data from
the experiment. Fig3.6 shows the phase-averaged circulatibndefined ad” = 9§
along a circular path that encloses the wing chord. The diemué the circle is 10%
greater than the chord length. Increasing this diameterO8y @nly changes the max-
imum circulation by 5%. Inwarrick et al.(2009, the phase averaged circulation is
shown at 80% wingspan for the entire stroke cycle. Howebweir results also show
that the spanwise location of the maximum circulation \salaegely among the bird in-
dividuals, although in general the maximum happens betwéeénto 80% of wingspan.
In the current study, we found that the maximum bound citcatetakes place between
50% to 70% of wingspan. Therefore, we plofior 50%, 70%, and 80% wingspan loca-
tions and compare them with the experiment data. For the szasen, in the validation

of the flow field we chose to use the slice at 70% of wingspan.

Fig. 3.6 shows that the present circulation at 50% wingspan matdieebest with
the experimental data. At both 70% and 80% wingspan, thalaition has a significant
drop after the mid-downstroke. In the experimental reshé,ratio of the downstroke
and upstroke circulations is2+ 0.1 in magnitude. In the simulation, this ratio is 2.2,

2.3, and 2.0 for 50%, 70%, and 80% wingspan, respectively.
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Figure 3.5: Comparison of the spanwise vorticity, during middle downstroke (the
unit is ¥s). (a,c,e,g) PIV image adapted fravarrick et al.(2009 (image usage au-
thorized); (b,d,f,h) current simulation. (a,b) middle dwtroke, (c,d) supination, (e,f)
pronation, (g,h) begining of downstroke.
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Figure 3.6: Comparison of the phase averaged bound circalRtbetween current
simulation and the experimental measurementVafrick et al.(2009 (re-plotted to
include the sign of’), where time is normalized by the period.

3.3 Results and discussion

We first report the forces, power, anflieiency of the single-wing simulation and
then discuss the characteristics of the forces and flow figldhe end, we will also

discuss the full-body simulation.

3.3.1 Force, power, and fficiency

The global coordinate system is shown in F8gi(a), whereX, Y, andZ denote the
forward, spanwise, and vertical direction, respectiv€he resultant force components,
Fx, Fy, andFz, are normalized by the fluid densiy, the average wing are8®, and

the average tip velocity), according to

(3.1)
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whereCy, Cy, andC; are the force cdécients and? = frzdS/(R28) = 0.27 is the
codficient of the second moment of area of the wing surface abeuaxis passing
through the wing base point and parallel to the wing. In theent studyS = 5.68 cn?
andU = 9.51 nys are averaged from the reconstructed wing motion. The asitjeis
chosen to be.23 kgm?. From these data, the reduced frequency of the wing as defined

bynfc/Jis 0.16.

Fig. 3.7shows the time courses of the force ffm@ents and power cdiécient. Note
that the cycle-to-cycle variations seen in this figure are tduthe non-periodic features
in the wing kinematics. The aerodynamic power here is catedl by directly inte-
grating the dot product between the wing velocity and thed@daramic loading over
the entire wing surface. The power ¢eient is defined by normalizing the power by
1#3pU3S, wherer$ = 0.185 is the dimensionless third moment of the area of the wing.
From the result the average vertical force fticeent is5z:1.80, which corresponds to
3.12 g of total weight support provided by two wings. The ltbtais about 91% of the

weight of the bird. The remaining lift could be provided b thving camberAltshuler

et al, 2004a Warrick et al, 2005, which is not incorporated into the current model.

The most striking feature of the vertical force is that thevdstroke produces clearly
much higher lift than the upstroke. The data shows @yagveraged during the down-
stroke is 2.5 times of that during the upstroke, which is galheconsistent with the lift
estimated based on the circulation in the experimaiiick et al, 2005 2009. Note
that the ratio of the bound circulation between the dowhstiend upstroke is 2+0.1

in Warrick et al.(2009. Another observation in Fid3.7 is that the forces and power
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Figure 3.7: The three normalized force componé&hitgéa), Cx andCy (b) in the single-
wing simulation. (c) The power céiecient normalized byf3p0U*S, and positive power
means work done to the flow.

contain a significant dip during the upstroke. This dip cgpends to the LEV shedding

from the wing, which will be discussed in Section 3.4.

The averaged forward force déieient isCx = 0.15, which is much smaller than
C,. The average spanwise force foment isCy = 0.13. These forces can be can-

celed out for the real bird when taking into consideratiotvad-wing symmetry (for
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the Y-direction), tail motion, and possibly the bird-feedereiratction in the imaging

experiment (the latter two for thé-direction).

The power cofficient in Fig. 3.7 also exhibits similar asymmetry as the vertical
force codficient. Further calculation shows that the downstroke regu2.8 times as
much power as the upstroke. The averaged poweficmmt throughout the cycles is
Cr = 1.68. Defined as the ratio between the lift agent and the power cdigcient,
the aerodynamicficiency of the wing is thu€,/Cp = 1.07. Using the dimensional
values ofp, U, andS, and the body mass, we obtain the mass-specific power of the
bird, which is 55 Wkg. Altshuler et al (2004 estimated the power consumption of the
hummingbirds using the empirically derived drag fméent measured from a revolving
hummingbird wing. For the hummingbirds flying at elevatiogldsv 1000 m (body
mass ranging from 2.5 to 9 g), the mass-specific power for iuyevas estimated to

be between 23 and 33 Mg in their work, which is about half of the current result.

Chai and Dudleyf1996 reported the oxygen consumption and therefore metabolic
power input of ruby-throated hummingbirds to be around 26RgNThus, our aerody-
namic power output implies a muscléieiency of 21%. Vertebrate muscléieiency
can reach slightly less than 30%, but hummingbirds are eégddgo be slightly less
efficient because of adaptations for maintaining continuogk hass-specific power
output and due to the unmeasured cost of accelerating thgmass during each half

stroke.

The overall muscleféciency of 21% found here is substantially greater than #rat r
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ported in earlier studies (e.Bllington (1985) that use simpler models to predict aero-
dynamic power requirements and repafiaencies of around 10%. However, other
recent Navier—Stokes simulations of hovering animal fliggate also reported higher
power requirements than predicted (Zbeng et al(20133) and that revolving wing
experiments do not necessarily reproduce the same flow ttamsland thus force co-

efficients as flapping wingZheng et al.2013h.

3.3.2 Circulation and wing rotation

As shown in Fig 3.6, the bound circulation around the wing chord is consistetit w
the measurement aiVarrick et al.(2009. Furthermore, the circulation is sustained
through the wing reversal. For example, during the dowRstrairculation around
the translating wing is developed, and toward the end of dtnke and throughout
supination, the circulation does not vanish but remainsstree sign, e.g., positive or
counterclockwise from the right side view. Similarly, thiecalation developed during
the upstroke translation remains negative throughoutairom, as shown in Fig3.6.
The lingering circulation is caused by the pitching rotatad the wing around its own
axis (Dickinson et al. 1999. Unlike a spinning cylinder in a uniform flow, this circu-
lation cannot always be utilized for lift production (e.ghen the translational speed is
zero or the wing surface is vertical and thus has zero pegeatea on the horizontal).

Therefore, the vertical force as shown in R3gf(a) is still nearly zero at wing reversals.

To better see the phase relationship between the lift ptaduand the wing motion,

we plot in Fig.3.8the vertical force caécient, the translational velocity of the wing as
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Figure 3.8: The lift cofficient, the tip velocity in rfs, the chord angle in deg., and
the pitching velocity in degs in typical cycles (average data still taken from all eight
cycles).

represented by the tip velocity;,, the chord angler., and also the pitching velocity
represented by.. Fewer cycles are plotted henceforth to show details wighiycle,
although statistics are taken from all cycles availableoni-this figure, we may see
additional pitching &ect other than pronation and supination: during mid-dovehst,
there is a positive peak i, and this peak also roughly corresponds to the maximum
translational speed of the wing. Such backward pitchingtiat would increase the
circulation and, along with the wing translation, help tdance lift production during
the downstroke. On the other hand, during mid-upstroke tahgnitude of the negative
peak ina. is much lower. This dference could have increased the force asymmetry

between the downstroke and upstroke, as will be discussaetail next.
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U U2 S Imid Cz Cp Cz/Cp C’Z/C;:)
(mys) (n?/s?) (cn?) (deg.)
Downstroke 10.12 1141 594 415 263 254 1.02 1.05
Upstroke 8.98 945 546 335 104 092 114 1.08
Ratio 1.13 1.21 1.09 123 249 276 0.89 0.97

Table 3.2: Comparison of the downstroke and upstroke, wligendC, are the lift and
power codicients rescaled by the respectlveandS of either downstroke or upstroke.

3.3.3 Asymmetric lift production

(3).1 Force asymmetry

Fig. 3.7(a) shows that lift production is highly asymmetric, withetdownstroke
generating much greater weight support than the upstroke.avVerage vertical force
provided by the downstroke is 0.022 N, and by the upstroked@dD N. Thus, the ratio
of asymmetry is 5. Table3.2further lists the lift coéficient, the power cdé&cient, and
the lift-to-power ratio separately for the downstroke apdtwke. It can be seen that the
downstroke produces more lift, but it is also more powerstwning. By rescaling the
lift and power using the respective wing velocity and swufacea of each half stroke to
obtainC, andC;,, we see that the lift-to-power cfigient is similar for the downstroke
and upstroke. Thus, despite that their aerodynamics ate ditiierent, the two half

strokes still have similarf&gciency.

In Warrick et al.(2009, the force asymmetry between the upstroke and downstroke
was attributed to several mechanisms, including the wihgpity, angle of attack, wing
area, and camber. Except that the camlifigceis not included in the current study, all

the other mechanisms have been observed in the simulasiavi]ldoe discussed next.
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In addition, we found that other mechanisms also have dangd to the asymmetry,
which include the drag-based vertical force, wing-wakeraction, and pitching rota-
tion. The dfect of pitching rotation has been discussed in Section & 2veSwill focus

on the other fects.

First, Table3.2provides the comparison of a few key kinematic parametevgdsn
the downstroke and upstroke, including the average tipdspaegle of attack, wing
area. It can be seen that the ratio of the average wing aregedetthe downstroke
and upstroke is only 1.09, and the ratio of the average tipgpeonly 1.13. The ratio
between the velocity squares is 1.21 only. That is, the coatlwin of the wing area and
velocity is much less than the ratio of 2.5 in the force asytnyndherefore, some other

mechanisms must be significant in leading to the large inmoalaf two half strokes.

3.34 Drag-based vertical force

First, we consider thefiect of deviation, i.e., the non-reciprocal path of the wimg i
a stroke cycle. Observing the wing motion from the side vige,notice that the wing
tip traces a roughly elliptical path whose long axis has allsamgle with respect to
the horizontal plane. This deviation from the mean strokaelis shown in Fig3.9a)
by plotting the cycle-averaged trajectory of the right wingin the XZ-plane. In the
figure, the mean stroke plane is tilted forward by approxatyat 2 with respect to the
horizontal. This observation motivates us to decomposddites generated by the
wing into the aerodynamic lift, i.e., the force perpendasub the wing translation, and

the aerodynamic drag, i.e., the force opposite to the wiagstation, as illustrated in
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Figure 3.9: (a) The averaged trajectory of the right wingrithe XZ-plane. Force de-
composition in terms of the aerodynamic lift and drag issilfated. Note that the actual
decomposition depends on the orientations of the wing andisti@ velocity vector in

the 3D space. (b) The instantaneous (thin line) and cyaeaaed (thick line) stroke
plane anglgs and angle of attack in deg.

Fig. 3.9a).

To do this analysis, we define the instantaneous stroke pkatiee plane spanned by
the instantaneous tip velocity vector and the wing axis. iRB&antaneous stroke plane
angle g, is the angle between this plane and the horizontal plant tBe instantaneous
and cycle-averaged values@tre plotted in Fig3.9(b), along with the instantaneous
and cycle-averaged angle of attackNote that these two angles are defined in the 3D
space and are shown in the 2D plot in RBg9(a) for illustration purpose only. It can be
seen that after the pronatighis around -50 and then drops in magnitude during more
than half of the downstroke. During early downstroke, thgl@mof attack is large and
drops from 80to 39. The two angle histories indicate that during early dovoisdthe
wing is pressing downward while sweeping forward. Towaeléhd of downstrokes
becomes positive, but its magnitude is less thahl®#5ore supination. In comparison,

during the upstrokg is around 10 and only varies slightly.
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Figure 3.10: (a) Normalized aerodynamic lift and drag foo typical cycles. (b) Ver-
tical components of, andCp. Average data are calculated from all eight cycles.

CL CD CL/CD CL,Z CD,Z
Downstroke 2.22 2.30 0.98 2.00 0.63
Upstroke 1.26 0.81 1.54 1.19 -0.12
Ratio 1.80 2.85 0.63 1.72 -

Table 3.3: The aerodynamic lift, drag, and their verticahponent for both downstroke
and upstroke. All forces are normalized in the same way awites! earlier.

We define the resultant force normal to the instantaneookesplane as liftF_, and
the force opposite to the direction of the instantaneousdipcity as dragkp. Fig.3.10
shows the normalized lift and drag l%fi%pU_ZS, C. andCp, and also their projections
in the vertical directionC, ; and Cpz, for two cycles. In Fig.3.10a), C. and Cp

correlate with each other and have similar magnitude. Tleeage data are listed in
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Table3.3separately for the downstroke and upstroke. BifjQ(b) shows that during the
downstroke, drag has a significant positive contributiothvertical force during the
first half of the downstroke and has only a small negativerdaution during the second
half of the downstroke. During the upstroke, drag has mastative contribution, and
the magnitude is small. On average, the drag-based veitica, Cp, 7, is 0.63 or 24%
of the total vertical forc&€; during the downstroke, and it is -0.12 or 12%@f during
the upstroke. Sinc€p of the downstroke is 61% dT; of the upstroke an€p ; of
the upstroke is small, we can conclude that drag contridu@&sout of the asymmetry

ratio 2.5 in the vertical force.

Fig. 3.10a) and (b) also show that after excluding the drag-basdaagforce, the
lift coefficient, C, is still asymmetric between the downstroke and upstroke, s
is its vertical componentC, ;. On average, the downstroke-to-upstroke rati€ins

1.80.

3.35 Wing speed and angle of attack

As pointed out byWarrick et al.(2005, the diferences in the translational speed
and angle of attack between the downstroke and upstroke envayldeen a majorkect
for the lift asymmetry. To test this hypothesis, we desigae@volving-wing model
for the current hummingbird. In this model, a rigid wing walflat surface is created
by projecting the actual wing during a mid-downstroke onfgane (so the spanwise
twist is eliminated), and the modified wing accelerates ftomstationary position to

a maximum velocity and then continues to revolve at thatemsidsee Fig.3.11). The
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stroke plane is horizontal, and the angle of attack is kepstamt throughout the entire
process. Two cases are simulated in this test. In the firgt, ¢he wing tip follows
the translation history of the wing tip in an actual downk&@hosen from one typical
cycle, from 0 to the maximum velocity 15/mwithin the time period @T, and the
angle of attack isxr = 41°. In the second case, the wing tip follows the translation
history of an actual upstroke of the same cycle, from 0 to tagimum velocity 12 n/s
within the time period 5T, and the angle of attack i = 28°. The air properties

(density and viscosity) remain the same in this setup.

The results show that the ratio of the lift during steady station is 1.57 between
the downstroke revolving wing and the upstroke revolvinggvi Thus, the combined
effect of translation and angle of attack is confirmed. Howevshould be noted that
comparing the revolving wing and flapping wing, the translastories of lift display
considerable dierences, as seen in Fig.12 This result suggests that the rotational

motion of the flapping wing during the acceleration phasdilismportant.

3.3.6 Wing-wake interaction

Wing-wake interaction is a unique feature of flapping winlgsthe previous study
of the aerodynamics of the fruit fiyDickinson et al.(1999 suggest that the wing-
wake interaction enhances lift production and is able tcegee a peak force at the
beginning of a half stroke if the angle of attack is reverseely (which is the case for
advanced pitching and symmetric pitching). It would beriesting to see to what extent

a similar dfect exists in the hummingbird flight, and also whether tlfiect influences
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Figure 3.11: Comparison of the wing tip velocity between flapping wing of the
revolving wing. (a) downstroke; (b) upstroke. Note thattfue flapping wing, the wing
tip never has a moment of 'zero’ velocity since the velocigtor always has a non-
zero component. The acceleration period of the revolvinggvis approximated with a
sinusoidal function.

the downstroke and upstrokdidirently.

First, the lift graph in Fig.3.7 shows that there is no clear peak@a in the be-
ginning of either downstroke or upstroke. To investigatefihesence of the wing-wake
interaction, in Fig3.13we visualize the flow in &Z-plane shortly after the wing rever-
sal by plotting the velocity vectors tangent to the planeri 3.13a) where a typical
downstroke is shown, the wing moves somewhat downward amdlates at a lower
elevation, and this allows the wing to capture the opposite firoduced by the pre-
ceding upstroke. Note that the opposite flow also travelsnieavd due to the overall
downwash. On the other hand, in F§j13b) where a typical upstroke is shown, the
wing moves somewhat upward and translates at a higher gleyand thus it misses the
opposite flow produced by the preceding downstroke. Thezefpualitatively speak-
ing, the downstroke benefits more from the wing-wake intevacdhan the upstroke,

although the interaction does not generate a separateék pecause of its timing.
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Figure 3.12: The revolving wing versus the flapping wing ie groduction of lift. (a)

Downstroke and (b) upstroke. Only one typical stroke cyslesed in this test.

The vertical dashed line represents the time period of winglaration. All forces are
normalized by the same factor.

To further the investigation, we simulate each half stroakedparate runs with oth-
erwise identical wing kinematics. The start and end of theutation are based on the
observation of the wing positions at pronation and supimati hus, the fect of wing-
wake interaction is excluded in such isolated wing strokase issue to bear in mind
is that in the isolated strokes, the wing does not encountegan downwash as it does
in the continuous strokes. The downwash reducesftieetese angle of attack and thus

weakens lift production.
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Figure 3.13: Typical asymmetric wing-wake interactionwhon a spanwise slice for

(a) an early downstroke at

and (b) an early upstroke

=0.1,

70% wingspan anty T

0.6. The dashed line indicates the tip trajectory of this

50% wingspan antyT
cycle, and the circle indicates the opposite flow causedéptéceding half stroke. The

chord is shown as a thick line. The bird body was not includete actual single-wing

simulation.
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Fig. 3.14shows the lift cofficient,Cz, of the isolated strokes along with the data for

the continuous strokes. In the first downstroke, the two Rtrans produce identical

eotktbdrences can be seen

results and thus are not shown. For the other strokes,

lift prodiuog the isolated strokes is

between the two simulations. For downstrokes

close to that produced by the corresponding continuoukestravhile for the upstrokes,

the isolated strokes produce greater lift than the contiswgirokes. On average, the
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Figure 3.14: Lift production of isolated wing strokes andhitouous strokes. Average
data are calculated from all eight cycles.

ratio of lift between the continuous and the isolated stsake93.2% for downstroke
and 83.1% for upstroke. This result suggests that for thegmtehummingbird, the lift-
enhancing fect of the wing-wake interaction does not exceed the mitigadtects of
other possible mechanisms present, e.g., the downwashhedsther hand, the wing-
wake interaction doedi@ct the lift asymmetry, as the downstroke-to-upstrokeriti

the vertical force is reduced to 2.2 for the isolated strokes

Finally, it should be noted that the upstroke-downstrokedasymmetry was also
observed in the hovering flight of some insects such as th&math Zheng et al.
20133 and fruit fly (Fry et al, 2003, though for the fruit fly the upstroke produces
greater vertical force. It may be possible some of thieats discussed in the present
study have led to the observed asymmetry. For example, flentip trajectory of
those insect wings and the force history provided in theresieges Zheng et al.2013a
Fry et al, 2003, one can see a similar correspondence between the downvirgd

translation and the large lift production, i.e., a phenoamethat could have to with the
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drag-basedféect.

3.3.7 Three-dimensional vortex structures

Fig. 3.15shows a few selected snapshots of the three-dimensionafitdain a
stroke cycle, which is identified by plotting an isosurfa¢ehe imaginary part of the
complex eigenvalue of the instantaneous velocity gradesrgor Mittal and Balachan-
dar, 19953. This technique allows one to identify regions where iotadominates

over strain.

A leading-edge vortex (LEV) is developed in the beginninghaf downstroke, and
this LEV grows stronger and remains stably attached to thngwluring most of the
downstroke. During wing translation, the LEV, the tip vort€l'V), and the shed
trailing-edge vortex (TEV) are connected end to end, fogranvortex loop, within
which the air moves downward (Fi§.15a)). Toward the end of downstroke, the wing
rotates rapidly along its own axis, and the LEV is divideditwo branches, known
as dual LEV Harbig et al, 2013, as seen in Fig3.15a). Corresponding to the sta-
ble LEV, there is no clear lift drop throughout the downstdkanslation. At the end
of downstroke, the LEV starts to shed from the wing as seengn315b). Another
feature of the downstroke is that the wing catches the vdoi@x produced by the pre-

ceding upstroke and disrupts this loop through the wingenateraction.

During the upstroke, an LEV is also formed in the beginning.(B.15c)), but the

distal portion of this LEV is pinchedfbduring mid-upstroke, as shown in Fig.15d).
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Correspondingly, there is a visible dip in the vertical ]meround the same time of the
upstroke shown in Fig3.7(a). Later, the LEV will be formed again and will also form
branches like dual LEVs. As discussed earlier, during thetroge the wing misses the
wake produced by the preceding downstroke. As a result,dhtegs generated by the

downstroke are better preserved in the wake.

Fig. 3.15also shows that the wake contains many slender-shapedesrtThese
vortices are formed mainly due to breakup of the TV and TEVhat ¢urrent high
Reynolds number. This flow behavior is consistent with tiselteof a recent workHar-
big et al, 2013 that demonstrated a similar phenomenon of vortex breakifea:
1500. To further confirm the accuracy of these vortices, we ltampared the simula-
tions from the baseline and the finest meshes as describediin$2.2, and the results
show that the general characteristics of the vortices amsistent. In the regions far
away from the wing, the isolated vortices likely containfanital effect due to reduced

resolution there.

3.3.8 Full-body simulation

A full-body model of the hovering hummingbird is also crehby using symmetric
kinematics for the left and right wings. The body of the bisdapproximated by a
sequence of ellipses withfiierent sizes and aspect ratios. The bird model is run in an
extended domain in th¥-direction. The typical flow field is shown in Fi@.16 for
mid-downstroke and shortly after supination. From the exodtructures in the flow,

we notice that LEV and the tip vortex during the downstrokesimilar to those in the
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Shed LEV

Figure 3.15: Three-dimensional vortex structures in the fituring a stroke cycle,
where the time stamp from (a) to (d) is 01370.51T, 0.58T, and 0.78. The vortex
loop from the downstroke is marked by a dashed line. The thiodw in (d) indicates
the location where the LEV is pinchedfo

single-wing simulation. However, during supination th@twings are near each other
(the included angle is about 30 The flows around the two wings are close enough
to interact. In particular, when the wings move away fromheather, the vortices
generated from each wing during grow and collide with onetlagro The interaction

is complex and leads to further breakup of the vortices. Othan that, the major
vortex structures, such as the LEV and TV, are similar toelseen in the single-wing

simulation.
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Despite the ffect of the wing-wing interaction on the three-dimensionattex
structures, the lift production is not significantlffected. Fig.3.17 provides a com-
parison of the lift co#ficient between the full-body and the single-wing simulagiolh
can be seen that the forces from the two simulations are Vesg ¢o each other. This
result suggests that the wing-wing interaction and the viiady interaction do not play

an important role in lift production of the hummingbird.

3.4 Conclusion

A three-dimensional simulation was performed for a hovghammingbird with
the realistic wing motion reconstructed from imaging ddiae simulation captures the
lift and power characteristics in a stroke cycle and alsaitiedf the flow field. Our
result confirms and provides specific data for the lift asyitnmynthat was previously
suggested based on the measurement of the circulationcatbenving. Furthermore,
we guantitatively analyzed the sources of the lift asymynatid pointed out the mech-
anisms that lead to the asymmetry. Summarizing the reshé#sjownstroke produces
150% higher vertical force than the upstroke. Among theoiagtthe wing area con-
tributes 10% greater force, the drag-basgdat contributes 60%, the wing-wake inter-
action contributes 30%, and the rest 50% can be attributdgttoombined wing speed,

angle of attack, and wing rotation.
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Figure 3.16: Three-dimensional vortex structures in thiedody simulation shown for
a downstroke (a) and upstroke (b).
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Figure 3.17: Comparison of the vertical force ffazent in typical cycles between the
full-body simulation and single-wing simulation.
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CHAPTER IV

PERFORMANCE OF A QUASI-STEADY MODEL FOR HOVERING

HUMMINGBIRDS

4.1 Introduction

The aerodynamics of hovering hummingbirds have been ilgatst in several re-
cent studiesChai and Dudley1999 Altshuler et al, 2004a Warrick et al, 2005 To-
balske et al.2007 Warrick et al, 2009 Hedrick et al, 2012 Song et al.2014). Previ-
ous studies have mostly focused on measurement of the flamatbe bird using tech-
niques such as particle image velocimetry (PIWefrick et al, 2009 Altshuler et al,
2009 Wolf et al, 20130, morphorlogical kinematicsTobalske et a).2007 Hedrick
et al, 2012 and mechanical power consumptiddh@i and Dudley1999 Altshuler
et al, 20043. The lift production was directly studied more recently $gng et al.
(2014, who performed a three-dimensional simulation of a ruirpated humming-
bird (Archilochus colubri} based on reconstructed wing kinematics from high-speed
imaging data. Aside from full CFD models, the quasi-steadyhad, which assumes
that the state of the system at a particular time is fi@céed by its history, has long
been used for the analysis of flapping win@sborne 1951). This method later has
been revised to include the translational force, rotatitorae, and accelerationffect
to address the unique features of flapping wirigiskinson et al.1999 Sane and Dick-

inson 2002. Compared with full CFD models, the quasi-steady methothogprovide
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Figure 4.1: Illustration of a wing chord in the blade-elert@odel.

information about the three-dimensional flow pattern asgiediction of force char-
acteristics has limited accuracy. However, this methodtiseenely dficient in contrast
with 3D simulations, and it can be used as a convenient todbfst analysis, e.g., in

optimization designZheng et al.20133 or study of maneuver flight.

In this study, we will compare force prediction of a calie@guasi-steady model of
the hovering hummingbird with that of the CFD modeSang et al(2014), and we will
use this simple model to further quantify the translatiogfdct, the rotational féect,

and the acceleratiorffect that can not be easily decoupled in a full CFD simulation.
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4.2 Modeling approach

In the quasi-steady or blade-element model (BEM), the fotale on the wing is
summation of the forces on a set of infinitesimal chordwis@stor blade elements,
as shown in Fig4.1(b). For each chord strip, the translation velocity, ratatvelocity,
and angle of attack are obtained from the reconstructed wimgmatics. The total
force on each strip is composed of three components: thelateonal force &4, the
rotational force &, and the added-masgect (or the acceleratiorffect) d-,.,, based
on the formula inSane and Dickinso(R002 if we ignore other fects such as wake

capture and vortex shedding. Thus, the total force on theseming is

F= Ftrans+ I:rot + I:acc = f(dFtrans"' dl:rot + dFacc) (4-1)

Next, we describe each component in this equation.

First, the translation force of a blade element consistsaatdy lift and drag that are
functions of the angle of attack;, defined as the angle between the element and the

average stroke plane,
o°Re (*,.| Co@) |
FtranS: p— f r2C dr, (4.2)
0

: C'L(a)

wherep is the air density® is the instantaneous angular velocity of wing stroke,
and ¢ are respectively the dimensionless spanwise location andrgionless length

of the chord normalized by, C; () andC[,(«) are the lift and drag cdgcients. The
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Figure 4.2: Translational force cfiieient fitting from the revovlving wing simulations.

lift and drag in Eqg. 4.2) are perpendicular and opposite to the translational itglot
the chord, respectively. The function formsGjf andC;, are fromSane and Dickinson
(2002. To obtain the constant parameters in the expressiong\Veywe run a series of
CFD simulations of a revolving-wing model in which the wirgyolves in one direction
at a constant angle of attack. The wing has a rigid, flat sarfemm projection the
hummingbird wing on a plane. The simulation setup is desdrih another work§ong
et al, 2014). With such calibration, the fitted lift and drag functione &also shown in

Fig. 4.2)

@)
~<
I

0.245+ 1.63sin(234a — 6.3)

(@)
o
Il

1.88 - 1.70 cos(27« — 10.66). 4.3)

The rotational motion, or pitching, around the long axisté tving can enhance
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magnitude of the bound circulation, thus increasing liftctoif it is combined with
proper wing translation and posture. We adopt the folloviorghula for the rotational

force Sane and Dickinsqr2002
. 1
Frot = Crotpq)aszf Pe2andr. (4.4)
0

whereq is the instantaneous pitching velocityis the surface normal of the chord, and

C,ot IS the rotational force cdicient.

To obtain the location of the rotational axis, in the currentk we choose several
chords along the wing to find an average value. The samplelstaoe chosen as shown
in Fig4.3(@). These are chosen because they represent most of thamdraye not as
sensitive as the root and tip regions to the exact locatigheoWing root. The exact lo-
cations of the five chords arera&"0.237, 0.333, 0.462, 0.604, 0.758. The translational
velocity of each chord is calculated accordinglg = U;f. Then by comparing the
velocities relative tdJ, at the leading edge and trailing edge, we can obtain the wing
pitching axis locationky'based on Fig4.3(b). Finally, we take a weighted average of

~

X0,

, (4.5)

wherei goes from 1 to 5. Fig4.4 shows the distribution oky; and corresponding
local rotational cofficient C,o; for these chords. The figure shows that as the chord

location moves toward the wing tip, the pitching axis moveser to the trailing edge,
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Figure 4.3: (a) Sample chords used to determine the locafitimee wing axis. (b) II-
lustration of calculation of the wing axi¥e, Vie andV,. are the leading-edge velocity,

trailing-edge velocity, and translational velocity of ttteord.
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Figure 4.4: Pitching axis and the corresponding rotatiémiale codficient of selected

chords.

leading to a smaller rotational force d¢beient. Using Eq.4.5), we havexy = 0.453

andC,,; = 0.933.
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The force model due to the acceleratidieet is based on that Bang(2001). Since
the location of the pitching axis in the current model is deiaed specifically for
the hummingbird, we rescaled the pitching acceleratiom t@nd obtain the following

formula for the acceleration force,

RZ 1 . - A RC3G 1 A i
Facc= pm’j f FE?[D sina + ®a cosa]ndf + pn5;;3a f &3ndf (4.6)
0 0

where® anda are the instantaneous angular stroke velocity and pitciiogleration,

respectively.

4.3 Results

The comparison of the vertical and horizontal forces betwtbe BEM and CFD
simulation is shown in Figd.3for four typical flapping cycles. These forces have been
normalized by GBpU?ZSF3, wherer? = 0.27 is the co#ficient of the second moment
of area of the wing. The figure shows that the BEM is able towapthe general
trend of the forces for both downstroke and upstroke. Howete horizontal force
is not matched so well as the vertical force. In addition, endiscrepancy could be
seen for upstroke than for downstroke. For example, the ldepdak feature during
upstroke is completely missed by the BEM prediction. THeedence corroborates that
the double peaks during upstroke are related to the leastigg-vortex sheddingbng
et al, 2014, a typical unsteady phenomena, and thus are not presehe ioutrrent

guasi-steady analysis.
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Cv Ch Cv,down Cv,u p Cv,down/ Cv,u p Ch,down Ch,u p

CFD 1.84 1.41 2.71 1.08 2.51 1.78 1.12
BEM 1.90 1.51 2.88 1.23 2.34 1.83 1.40
Meanerror 3.1% 6.9% 6.3% 13.9% 6.8% 29% 25.1%
RMS error 26.2% 42.7% 17.1% 43.6% - 26.7% 60.2%

Table 4.1: Quantitative comparison of the forcefticeents between the BEM and CFD
results, where “down” means downstroke and “up” means akstr

The quantitative comparison of the forces is shown in Tdble where the mean
and root-mean-square (RMS)fidirences are listed for downstroke, upstroke, and the
whole cycle. It can be seen that the mean errors within ameestioke cycle is less
than 7% and thus reasonably small. The mean errors for lesti@ greater and are
within 15% for downstroke and 25.1% for upstroke. More digant is the RMS error,
which reaches nearly 26% for the vertical force and near®g &% the horizontal force.
For upstroke, the RMS errors are even greater because teebaers are relatively

small.

Since the average forces predicted by the BEM are reasonkdg to those given
by the CFD, we move on to study the translational, rotatiosadl acceleration forces
as predicted by the BEM. Figl.3 shows breakdown of these force components. The
guantitative information is provided in Tabfe2 It can be seen that the translational
force dominates the force production by contributing ta182 of the vertical force and
to 80.8% of the horizontal force. The rotational and acedien dfects have much
small contributions to the force production. The rotaticefect explains only 11.8%
and 13.8% for the vertical and horizontal forces, respebtjwvhile the acceleration

effect explains 5.8% and 5.4% for the vertical and horizontalds, respectively.
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Figure 4.5: Normalized vertical and horizontal forc€,andC,, given by the BEM
prediction and the CFD simulation.

Figure 4.6: Breakdown of forces predicted by the BEM. Useé&Tdrranslation, Rota-
tion, and Acceleration” in the legend.

Cv,trans Cv,rot Cv,acc Ch,trans Ch,rot Ch,acc

Whole cycle 1.55 0.23 0.12 1.22 0.21 0.081
(82.4%) (11.8%) (5.8%) (80.8%) (13.8%) (5.4%)
Downstroke 2.22 0.33 0.16 1.43 0.22 0.067
Upstroke 0.95 0.15 0.076 1.03 0.20 0.093
DowngUpstroke ratio 2.34 2.20 2.11 1.39 1.1 0.72

Table 4.2: Co#icients of forces due to the wing translation, rotation anckberation
effects. The numbers in the parentheses represent the pgreenthe force within the
total force that includes the translation, rotation, anceéeration &ects.
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Figure 4.7: Histories of the normalized rotational forcéngvtip velocity and pitching
velocity of the distal wing. Usey.

The rotational &ect is further shown in Figd.7 where the contribution of rotation
to the vertical force is plotted along with the wing tranglatand pitching velocity as
measured for the distal half of the wing (the distal half ipaximated as a flat sur-
face for this measurement)y. It can be seen that right after pronation and supination
where the wing has the greatest pitching velocity, the imtat force is negative and
the magnitude is small. The peak rotational force actualypens near mid-stroke for
downstroke when the wing has the greatest translation iglaed also a local peak in
backward pitching, i.e., a phenomenon pointed out prelyansour CFD studySong
et al.(2014. During mid-upstroke, the rotation produces a similarkpeat the mag-
nitude is much lower. Toward the end of downstroke and uketrtation produces a

second peak.
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The downstroke-upstroke ratio of the vertical force wasoregal to be 2.5 in the
CFD simulation Song et al. 2014. This asymmetry is also captured by the BEM
result as shown in Figl.3 and the ratio is 2.34 from Tab#el The table further shows
that the translational, rotational, and acceleratidaats all contribute to the asymmetry
in the vertical force, and their own asymmetry ratios areahtbve 2. In comparison,
the asymmetry in the horizontal force is much smaller. Byjgmting the forces in the
directions perpendicular and parallel to the wing tramsigtwe obtain aerodynamic
lift and drag. The BEM result shows that during downstroke, drag contributes to
nearly 20% to the vertical force and has a significdfea on the downstroke-upstroke
asymmetry. This result is consistent with the report of trevjpus CFD study$ong

et al, 2014.

4.4 Conclusion

The quasi-steady model calibrated against the CFD resalpoedict the general
force characteristics within a stroke cycle and the meaceforeasonably well. This
model may be used in the future for analysis of unsteady flightamics of the hum-

mingbird.
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CHAPTER V

WING-PITCHING MECHANISM OF A HOVERING RUBY-THROATED

HUMMINGBIRD

51 Introduction

Hummingbirds are one of the few vertebrate groups that cefionpe sustained hov-
ering flight. Their superb agility has inspired developrmargmall aerial vehicles, e.q.,
the robot dubbed “Nano Hummingbird” that was recently ineerby AeroVironment
Co., (Monrovia, CA) Keennon et a).2010. A key strategy that hummingbirds utilize
to produce enough weight support during hovering is to iberangle of attack of their
wings during upstroke so that an extra amount of lift can lmkeddn addition to the lift
generated during downstrok@/érrick et al, 2005. A similar wing-flipping strategy
is also adopted by many hovering insects, although insests & completely dierent
musculoskeletal system than hummingbirds. In insectsaatiye wing flipping must
originate at the wing base because the wings have no musgtaats. However, hum-
mingbird wings have muscles and skeletal joints and thus acéiyely flex or rotate
different segments. Given such a large physiologid&idince in their wings, it is thus
natural to ask whether the mechanism of pitching actuatom@immingbird wings is
the same as that for insect wings. For hummingbirds, it has heypothesized that
the source of wing inversion occurs at the wisblpe and Zimmef1939 or shoulder

joint Karhu (1999. In a more recent study using high-speed three-dimenk}onay
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videographyHedrick et al.(2012 found that hummingbirds indeed enable the high-
degree supination by allowing rotation at the wrist and fodg®ven at other skeletal
elements on the wings. However, even though they are ploggaally capable of do-
ing so, it is not yet clear whether hummingbirds need to flipggi actively since the
inertial dfect of the wings during translational acceleration and kéeagon may be
able to drive pitch reversal. In insects, there has beereaci that pitch reversal is
mainly driven by the wing inertia. For exampEnnos(1988h 19893 calculated the
inertial torque of diptera wings and concluded that thetiags suficient to cause the
wings to flip on their ownBergou et al(2007) used a computational model to analyze
the pitching dynamics for several insect species. Theilyaisgashows that a negative
pitching power flows from the wing root, which means that Ipiteversal originates

from the wings themselves.

In the light of the work ofBergou et al(2007), a similar study for hummingbird
wings would be instrumental in understanding the mechamistheir pitch reversal.
Different from previous studies, in the current work the comprtal model of the
pitching dynamics is based on a high-fidelity reconstructbthe wing kinematics of
a hummingbird, and the forterque analysis, which includes the aerodynamic force
and torque, are based on results of three-dimensional ailong. Therefore, the model
provides an accurate account of the pitching dynamics ngtfonthe wing reversal but
also for an entire stroke cycle. Since pitching motion isemeyal important for force
production of flapping wings Kickinson et al. 1999 Sun and Tang2002h Wang

et al, 2004k Dai et al, 20121, the detailed pitching dynamics we describe through the
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current work would be useful for the future study of aerodyitas of hummingbirds

and other small flapping vehicles or animals.

5.2 Modeling approach

5.2.1 The wing model

The dynamic deformation of the wing such as spanwise beratidgwisting have
been included in the reconstructed kinematics. The two sverg@ assumed to have
symmetric motions. A distinct feature from the wing defotioa is that the wing
experiences significant twist along its long axis duringtigde while the surface is
relatively flat during downstroke. Such pronounced twisteto an aerodynamically
favorable angle of attack for the distal portion during upis¢. Since the greatest wing
twist takes places in the middle section, we split the wirtg iwo regions, the distal
part and the proximal part, as seen in Hdl, and approximate each part as a rigid body
as we consider its dynamics of rotation. The division paletioted a$, is at 42% of
wingspan from the root and roughly corresponds to the lonatf the finger tip of the
wing (Hedrick et al, 2012. The surface area is 2.49 érfor 44% of the whole wing)

for the proximal part and 3.19 cnfor 56%) for the distal part.

The two sections share the same pitching axis, and the spamwist is represented
by different values of the pitch angle for each section. To quaintig describe the
complete rotation of the wing, one wing-fixed coordinatetays 1-2-3 orxyz is de-

fined and attached to each section as shown in3:lg.The 1-axis is along the overall
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Figure 5.1: lllustration of the hummingbird wing model ar twing-fixed coordi-
nate systems for the distal and proximal sections. The wangjand the finger tip are
denoted byO andF, respectively.

wing axis, and the 2-axis is parallel to the individual wiregson, and the 3-axis is
perpendicular to the section and points to the dorsal side Sfroke angle, devia-

tion angleg, and pitch angle, of the wing are described along with a definition of the
coordinate transformation in Appendix A.1. The distal anoipmal sections have the
same values ap andd but differenty. The time courses of these angles and the angular

velocities are obtained from the reconstructed wing kin@sa

5.2.2 Description of the rotational velocity of the wing

Several coordinate systems need to be defined in order talokedwe rotation of the
wing in a three-dimensional space. First, the coordinaséesy fixed with the average
stroke plane is denoted B§/Y’Z’, whereZ’ is perpendicular to the average stroke plane
andX’ points forward and is located in the symmetry plane of thd body. Note that

Z' is not necessary parallel to tBeaxis in the global coordinate system. The wing-fixed
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Figure 5.2: Coordinate transformation and definition ofribtation angles.

local coordinate system for the right wing is denotedkigy, or 1-2-3. This system will
be used to represent the entire wing if the surface is asstorekigid, or an individual

section if the surface is divided. All coordinate systemkfo the right-hand rule.

Three additional intermediate systems are defined to destite Euler angles and
the sequence of coordinate transformation. The first on€”ig”z” as shown in
Fig. 5.2a), which denotes the hypothetical initial position of thieg. The wing axis,
X", points toward negativ¥’, and the dorsal axig,”, points towardy’. Thex”y"'z"”
system is then rotated around tBeaxis by angleg, i.e., the stroke angle with an
initial value 4, to obtain thex’y”’z” system (Fig5.2b). Thex’y’z’ system is then ro-
tated around the’-axis by angle, i.e., the elevation angle, to obtain tklg'z system
(Fig. 5.2c). Finally, thex'y’Z system is rotated around tlxeaxis by angleys, i.e., the

pitch angle, to obtain thgyzsystem (Fig5.2d). From this transformation procedure,
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the angular velocity vector of the wing can be written as

w = ¢ey + 08y + Y.y, (5.1)

wheree is the basis vector in the coordinate system indicated bgubscript.

The basis vectors in Eg5(1) can be expressed in terms of the basis vectors of the

xyzsystem. That is,

€ = €,
& = €, COSYy — &, Siny,
€, =€, = €,CoSy + g,siny,

€ = €y = €, COSH — €, Siné.

Thus, the angular velocity becomes

€
I

(¢ Sin6 + ¥)e,
+ (¢ cosdcosy + Osiny)e, (5.3)

(—¢ cosd sing + 6 cosy)e,.

+
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The components of the angular velocity are

(¢Sin6 + ¢)

S
I

w> (¢ cosd cosy + 6 siny) (5.4)

w3 = (—¢cosvsing + 6cosy).

5.2.3 Dynamics of rotation

To describe dynamics of wing rotation, we use the angular emtom equation for
each wing section projected onto the wing-fixed coordingstesn associated with the
section. Thus, the equation is expressed in the rotatimgefiaf reference. For the distal

section, the equation is

lwo+wX(l-w)=Taeo+ Tk, (5.5)

and for the proximal section, the equation is

l“w+wX(l ) =Taero— T+ To. (5.6)

In these equations,is the moment of inertial matrix of the section, ahgis the torque
that the proximal section exerts on the distal sectioyjs the actuation torque at the
wing base,O, T4 is the aerodynamic torque, ame and w are rotational velocity
and acceleration vectors, respectively, botlthe rotating frame of referencewWhen

calculating the moment of inertia of each wing section, tivefgpoint is assumed to be
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at pointO regardless where the origin of the local coordinate sysser@ince each wing

section is approximated as a flat thin surface, the symmagitial matrix becomes

I11 |12 O
=11, 1, O (5.7)
0 0 |lsx

wherel s, lo3, 131, andlsz, vanish. Sincdss = I11 + |5, for a flat thin plate, the pitching

component, i.e., the 1-component, of the equation for teabsection becomes

—
I
|

l11w1 + 11202 — lorwiws + (133 = 1 22)wWow3 — Taero

l11w1 + l1ow2 — lpwiws + l11w2w3 — Taero. (5.8)

HereTr andTgero are the pitching component @fr and T 4ero, respectively. We term

Tk the twist torque at poirfe. Similarly, the pitching torque at the bagg,, is

To = luwr + l1ws — l1pwiws + 1110203 — Taero + TE. (5.9)

The aerodynamic pitching torqu€,ero, in Eqns. 6.8) and 6.9) is calculated using
the result from our previous CFD study of the same wing kingsgand the expression

is

Taero=f|><fds (5.10)
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Wheref is the distributed aerodynamic force on the wing surfacemjivy the CFD
simulation, and is the vector from poin® to the point of evaluation. Both the pressure
and the shear stress have been includdd@&ven though the pressure is dominant. We
show in Fig.5.3the pressure étierential of the two sides of the wing for a typical stroke
cycle. From this figure, we see that the pressure load is yndistributed over the distal
section and is generally higher near the leading edge thanthe trailing edge. That
is, the results are overall consistent with basic aerodym#meory of a revolving air-
foil. Another observation is that the pressure center iditgui@ely behind the torsional
axis. This general feature of bird wings leads to a nose-doiahing torque during
translation and is thus beneficial for aeroelastic stghdftthe wings Foérsching and

Hennings2012.

Mass distribution of the hummingbird wing is needed to clatithe inertial ma-
trix in Eg. (5.7). The one-dimensional distribution of mass along the wpagswas
determined experimentally for a hummingbird of the sameigseby slicing each wing
into 11 chordwise strips and measuring the mass of eachichdil/strip. The averaged
mass distribution is then scaled to match the wing lengthefiummingbird used in the
filming experiment. The two-dimensional wing surface cetssof feathers and a mus-
culoskeletal structure of bones and muscles that have mass than the feathers. To
incorporate such an anatomical feature, we assume thatsagelat the distal section,
which mainly consists of feathers, has a uniform surfaceithealong its chord; for the
strips at the proximal part, we assume that the featherddcauhas the same density

as that of the first distal strip adjacent to the proximal isechbut the additional mass
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Figure 5.3: Pressureftiérential (unit: Pa) over the wing surface obtained from aipre
ous CFD study$ong et al.2014) for (a) downstroke and (b) upstroke.

of these strips is assigned to the bony structure that algesmonds to the torsional
axis. This mass distribution is shown in Fi§4. The elements of the inertial matrix are
calculated using the local surface density. The torsioxiglia assumed to be located at
1/8 of the average wing chord from the leading edge. As a rebatcenter of mass is
behind the torsional axis, which, similar to insect winbiefberg 1972 Bergou et al.

2007, allows the wing inertia to facilitate pitch reversal.
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Figure 5.4: Surface density of the hummingbird wing. Thehéasline indicates the
torsional axis, and the thick bar represents the bony streaf the wing, which has
additional mass.

53 Results

5.3.1 Dynamics of the distal section

The distal section is composed of feathers, which are thieespassive structures
but embedded in bony and connective tissue that might pasemie muscle-based ac-
tive pitching rotation. An analysis of the torque and powewflbetween the distal
and proximal sections will provide some insight into acdiabf pitching for the distal

wing.

Figure5.5@a) shows the time derivative of the three Euler anghes, andy, phase-
averaged for the distal section. The angular velocitieshanwing-fixed coordinate

system are plotted in Fidh.5b). It can be seen that these angular velocities are sub-
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Figure 5.5: Pitching dynamics of the distal section. (a) Pphase-averaged angular
velocities in terms of the Euler angles. (b) The correspogdingular velocities in the
wing-fixed coordinate system. (c) The inertial torque ter(d$ The sum of all inertial
torques,Tinertia, the twist torqueTg, the negative of the aerodynamic torqiligsro, and
the actuation torque at the rodi. 75



stantially diferent from sinusoidal waveform, which justifies the curremdlysis based
on a more accurate description of the wing kinematics. Therstobservation is that
the magnitude of the pitching velocity, can reach 450 rasl during pronation and
is thus significantly greater than that of the stroke veloalt whose peaks are less
than 280 rags. Furthermore, the wing has a significant nose-up pitchingan dur-
ing mid-stroke, especially during mid-downstroke, whishailift-enhancing rotation as
discussed in our previous studydng et al.2014). Similar characteristics can be seen

from the plot ofw;.

Figure 5.5(c) shows the torque components of the inertifie@s, |11w1, 1207,
l11wow3, and —Ilwiws. Among these components,w; is due to pitching acceler-
ation or deceleratiorl ,w, is due to acceleratigdeceleration of the wing translation,
and the rest two terms are products of the angular velocEesept forl11w,w3, which
is small throughout the cycle, the other three terms aragtifsccant. The term j,w,
is greatest during both pronation and supination reveradigh is consistent with the
fact the wing comes to stop before accelerating for the nektditroke. The other
two terms,l11w; and —lwiws, peak during wing translation, and their magnitudes
are significantly lower than that ¢f,w,. These results suggest that the inerti@et
due to wing translation may be féigient to drive pitch reversal, but we will defer the
conclusion until we also examine the external torques omihg. From Fig.5.5c),
the inertial acceleration of pitching as represented, by, reaches its maximum mag-
nitude around AT after the beginning of downstroke. The terihy,wiws becomes

great during mid-stroke, and as shown next, this term woeld bounteract the torque
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exerted by the aerodynamic force.

The total inertial torqu€Tineria, i.€., Summation of all four inertial terms in Fig.5(c),
is shown in Fig5.5d) along with the negative of the aerodynamic torgi€,er,, and
the twist torqueTg. They are related to each other By = Tinertia — Taero- The aerody-
namic torque is much greater during downstroke and thamguwpstroke. This result
is due to the force asymmetry between the two half strokeg;hwmivas discussed in
detail inSong et al(2014). In contrast, the total inertial torque is more symmetee b
tween downstroke and upstroke: peaks neat/T = 0.1 during downstroke and near
t/T = 0.55 during upstroke. Additional peaks can be observed poisupination and
prior to pronation. Comparing the three torques in the figue see that during early
wing translationT zero IS oW and Tineria IS Mainly balanced byg. In the middle of
translation,T e IS great and needs to be balancedrayas well. Att/T = 0.4 and 0.9,
i.e., near the end of each half stroRgeis IS around zero andl,e,, is mainly balanced
by Te. Aroundt/T = 0.25 and 0.8 we notice thaeria and Taero Nearly cancel each

other andT¢ is thus minimal.

The graphs in Fig5.5c,d) tell us the magnitude and phase of all the pitching
torques. However, it is not straightforward to see the iitial contribution of each
torque to the pitching motion. Thus, we further examine theeqr balance of the distal
section by multiplying Eq.5.8) by w; and obtaining the following expression:

1 dwi

. 2
Elllw —l1pwow1 + 120wz — l11w1wews +Trwy + Taergw1 (5.11)

Pinertia

77



where the term on the left-hand side represents the ratedase of the kinetic energy

of pitching, Epitch = %Inwi, and all the terms on the right-hand side represent the power
input of a certain torque. The three inertial terms on thetrlgand side can be grouped
as the total inertial powePRjeria. We also define the torsional poweg = Trw;, and

the aerodynamic powétaero = Taercw:. EQ. 6.11) then becomes

Epitch = Pinertia + PF + Paero (5-12)

Figure5.6 shows the comparison of these power terms phase-averagadyole.
Starting fromt/T = 0.9, i.e., toward the end of upstroke when the wing performs
pronation, we see th& is initially positive, indicating energy input from the prioal
wing, and it is the torsional power that first drives the pitghmotion of the distal
section by counteracting the negative aerodynamic povaetighelatively high because
of a great pitching rate at the moment (between -300 and d&6)r Then the inertial
effect kicks in and takes over to drive pitching. Latet/at = 1 and before/T = 0.1,
the inertial power is high, and meanwhile the torsional polags to become negative

and large in magnitude so that the wing can finish pronatidhauit exceeding rotation.

During mid-downstroke arourtdT = 0.25, the torsional power is positive, and thus
energy is being input from the proximal section to perform tlose-up pitching. Later
aroundt/T = 0.4, a small amount of torsional power is needed to initiatestignation
reversal. However, the inertial power soon becomes largaginto overcome the aero-

dynamic resistance and drives the reversal. Like pronati@ninertial power becomes
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Figure 5.6: Rate of change in the pitching energy of the béstetion, the power con-
tribution of the inertiaPiertia, @a€rodynamic poweR,era, and torsional inputPg.

so high that the torsional power has to be negative betwder 0.45 and 0.65 to pre-
vent the wing from over-pitching. Note that during supioataround/T = 0.5, Epitch

is small, indicating the the distal section is mostly mamtgy its pitching momentum
gained earlier. During mid-upstroke wheff = 0.75, only a small amount of torsional

power is needed to overcome the negative aerodynatiiicte

5.3.2 Dynamics of the proximal section

The analysis of the proximal section is similar to that of dngal section. We first
calculate the aerodynamic torque and all the inertial tarsisg reconstructed angular
velocities. The twist torquér is known from analysis of the distal section. Thus, the

pitching actuation torque at the rodi, is determined from Eq5(9).

Figure5.7(a) shows the pitching velocity of the proximal sectignalong with that
of the distal section. Note that the two sections have theegeandé. It can be seen that
the two parts have significantlyféierent pitching velocity. During early downstroke, the
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negative peak of reaches about -540 radfor the proximal section, which is greater
than that of the distal section. The positive peaks of theipral section during mid-
downstroke and during early upstroke are lower than thoteealistal section. Overall,
the proximal section has a phase delay in pitching as cordpeith the distal section.
Figure5.7(b) shows the angular velocities of the proximal sectionhi@ wing-fixed

coordinate system, whete has similar characteristics aof the section.

The inertial torques of the proximal section are shown in &igc). We see that the
pitching acceleration term and translational accelemagoms, i.e.)11w; andlqow,, re-
spectively, are much greater than the other two inertiah$erThese two major torques
have a similar phase shift as compared with their counterpéwtted in Fig5.5(c) for
the distal section. Compared with the distal section, tlexipral section has greater
l,1w1 but lower low,. The sum of all inertial torques, the negative of the aerody-
namic torque, and the actuation torque at the root are pléatethe proximal section in
Fig. 5.7(d) along with the twist torque exerted by the distal sectifferent from the
distal section, the aerodynamic torque of the proximaliseds much lower than the
inertial torque in terms of peak magnitude. Both the aeradyin torque and the inertial
torque are much smaller thar andTo. This result means that for the proximal sec-
tion, the torque at the root is mainly balanced by the torqueeted by the distal section,

or the proximal section transmits most of its torque at thod to the distal section.

Following the power analysis for the distal section, we mpWitEq. (5.9) by w; of
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Figure 5.7: Pitching dynamics of the proximal section. (ajmparison of the phase-
averaged angular velocity, in termsf between the proximal section and distal sec-
tion. (b) The corresponding angular velocities in the witxgd coordinate system for
the proximal section. (c) The inertial torque terms for th@qmal section. (d) The sum
of all inertial torquesTinertia, the twist torguejl'p, and the negative of the aerodynamic
torque, T aero, fOr the proximal section. 1



the proximal section and obtain a similar formula for thist&m,

1 dw%

- 2
EIHT —lpwow1 + l1pwiws — lwiwews +Towr — Trwy + Taerow1-(5.13)

Pinertia

Using the same notations for the power terms, we have

I‘Epitch = Pinertia + Po — Pr + Paero, (5-14)

wherePg = Tow; is the power input from the root.

Figure5.8(a) shows the actuation power at the rdeg, and the torsional power to
the distal sectionPr. Similar to the comparison ofp andTg, Po andPr have close
magnitude and phase. Therdtfdience Py — Pg, is plotted in Fig.5.8(b) along with
Epitch, Pineria, @nNd Paero Of the proximal section. Comparing Fi§.8b) and Fig.5.6,
we see there are a few similarities between the proximaiseand the distal section.
First, Epitch, Pineria, aNdPaero Of the proximal section all exhibit a similar trend to their
counterpart of the distal section although their magniuaie diferent. P,e,, Of the
proximal section also has a phase delay as compared wittotlibe distal section,
which is consistent with the pitching delay of the proximetison. Second, positive
actuation power is needed to initiate the pronation reverfstéie proximal section be-
tweent/T = 0.9 and 1, and also to nose-up pitch the section during mid-dowake
betweent/T = 0.2 and 0.3. During early downstroké&/T between 0 and 0.2) and

early upstroket(T between 0.5 and 0.75) , the actuation power is negative tepte

over-pitching.
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Figure 5.8: (a) Comparison of the power at the ré%$,and the torsional power to the

distal sectionPg. (b) Rate of change in the pitching energy of the proximalisa@and
the power contributions.

5.3.3 Dynamics of flapping motion

Using the current model, it is straightforward to analyzpgiag motion of the hum-

mingbird wing. We first write the other two components of Eg 6 for the proximal

section as
Too = lopws + 12101 + lpwows + (111 = I33)wrws — Toaero + ToF,
: 2 2
Tzo = lasws+ lp(w] — w5) + (I22 = l11)wiws — Taaero + TaF, (5.15)
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where the subscript® and F indicate the location of the torque. Ed.9 can be
expanded in the same manner. The torque to drive flappingomofithe wing at the
root, To fiap, Can be defined as the torque alongyhaxis in Fig.5.2 Thus, the wing-

root torque is

TO,fIap = To . éy/ = Tz,o COS{// — T3,0 Sinl//. (516)

The rotational velocity along thg-axis is

wy = w -8 = wyCOSY — w3 SiNY. (5.17)

The power due to flapping motion is calculated as

I:)O,flap = TO,fIapU)y’- (5.18)

The inertial power and aerodynamic power can also be caémllby taking the dot

product of the inertial torque or the aerodynamic torqudwif&, .

Figure5.9(a) shows the inertial torque, wing-root torque, and aenadyic torque
of the whole wing due to flapping motion. Note that during dewoke, the wing-
root torque is first balanced by the inertial torque and thethle aerodynamic torque
of similar magnitude. During upstroke, the aerodynamiqueris relatively low, and
the actuation torque is mainly balanced by the inertialuerqg These torques are at
one order of magnitude higher than the pitching torques shiowFig. 5.7(d). The
corresponding power sources are shown in bBi§(b). As expected, the inertial power
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Figure 5.9: (a) The phase-averaged actuation torque abtite inertial torque, and
aerodynamic torque for flapping motion of the entire wing. The corresponding
power for flapping motion of the entire wing.

is negative during wing deceleration, and the aerodynaowepis always negative. An
interesting observation is that, through meeting the delma the inertial power and
aerodynamic power, the wing-root power is mostly positivé ao substantial negative

power could be recycled at the root.

54 Discussion

From the analysis of the distal section, we see that theiah&ftect due to wing
translation,l1,w,, is large enough to drive pitching during pronation and sapon.

Exceptions are during early pronation when an additiona@ue is needed to initiate
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wing rotation and also during mid-downstroke when the aolid# torque needs to per-
form nose-up pitching when the wing has maximum resistarara the aerodynamic

torque (see the graph @t in Fig. 5.5d)).

During most of pitch reversal, a reaction torque from thexpmal section is nec-
essary to prevent the distal section from rotating exceBsiAs a result, the pitching
power flows from the distal section to the proximal sectiod assists with simulta-
neous pitch reversal of the proximal section. Such a reat¢tiomue between the two
sections can be provided by the connective tissue of the ambalso the obliquely
aligned feathers because of their structural elasticitpnFig. 3.3, we can see that
the direction of wing twist during both pronation and supioiaindeed corresponds to
the direction of twist torquelg, which indicates that the twist torque may come from
the structural deformation and the wing elasticity may tptsvide a passive mecha-
nism to modulate pitch reversal. The positive power inpoirfthe proximal section to
the distal section during mid-downstroke and the beginwinthe pronation (i.e.Pg
in Fig. 5.6) does not necessarily require muscle actuation eithetedds it could be
transmitted from the wing root by the proximal section, arduld be released from the

twisted wing structure that stores energy in the form oftedgmotential.

We should point out that we cannot exclude an assisting oolthe muscles on the
wing skeleton. These muscles may potentially increaseditstonal stifness through
activation to provide the reaction torque during pitch rea& or they might even par-
ticipate pitching activation during mid-downstroke andlg@ronation to provide the

positive power needed at those moments.
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The current results imply that the pitching mechanism ofttbenmingbird wing
may be similar to that of insects. Insects do not have musgidbeir wings, and the
inertial fect is suficient to drive pitch reversaBergou et al.2007). Their elastic
wing structure allows the distal section to achieve gregiteh angle than the proximal
section Wootton 1981). Furthermore, any positive power input, if needed forlpuitg,

can also be achieved by insects at the wing base joint.

At the wing root, the torque and power characteristics amalar to those at the
proximal-distal junction. This result is because the pmwedi section has generally the
same pitching behavior as the distal section even thougtwiheections have a phase
difference and also filerent magnitudes of inertiatfect. The torque and power needs
of both sections add up to the required input at the wing rdtterefore, the inertial
effect due to wing translation drives most of pitch reversa] arreaction torque is
needed to prevent excessive pitching. In addition, pasgower input is needed during
mid-downstroke and early pronation to facilitate pitchifigis positive power can only
be provided by muscle activity, and it is indeed achievalyléhe shoulder muscles of

the hummingbirdledrick et al, 2012).

To confirm that the current two-section model igfsuent to analyze the pitching
dynamics of the hummingbird wing, we also created a threéesemodel by further
splitting the proximal section into two parts connectedha wrist. This alternative
model takes into account of wing twist at the wrist joirtedrick et al, 2012. The
same procedure is used to calculate the inertial torque onemis, the aerodynamic

torque, and the torques at wing junctions. The results shaithe torque and power
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inputs at the root are close to those obtained from the twtiesemodel. In addition,
the torque and power at the wrist joint are between thoseeatdbt and those at the

finger junction. Therefore, we do not further discuss theselts.

55 Conclusion

A computational model has been developed to analyze thieipgcynamics of the
ruby-throated hummingbird and to identify the mechaniswiof pitching in hovering
flight. Realistic wing kinematics reconstructed from higiheed videos are incorporated
into the model, and the aerodynamiteet from a previous three-dimensional simula-
tion is included. It is shown that pitch reversal of the humgfiird is mostly driven
by the inertial &ect of wing translational acceleratj@ieceleration. However, actua-
tion power from the wing root is needed in the beginning ofnaitoon to start the fast
reversal and also during mid-downstroke to pitch the winge Thtrinsic muscles of
the hummingbird wing are not required to power pitching miotf the distal section.
These findings provide a unified view into the pitching adtratn insects and hum-
mingbirds and thus may be useful for the design of engingdhyers that attempt to

mimic these animals.
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CHAPTER VI

THREE-DIMENSIONAL SIMULATION FOR FAST FORWARD FLIGHT OF

A CALLIOPE HUMMINGBIRD

6.1 Introduction

Comparing with hovering flight, the forward flight of hummirigds and its fluid dy-
namics have been much less studiédbalske et al(2007) performed comprehensive
measurement of the flight kinematics of the rufous hummiratgbin the wind tunnel
at speed from zero (hovering) to 123n The data they obtained include the body ori-
entation angle, wingbeat frequency, wingbeat amplitutteke plane angle, wingtip
trajectory, and time-dependent variables such as the viiagdangle and wing area, at
different flight speeds. In general, as the flight speed incretsebirds aligned their
bodies more parallel to the flow to reduce drag, and the stpidee becomes more
vertical, which is beneficial for thrust production. Basettbeir data, the advance ra-
tio, J, defined as the ratio between the flight speédand the average wingtip speed,
Uiip, is between] = 0 for hovering and) = 1.5 for the maximum speed at 12/sn
In comparison, insects typically have an advance ratid ef1 (Vogel, 1966 Dudley,
2002. For example, fruit flies and bumble bees have the advaniceatz0.25 and 0.6,
respectively Dudley and Ellington1990a Dudley, 2002. So their wing speed is much
faster than the flight speed. Such &elience in the flight dynamics implies that there

should exist a significantly @fierent force production mechanism in the hummingbird
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wings than that of those insect wings.

Among the animal flyers, there are several types of thrustymtoon mechanism for
the forward flight mode. One common type is the so-calledkbaed flick’ (Heden-
strom and Johanssp2015, which is used by many insects, e.g., bumble b&asgi{
ley and Ellington 1990ab; Dudley, 2002 and also by bats during slow flight with
J < 1 (Norberg 1976. In this type, the stroke plane tilts forward and the baakiva
speed of the wing during upstroke is faster than the flighedp&hus, the aerodynamic
lift generated by the wings is directed forward during uplsérand functions as thrust.
Another type is the paddling mode discovered in a recenystiittuit flies at speed of
0.43 mis (Ristroph et al.2017) (the advance ratio of fruit flies is nedr= 0.25 (Dudley,
2002). In this case, the stroke plane of the insects remaindynkarizontal, and the
angle of attack of the wings at upstroke is much greater thaihat downstroke. Thus,
large drag is produced in the forward direction as a dragdbéisrust mechanism. For
large birds at cruising flight, the advance ratio is usuabgwe one Pennycuick1990,
and thrust is typically generated during downstroke whenl¢lading edge tilts down-
ward to redirect the aerodynamic lift forward for simultane weight support and thrust
production Alexander 2004). During upstroke, the birds feather their wings by tilting
the leading edge upward into thé&extive wing direction so that a minimum amount
of forces is producedAlexander 2004 Tobalske et aJ.2003a Spedding et al.2003
Henningsson et gl2008. Since the advance ratio of hummingbirds varies from zero t
above one, it is possible that they use disparate force ptmstumechanisms at filer-

ent flight speeds. FroMobalske et al(2007), the tip trajectory of the hummingbirds at
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slow flight speeds is highly skewed, when viewed from a glabakdinate system, and
resembles that of insects. Thus, the backward flick mod&esylemployed for thrust
production. However, at fast speeds, it is not clear whetiehummingbirds become
more like other birds, or they adopt af@irent flight strategy. To answer this question,
it is necessary to examine the detailed wing motion at thpseds. In addition to the
kinematic analysis, accurate calculation of the forceeeded, as the flow under con-
sideration is highly three-dimensional and involves uadyedfects beyond limitation

of quasi-steady models.

In the current study, we aim to understand the lift and thpusetluction of hum-
mingbirds during fast forward flight. The flow field and bel@vof vortices will be
investigated along the aerodynamic forces. In additionywllecompare the force gen-
eration mechanisms between hummingbirds and other ansuelisas insects and large
birds. Following the approach in a previous study of howgflight of the humming-
bird (Song et al.2014), we develop a high-fidelity computational model that inmmr
rates the realistic kinematics of the bird wings and adoetdimensional numerical

simulations to resolve the unsteady flow.

6.2 Model configuration and simulation approach

6.2.1 Reconstruction of the wing kinematics

A calliope hummingbird$elasphorus calliogevas used as the subject in this study,

whose basic morphological data are provided in Bab. The experimental study was
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conducted to obtain the wing kinematics at a sustained fégbed ofU., = 8.3 nys,
at which the wingbeat frequency is 45.5 Hz while the strolenplangle between the
stroke plane and the horizontal is.87(see Tab6.1). In the experiment, the bird was
placed in the wind tunnel with a feeder at the middle of thedaimnnel, and it was
trained to adapt to the wind while feeding. Three synchredikigh-speed cameras

were deployed around the tunnel section to film the bird fligbe Fig6.1).

We recorded flight kinematics of the hummingbird using thregh-speed cameras
distributed outside the working section of a wind tunnele éthotron SA-3 (Photron
USA Inc., San Diego, CA, USA) and two two Photron 1024 PClcetmically syn-
chronized to shutter as driven using Photron Fastcam Visaféware and synchronized
to frame using a transistor-transistor logic (TTL)-pul¥@&o cameras were placed dor-
sally to the bird, and one was placed laterally. Video recaysl were made at 1000
Hz with a shutter speed 0f110,000 s. The bird flew in an open-circuit, variable-speed
wind tunnel, the properties of which have been describediqusly (Tobalske et aJ.
2005. The working section of the tunnel is 85 cm in length, squareross section,
60x60 cm at the inlet and increasing to 6%6.5 cm at the outlet to accommodate
boundary-layer thickening. Maximum deviations in velgaitithin a cross section are
less than 10% of the mean. The boundary layer is less than hicknand turbulence

is 1.2%.

After the videos were taken, a custom MATLAB prograerick 2008 was used
to track the markers frame by frame and to extract their tdieeensional coordinates.

These markers were pre-labeled on the wings using non-pant, and they included
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Parameter Value
Mass M=28g
Stroke plane angle B =67.9°
Stroke amplitude  ® =1025°
Wingbeat frequency f = 455 Hz
Wing length R=451cm
Single wingarea S =5.18cn?

Table 6.1: Morphological data of the hummingbird used ingtugly.

five points on the leading edge, on at the wingtip and thredenrailing edge, as seen

in Fig.6.2

Details of the wing geometry reconstruction process islamo those in the pre-
vious hovering hummingbird studyséng et al.2014. That is, the wing profile was
constructed using spline interpolation through the mapkants, and the wing surface
was then built using triangular elements within the profiléwe bird body was recon-
structed nominally based on the camera views of the humnrithgln the current re-
construction, a single wing consists of 1335 elements a@dnotes, while the body
surface consists of 3560 elements and 1782 nodes. A totd ofdles of wingbeats
during steady flight were captured, and each cycle contgpsaimated 22 frames.
To increase the time resolution of the wing position, thgstrries of the wing mesh
nodes are also refined by spline interpolation in time. Seyeles of wingbeats were
reconstructed from the imaging data and used for the simulatigure6.3(a,b) shows

a sequence of wing positions within a cycle.
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Figure 6.1: Camera views of the hummingbird in the wind tunne

Figure 6.2: Reconstructed bird model and correspondings$rads from the camera
view.

6.2.2 Wing kinematics

Figure6.4shows both the instantaneous and phase-averaged wintigityef the
hummingbird. It can be seen that upstroke has slightly higaecity than downstroke.

The peak value is at 11.22/a1for downstroke and 12.18/mfor upstroke. The wingtip
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(@)

(b)

Figure 6.3: Reconstructed wing position of the humminghwthin one beat cycle:
(a) downstroke, (b) upstroke, and (c) the wingtip trajectas viewed in a body-fixed
coordinate system, where the thick line is the cycle-avetagpjectory and thin is the
instantaneous trajectory.

velocity averaged throughout the cycles is 8.14,rwhich gives the advance ratio=
1.02. The wing area can be calculated from the reconstructeshiatics and it varies
between 5.34 ciduring downstroke and 5.03 émluring upstroke. The average area

isS =5.18 cnt.

From Fig.6.3(a,b), wing twist along the axis and spanwise bending in decsie
evident. To characterize the position of a cross sectioheWings, we define the chord
angley as the instantaneous angle between the chord and the flightidn. The angle
of attack,«, is defined as the angle between the chord and the relativeditestion
that combines both the freestream velocity and the traosktvelocity of the chord
at the leading edge. These two angles are plotted in@tgfor two chords and five
cycles, one proximal chord at dimensionless locatioa f/R = 0.15 and one distal

chord atr"= 0.9, which are denoted by subscripts p and d, respectively.
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Figure 6.4: Instantaneous wingtip velocity.

From these plots, we can see largéfetences between the proximal chord and
distal chord. For the proximal chord, the chord angleand angle of attack, are both
positive during the entire cycle. For the distal chord, éhasgles change the sign and
vary significantly. During the downstrokey is negative, i.e., the leading edge tilting
downward, butyy is positive due to fast translation of the chord. During ugst, ¥4
is positive, i.e., the leading edge tilting upward, but thes negative, indicating that
the pressure surface and the suction surface are swappleat ahément. The wing
twist can be described by thefiirence between the two chord anglgs- v, which
is plotted in Fig.6.6. It is shown that the twist angle reaches its extreme valumgu
mid-downstroke and mid-upstroke; however, it is more ptoweed during upstroke
(near 40) than during downstroke (near 95 These dierences between the proximal
section and the distal section lead to highly nonunifornmsguee distribution on the

wing surface as shown later.
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Figure 6.5: The chord angle (a,b) and &ective angle of attack (c,d) for a proximal
chord atr"= 0.15 (a,c) and a distal chord at="0.90 (b,d).
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Figure 6.6: Wing twist as measured using thi&etence between two chord angles.

6.2.3 Simulation setup and verification

In the model, the Reynolds number, definedJag/v, is set to beRe= 3000. The

flow is assumed to be governed by the viscous incompress#teNStokes equation,
97



which is solved by an in-house code that adopts a second-omeersed-boundary
finite-difference method. The code is able to handle large displacerhtém moving
boundariesl(uo et al, 2012. A fixed, nonuniform, single-block Cartesian grid is em-
ployed to discretize the domain (see F8gi(a)). The rectangular domain is 20x 16
cn?. For the simulation,704842x560 (333 million) points are used for the baseline
simulation. A finer mesh is also used in the simulation tofyegiid convergence. Both
of these meshes have maximum resolution around the wing;hwikil/60 cm in all
three directions for the baseline case apddlcm for the refined case. The simulation
was run in parallel using domain decomposition and MessagsiRg Interface (MPI).
The time step iat = 5 us, which leads to approximately 4400 steps per wingbeat cycle
A multigrid method was employed to accelerate convergehtieeoPoisson solver. A
total of 96 processor cores were used for the baseline cadd.28 cores for the refined

case.

The simulation results for two wingbeat cycles from both hessare shown in
Fig. 6.7 and Tab.6.2 for comparison. In Fig6.7 and also other figures from herein,
the shaded area indicates downstroke, while the white adheates upstroke. These
results include the time-averaged lift and thrust of onegweind also lift and drag of the
bird body. From the table, we see that the maximuffedence of all the forces is less

than 5%. Thus the baseline resolution is deemed satisyafctiothe current study.
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Figure 6.7: (a) The baseline mesh around the bird (only on@fevery 10 points in
each direction is shown). (b) The force comparison betwherbaseline simulation
and fine mesh simulation.

6.3 Results

6.3.1 Aerodynamic forces

The vertical forceF; and thrust~r = —Fx generated by one wing are normalized

by the fluid densityp, the flight speedlJ., and the surface area of the wing according

99



Cz Cr Czp Cop
Baseline (333 million) 0.374 0.112 0.239 0.151
Fine mesh 0.381 0.117 0.238 0.150
Difference 1.84% 4.27% 0.42% 0.67%

Table 6.2: The comparison of the forces on both wing and badit:(mN) from the
two different meshes.

to

F, Fr

C2=@ppuzs O T @zpuzs ©1)

The lift and drag on the bird bod¥;z, andFp,, are normalized in the same manner.
The aerodynamic power cfirgient of one wing is defined as

[f-udA

Cop= v ——.
T 1/2)pUss

(6.2)

wheref is the stress on the wing surface, anis the velocity of a point on the wing in

the body-fixed coordinate system.

These force and power ciieients are shown in Fig.8, which include both instan-
taneous and phase-averaged data. The cycle averagedaidtearin Tab6.3for both
an entire cycle and downstrokgstroke separately. A few observations are made from
these data. First, Fi§.8a) shows that the weight support is mostly generated during
downstroke wher€; is positive. The mid-downstroke corresponds to the maxitifim
production, as expected. During supination and early aksirthe wings are still able
to generate some lift. Around mid-upstroke, vertical Iécomes negative even though
its amplitude is not particularly high. On the other handsiinteresting to note that

from Fig. 6.8(b), thrust is mostly positive during both downstroke andtugke. Fur-
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Figure 6.8: The force production and aerodynamic powerwopsion of each hum-
mingbird wing: (a) vertical force cdicient, (b) thrust coicient, and (c) power coef-
ficient. In each case, the thin lines are the instantanedas aad the thick line is the
phase-averaged data.

thermore, thrust has a greater peak during upstroke thamgddownstroke. However,

the data in Tab6.3shows downstroke on average produces more thrust.

Fig. 6.8(c) shows that the power consumption during both half wirdbare signif-

101



icant. However, the power requirement is greater for domkstand is about twice as
high as upstroke. This feature is similar to the hoveringggion, where the downstroke
power is nearly 2.8 times of the upstroke power accordin§dng et al(2014, who

studied the ruby-throated hummingbird.

Using dimensional variables, we found that the overall pogasumption is 29
W/kg (per body mass), which is lower than that of the hoveringy+throated hum-
mingbird at 55 Wkg (Song et al.2014).This is consistent with a U-shaped curve de-
scribing variation in mechanical power output accordinglitght speed Pennycuick
1968 Sun and Wu2003 Tobalske et a).20030. The current data for hummingbird is
within the range reported for larger bird species. Cockaitsver output ranges from
17 W/kg (5 mys) to 47 WKg (14 m's), and the dove power output ranges from 3kyV

(7 nys) to 54 Wkg (17 m's) (Tobalske et a).20031.

In addition, using the present force ¢heients, we obtain the total vertical lift pro-
duced by the bird, which, including the forces from both thegs and body, is around
96% of the bird weight. The bird body itself generates ab@i2% of body weight.
This result will be discussed later. The thrust generatethertwo wings together is
152% of the body drag. This imbalance of the horizontal feroay have been caused

by the beak-feeder interaction as the bird was attemptifged on the feeder.
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Cz Cr Cp Czn  Cop
Whole cycle 0.466 0.115 0.266 0.266 0.151
Downstroke 1.006 0.157 0.394 0.342 0.157
Upstroke -0.074 0.073 0.137 0.189 0.146
Ratio - 215 288 181 1.08

Table 6.3: Averaged vertical force dfieient, C,, thrust coéicient, Cy, and power
codficient, Cp of the wings, and averaged lift and drag ffagents of the bodyCz,,
andCp,.

6.3.2 Force production mechanism

Overall force production of the hummingbird can be expldifrem the wing kine-
matics as viewed from the global coordinate system, i.e.ctiordinate system fixed
with the ambient air. Figs.13shows the proximal and distal chord moving in the global
coordinate system with their trajectories traced out. BDyidownstroke, the angle of
attack is positive for both the proximal chord and the diskalrd. Therefore, both wing
sections generate vertical lift. Since the leading edgénefdistal section tilts down-
ward, the aerodynamic lift has a forward component thatddadthrust generation

during downstroke.

During upstroke, both wing sections move forward in air,retfeough the stroke
plane angle is less than 9@nd the wings move backward with respect to the body.
Nevertheless, positive thrust is generated during thigdyale by the distal section.
As shown in Fig.6.13b), the angle of attack is negative, and the overall forcéhen

section points downward and forward.

Fig. 6.10shows the pressure distribution within four selected galslices at mid-

downstroke and mid-upstroke. It can be seen that the roléiseoflistal section and
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Figure 6.9: Time-dependent position of the distal chorg@rgpanel) and distal chord
(lower panel) in the global coordinate system with qualiatorce production at mid-
downstroke and mid-upstroke.

proximal section are tlierent. For both downstroke and upstroke, the proximal wing
has pressure surface on the ventral side and suction sunfattee dorsal side. Thus,
its main role is for vertical lift generation. However, thistdl wing flips its angle of
attack between the two half cycles. Thus, positive (negapvessure is distributed on
the ventral (dorsal) side during downstroke, and the oppasitrue during upstroke.
This pressure dierential leads to vertical lift production during downsteoonly, but

thrust production during both downstroke and upstroke.

6.3.3 Vortex structures

Vortex structures, which are induced by the wing motion aodhithate the wake,
have been a focal point in the study of force production ofdiag wings and fish fins.
They can also be used to evaluate whether a bird adopts siber fest gait Alexander

2004). As has been pointed out by previous researchers, at slibvhgarailing-edge

104



(a) _ (b)

N

N
\.

N
-

4
7

i

=
o
S

o
—
)
o
~
o
o
o
o)

Figure 6.10: Pressure distribution in the flow in the vettiplanes at (a) mid-
downstroke and (b) mid-upstroke.

vortices (TEVs) form rings after each downstroke, and tlggisace would look like a
series of smoke ringsSpedding et al 1984 Spedding1986); while at fast gait, the tip
vortices (TVs) form undulating vortex tubes from the tipdahe TEVs form cylinders
from the trailing edges, both being convected downstreégpedding 1987 Spedding

et al, 2003 Henningsson et al2008.

In the current study of hummingbird flight, we used the isdae to show the vor-
tex structures. The scalar quantity is defined as the maxinaloe of the imaginary
part of the eigenvalue of the velocity gradient tensar, and it describes the strength
of the local rotation of fluid IiMittal and Balachandad9950. It is found that the TVs
are continuously shed from the wingtip, and the TEVs shet thi¢ shape of separate
cylinders. Such characteristics of the vortex structucggiom the speculation in a pre-
vious study of hummingbird$ennycuick1988, which argues that the hummingbird
wings would generate a ladder-like vortex wake. Severgdsimats of the flow field are

shown in Fig.6.11 These snapshots show roughly the shape of the TVs thatfollo
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Figure 6.11: Vortex structures in the flow: (@) pronation) flid-downstroke, (c)
supination, and (d) mid-upstroke.

the trajectory of the wingtips. In addition, vortex shedginrom the trailing edge are
evident. Formation of the LEVs during both downstroke andtigke is visible, and
the LEVs are stable for both downstroke and upstroke. Fram@X(d), the angle of
attack of the distal section keeps a maximum value aroundda2% significant period
of time, which may have caused LEV shedding and stall, if tirege/simply translated
without changing its pitch. However, since the wings are alsrforming rapid pitching
around their axes, as seen from variation of the chord angteed in Fig.6.5b). That
is, the chord angle magnitude decreases during downstfeke/a > 0.2, and quickly
increases during upstroke before mid-upstroke. Suchioottmotion has been known

to maintain stability of LEVs and to enhance lift productmiithe wings.

106



Figure 6.12: Vortex structures at mid-upstroke, where thlerandicate the pressure
level.

6.4 Discussion

6.4.1 Forces on the bird body

Lift and drag on the bird body areffacted by the orientation of the bird during
flight. In general, the inclination angle of the body decesasith the increase of flight
speed Tobalske and Dial1996 Tobalske et al.1999 2007, 2003a Hedrick et al,
2009). In the current study, the body angle of the hummingbirg,is= 12°, which is
close to the angle of the rufous hummingbird at speed of8winerey, = 11° (To-
balske et a].2007). Fig. 6.13shows both the instantaneous and phase-averaged data
of the forces on the body. Downstroke-, upstroke-, and egekraged data are listed
in Tab.6.3. These results show that the lift on the body provide#Zof the weight
support. In addition, lift during downstroke is 1.81 timdsliti during upstroke. In
Fig. 6.13a), lift on the body oscillates significantly during a wirggtt cycle. On the
other hand, drag on the body does not vary very much in a cymdasanearly equal

on average between downstroke and upstroke, which aretesflecFig.6.13b) and
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Figure 6.13: The instantaneous (thin lines) and phaseagedr(thick line) lift (a) and
drag (b) on the bird body. The dashed lines denote the vatue the isolated body
simulation.

Tab.6.3.

The high percentage of lift produced by the body and the lasicihs of the body
lift in a cycle may be attributed to aerodynamic interactoi@iween the wings and the
body that is assumed to be stationary in the current studyefidy this possibility,
we also simulated separately the same flow around the isdbaidy without the wings

attached. The shape and orientation of the body remain the.sa

Fig. 6.14(a) shows the pressure distribution on the bird body fromdbkated body

simulation, which can be compared with the result from thiofody simulation shown
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Figure 6.14: The pressure distribution on the bird body:igalated body simulation,
(b) full body simulation at mid-downstroke, (c) full-bodinsulation at mid-upstroke.

in Fig. 6.14b,c) for mid-downstroke and mid-upstroke. For the isaldbedy, even
though a high pressure zone is established below the bagljiciv passes around the
body in the absence of the wings and merges behind and abeumtlty, where the
pressure is partially recovered. As a result, the overfabyi the body is small. When
the wings are present, the flow from below is prevented to paasnd the body by the
wings. Furthermore, the wing-wing interaction mechaniasmproposed bizehmann
et al. (2005, apparently has played a role here. That is, when the twgsame sepa-
rating from one another from pronation to mid-downstrokeytcreate a low pressure
zone above the bird body, as shown in FBdLl4b), thus leading to a net upward force.
This mechanism also explains why during upstroke, the loggguire zone above the

body, as plotted in Figh.14(c), is significantly smaller as compared with downstroke.

The present result shows that the bird body has significaritibation to the overall
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Taxa Speed (/8) Body angley Lift(% of weight)

Hummingbird in flight 8.3 12 22.2%
Hummingbird(body only) 8.3 12 8.4%
Cockchafer beetleNachtigall 1964 2-2.5 40 3%
Dipteran Wood 1970 2 10 4%
Noctuid moth Chance1975 4 26 10%
BumblebeeDudley and Ellington19903 5 15 8%
Zebra finch Csicsaky 1977 4-5 25 15%
Zebra finch Tobalske et a.2010 6-10 15 20+5%

Table 6.4: Lift contribution from the body toe weight supifor different species. The
measurement of the insects was done on isolated bodieseaddttnfor zebra finch was
done using live birds with intact but folded wings and tails.

weight support. In comparison, previous experimentalistidf insects and other birds
indicated that the body lift is only a small portion of the i weight, as shown in

Tab.6.4. However, we point out that in those previous studies, thesfawvas measured
for the isolated animal body only, while in the current stuithg wings are present and
are in constant motion. For the isolated hummingbird bodyalgo observed low lift

production. As shown in Talé.4, the lift of the isolated hummingbird body is only 8%
of the weight and is comparable with previous data for irsant also birds (e.qg., zibra

finch).

Drag codficients of insect bodies range from 0.12 to 0.95, depends wncibmdi-
tions and taxonomic identity of the bod®ydley and Ellington19908. In the current
study, the average drag dteient of the bird body from the full body simulation would
be 0.43 if scaled by the frontal area and is thus on the lowdrasncompared with

insects.
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Figure 6.15: (a) Stroke plane angle vs. advance ratio. Dataallected from liter-
ature Diptera, Ennos(1989h; Bumblebee Dudley and Ellington(1990ab); rufous
hummingbird,Tobalske et al(2007); Magpie, Tobalske and Diaf1996; Pigeon,Pen-
nycuick (1968; Hawk moth,Willmott and Ellington(1997); Zebra finch,Park et al.
(200D).

6.4.2 Comparison of hummingbirds, insects and other birds

The advance ratid and stroke plane angieare two primary factors thati@ct the
force production of flapping wings during forward flight. Heetwo variables dlier
largely among animal species. F&15shows a few species on tfe- J map with the
data directly collected or derived from various sourcesxat be seen that humming-
birds largely fall within the range of the insects but alsteex into the range of other
birds. For all species, the stroke plane angle increaséstigtadvance ratio, which is
expected since at fast flight speed, the animals not onlyceethe body angle, which
would naturally cause the stroke plane angle to increaser&g reduction but also tilt

the stroke plane more to enhance thrust generation.

For the small insects like the bumblebee and fruitfly, theaade ratio is usually

less than oneljudley, 2002. For such slow flight, lift production is predominant over
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thrust production. Since the back-sweeping velocity of digtal wing exceeds the
forward flight speed at upstrok®(dley and Ellington1990a Ristroph et al. 2011,
Sun and Wu2003, the wingtip trajectory traced out in the global coordaaystem is
highly backward skewed at upstroke, which is shown in Bid6for a bumblebee at
J = 0.6. In this case, downstroke is mainly for lift production,ilglupstroke is mainly
for thrust production. If the flight speed is further reducedh a more skewed trajec-
tory, upstroke may even produce lift as well. Overall, thiategy of using upstroke is
also known as 'backward-flick’ Norberg 1976 Tobalske et aJ.2003ab). The force
production mechanism is further illustrated in Bid.qa). An exception is the fruitfly
which is shown by a recent study that its upstroke uses a paddiode to produce

drag-based thrusR{stroph et al.2011).

For most of birds, the advance ratio is significantly gretttan one, and the stroke
plane angle is close to 90Thus, the wingtip trajectory in the global coordinate syst
become more sinusoidal, as seen in Big.6 In this case, upstroke is not suitable for
thrust generation. Instead, the wings are either feathmredept during upstroke with
little force produced Tobalske et aJ.201Q Henningsson et gl12008 Spedding et al.
2003, and a powerful downstroke is used to produce both lift dmdst. The velocity

combination and force production of this case are showngt6Hi7c).

For the hummingbird in the current study, the advance ratioetween that of in-
sects and other birds. The wingtip trajectory is moderatkéwed as seen in Fi§.16
Therefore, with proper angle of attack, the wings can stiidoice thrust during up-

stroke. However, since the overall force points downwastheslift has to be sacrificed.
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The force production in this case is further shown in lBid.4b). From this figure it
can be seen that thrust can be produced when the wing speaahjimcable to or pos-
sibly even lower than the flight speed. This thrust mechamssanalogous to a sail that
moves against wind and thus is termed a ‘sail mode’ in thegmtesork. On the other
hand, downstroke of the hummingbird is similar to that oftoirgls, as seen in Fi§.16

where both lift and thrust are generated.

It should be pointed out that at slow flight speeds, force petidn of the humming-
bird is still very likely close to that of insects. As shownTgbalske et al(2007), when
Jis below 0.7, the stroke plane angle of the hummingbird islisama the wingtip tra-
jectory is also highly skewed like that of insects. Simyagome of insects can perform
fast flight atd > 1, e.g., the hawkmoth, as seen from FBdl5 It would be interesting
to see whether their force production mechanism is simidahat described here for

the hummingbird.
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Figure 6.16: Wingtip trajectory and force production of thenblebee, hummingbird,
and big birds.

Figure 6.17: Force production of upstroke during forwarghfli (a) Backward-flick by
bumblebee, (b) sail mode by hummingbirds, (c) featheringertwy big birds.
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CHAPTER VI

SUMMARY AND FUTURE WORK

7.1 Summary

In this thesis, we focus on the computational modeling otr®dynamics of hum-
mingbird flight to study the unsteady fluid dynamics and fqroeduction mechanisms
of the bird. To capture details of the aerodynamics, we reitaoted the kinematic
model with high-fidelity based on the high-speed videos i@y by our collaborators.
Using a direct simulation approach, we accurately obtauoetex-dominated flow field
and the force histories. In conclusion, four specific aspbeave been studied in this

thesis:

First, a three-dimensional computational fluid dynamicsutation has been per-
formed for a ruby-throated hummingbirdrchilochus colubriin hovering flight. Re-
alistic wing kinematics were adopted in the numerical mégeteconstructing the wing
motion from high-speed imaging data of the bird. Lift histand the three-dimensional
flow pattern around the wing in full stroke cycles are capdurethe simulation. Sig-
nificant asymmetry is observed for lift production withintao&e cycle. In particular,
downstroke generates about 2.5 times as much vertical &wegpstroke, a result that
confirms the estimate based on the measurement of the ¢iocuiia a previous exper-

imental study. Associated with lift production is the sianipower imbalance between
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the two half strokes. Further analysis shows that in additeothe angle of attack,
wing velocity and surface area, drag-based force and wiakpwnteraction also con-
tribute significantly to the lift asymmetry. Though the wingke interaction could be
beneficial for lift enhancement, the isolated stroke sitoeshows that this benefit is
buried by other opposingiects, e.g., presence of down wash. The leading-edge vortex
is stable during the downstroke but may shed during the olpstr Finally, the full-
body simulation result shows that thfexts of wing-wing interaction and wing-body

interaction are small.

Then, a quasi-steady model describing aerodynamics ofrimgveuby-throated
hummingbirds was developed to study extent of the low-ordedel in representing
the complex flow physics and also to separately quantify dheeks from the transla-
tional, rotational and acceleratioftects. Realistic wing kinematics were adopted and
the model was calibrated against CFD simulations of a cpomding revolving wing
model. The results show that the quasi-steady model is algeedict overall lift pro-
duction reasonably well but fails to capture detailed farseillations. The downstroke-
upstroke asymmetry is consistent with that in the previoeB Gtudy. Further analysis
shows that significant rotational force is produced during-gtroke rather than wing

reversal.

Third, a computational analysis of the pitching dynamics warformed by incor-
porating the realistic wing kinematics to determine thetiakeffects. The aerodynamic
effect was also included using the pressure data from a pretficess-dimensional com-

putational fluid dynamics simulation of a hovering hummiimdb The results show
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that similar with many insects, pitch reversal of the hungbind is, to a large degree,
caused by the wing inertia. However, actuation power inptheroot is needed in the
beginning of pronation to initiate a fast pitch reversal @hgb in mid-downstroke to
enable a nose-up pitching motion for lift enhancement. Theales on the wing may
not necessarily be activated for pitching of the distalisectFinally, power analysis of
flapping motion shows that there is no requirement for sulbistizelastic energy storage

or energy absorption at the shoulder joint.

Fourth, we have developed a high-fidelity computationatflynamics model to
analyze the fast forward flight of a hummingbird, whose tkaigeensional wing kine-
matics were incorporated into the model by extracting thegwposition from high-
speed videos. The advance ratio, or the ratio between tlint fijpped and the wing tip
velocity, is around one, and we are particularly interestedow thrust is generated
at this fast speed. Our simulation result has shown that é@tmstroke and upstroke
produce significant amount of thrust for the bird to overcairesy. This feature likely
sets the hummingbird apart from many of other flying animathsas insects and large

birds.

7.2 Future study

Several future directions of study can be derived based®nutrent study. In par-
ticular, we have initiated a study on the aerodynamics of yaw of the hummingbird,

using a similar methodology. The details and other direstiare described as follows.
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7.2.1 Unsteady maneuvers of hummingbirds

Other than hovering and forward flight, hummingbirds caniobsly perform var-
ious fast maneuvers such as pitch, yaw, roll, and more compkneuvers that are
combinations of these. Berent from engineering aircraft, whose maneuvers are usu-
ally slow and thus whose flight dynamics can be separatedtiierwing aerodynamics
in a flight analysis, maneuvers of animals can be done vegktylie.g., within one or
two wingbeatsledrick et al, 2009. Therefore, during such maneuvers, the flight dy-
namics of the animal body is necessarily coupled with thedaramics of the flapping
wings. In the current work, we use hummingbirds as an exatopéudy the coupled
flight dynamics and aerodynamics. As a first step, we are fogum yaw turn only,
and both the blade-element model and the complete CFD malllebwised to analyze

the forces generated by the wings.

The ruby-throated hummingbird, which has a body mass of §dfh, was used as
the subject in the experiment that was carried out at the eéssity of North Carolina
at Chapel Hill. Six high-speed cameras were used in the fgrofrthe bird flight, two
of which recording the X-ray images while the remaining foeicording the regular
images (See Figr.1). The X-ray images were used to study the muscular and joint
activities of the bird. For each wing, nine points were mdrka the wing edges. The
reconstruction process is the same as that of the hoverthgrarsing flight, which were
described by previous chapters. In the current study, méakels were also placed on
the hummingbird body to trace the body orientation. To sifpphe analysis, the bird

body is assumed to be a rigid body, and extra motions of ot puch as the head and
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Figure 7.1: Camera view of the hummingbird performing a yam t Two X-ray views
are included.

Figure 7.2: Comparison of four typical wing and body posisan one cycle between
the reconsctructed model and original video images.

tail were not considered. Fig.2shows a comparison of four typical wing and body
positions in one cycle between the reconstructed model agihal video images. This
figure shows that the reconstruction captures not only thiRimianeous wing positions

and deformations, but also the time-varying body orieatatiuring the yaw turn.

Fig. 7.3 shows the tip trajectory of two wings in the top view. We caa &t the
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bird is initially hovering with the wings moving back and forand the wingtips tracing
the trajectory of nearly a circular arc. the circular arctdrathe bird turns to the right.
Fig. 7.4(a) shows the body yaw turning and pitching angle. From the gmagle, we

can get an more precise description of the bird motion: the Wwas hovering in the
first four wingbeat cycles and even turned slightly to the en it quickly turns to the

right by 70 in next five cycles.

In Fig. 7.5a), we show the comparison of the instantaneous tip veglafitwo
wings. The shaded region indicates the downstroke, whédeathite region indicates
the upstroke. From the figure, we can see the left wing velasislightly larger than
that on the right wing at both downstroke and upstroke. Figb) shows the tip ve-
locity difference between the left wing and right wing. We can see tleadifference
oscillates around zero at first 4 cycles. In the later cy¢hesyelocity of the left wing is
significantly larger than that of the right wing at upstroe.what extent this velocity

difference makes in the yaw turning is not yet clear and will bdistlin the future.

To see other dierences in the wing kinematics, we plot the angle of attack&ch
wing at middle downstroke and upstroke in nine cycles, wiscthown in Fig.7.6(a).
For each point, the value is obtained by the average of thedt@& time period around
middle downstroke and middle upstroke. Frg6(b) shows the angle of attackftér-
ence between downstroke and upstroke for both wings. Thisefipelps to estimate
the average horizontal force production of each wing. Froimfigure, we found that
the agown — ayp Of the right wing is larger than that of the left wing, whichpitres that

the right wing generates larger net torque for the rightitgrnhan the opposite torque
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Figure 7.3: Top view of the wingtip trajectory and bird origton during the yaw turn.
The bird is turning clockwisely, or turning to its right.

generated by the left wing. Thetect of this asymmetry in the angle of attack on the

yaw turn will also be studied in the future.

7.2.2 Further comparison of hummingbirds and other flying anmals

Nature is full of diversity. The physiology, biomechaniesd aerodynamics of
hummingbird wings are quite fierent from those of insects, other birds, and bats. It
is yet not clear which ones are optimal when it comes to erging innovation of

biomimetic MAVs with given design constraints. At certaioipt, a multi-disciplinary
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Figure 7.5: Tip velocity of two wings in nine cycle (a) andithdifference (b).

optimization study would be required to optimize the wingisture and kinematics
for such MAVs. Before such a study, however, it would be vesipful to perform a
further investigation of hummingbird wings in comparisorthnother wings in terms

of various morphological and kinematic parameters. Qaestthat may be addressed
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Figure 7.6: (a) Average angle of attack at middle downstiarke middle upstroke of
the two wings (sampled from 20% of the period duration). (bhgeTngle of attack
difference between downstroke and upstroke of the two wings.

include: Do these dierent wings have similarfigciency to provide necessary forces for
the same flight regime? If yes, how is it achieved by tHeedent wing designs? Or if
not, which one is morefcient and why? We envision that the CFD approach utilized
in the present work can be directly applied in such a studyvaitidead to insightful

results.

7.2.3 Fluid-structure interaction of the elastic flapping wngs

Due to the complicated elastic properties of the bird wings ehallenges in cou-

pling a fluid solver and a solid solver, few CFD studies hawiporated the fluid-
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structure interaction (FSI). In the future, an FSI study barpursued, and it will lead
to insights into the importantfiéect of the passive flexibility of the animal wings on
their aerodynamic performance and will provide useful gaite on design of flexible

structures of the biomimetic MAV wings.

124



List of publications and presentations

The following list of the publications and presentationgdibeen directly generated

based on the work described in this thesis:

Papers in Peer-reviewed Journals

1. Tian, F.-B., Luo, H.Song, J, Lu, X.-Y. Force production and asymmetric de-
formation of a flexible flapping wing in forward flightJournal of Fluids and

Structuresvol. 36, 149-161, 2013.

2. Song, J, Luo, H., Hedrick, T.L. Three-dimensional flow and lift chateristics
of a hovering hummingbirdJournal of the Royal Society Interfgoeol. 11 no.

98, 2014.

3. Song, J, Luo, H., Hedrick, T.L. Wing-pitching mechanism of hovegiRuby-
throated HummingbirdsBioinspiration& Biomimeticsvol. 10, 016007, 2015.

(a featured article)

4. Song, J, Luo, H., Hedrick, T.L. Performance of a quasi-steady mdolehover-

ing hummingbirdsTheoretical& Applied Mechanics Lettersol.5, 2015.

5. Song, J, Luo, H., Tobalske, B.W. Hedrick, T.L. Computational madglof aero-

dynamics in the fast forward flight @falliopehummingbird.In preparation

Papers in Peer-reviewed Conference Proceedings

125



1. Luo, H., Dai, H., Adam Das S.S.MSong, J, Doyle J.F., Toward high-fidelity
modeling of the fluid- structure interaction for insect wenéroceedings of 50th

AIAA Aerospace Sciences Conference, Nashville, TN, Jarl®2011.

2. Song, J, Luo, H., Hedrick, T.L. Flow characteristics of a hoveringnhmingbird,
Proceedings of 43rd AIAA Fluid Dynamics Conference, SangbDjeCA, Jun.

24-27,2013.

3. Song, J, Luo, H., Hedrick, T.L. Aerodynamic Performance of Rufousnit
mingbird During Hovering Flight, Proceedings of ASME Disti Early Career

Technical Conference, Birmingham, AL, Nov. 2-3, 2013.

4. Song, J, Luo, H., Hedrick, T.L. Comparison of CFD and quasi-steadslygsis
of hovering aerodynamics for a Ruby-throated humminglirdceedings of 44th

AIAA Fluid Dynamics Conference, Atlanta, GA, Jun. 16-20,120

5. Song, J, Luo, H., Tobalske, B.W., Hedrick, T.L. Analysis of cruisgHft of the
calliope hummingbird hummingbird, Proceedings of 45th AlRluid Dynamics

Conference, Dallas, TX, Jun. 22-26, 2015.

Presentations and Posters

1. Song, J, Luo, H., Hedrick, T.L. Aerodynamics of Hummingbird hovagiflight.
American Physical Society 65th Annual DFD Meeting, San DjeGA, Nov.

18-20, 2012.

126



. Song, J.Unsteady aerodynamics of hummingbird at hovering flightydéxbilt

University Department of Mechanical Engineering semiAar, 20th, 2013.

. Song, J, Luo, H., Hedrick, T.L. Aerodynamic Performance of Rufousnit
mingbird During Hovering Flight, ASME District F Early CageTechnical Con-

ference paper, Birmingham, AL, Nov. 2-3, 2013.

. Song, J, Luo, H., Hedrick, T.L. Comparison of CFD and quasi-steadslygsis
of hovering aerodynamics for a Ruby-throated humminghirth AIAA Fluid

Dynamics Conference paper, Atlanta, GA, Jun. 16-20, 2014.

. Song, J, Luo, H., Tobalske, B.W., Hedrick, T.L. Computationial netidg of
aerodynamics in humminbird flight, Multiscale modellingdasimulation center

(MuMS) seminar, Jun. 18, 2015.

. Song, J, Luo, H., Tobalske, B.W., Hedrick, T.L. Analysis of cruisagfit of the
calliope hummingbird, 45th AIAA Fluid Dynamics Conferen@allas, TX, Jun.

22-26, 2015.

. Song, J, Luo, H., Tobalske, B.W., Hedrick, T.L. Computational mbae of
calliope hummingbird flying at &/s forward speed, APS Canadian-American-
Mexican Graduate Student Physics Conference , Oaxaca,chleSep. 09-12,

2015 (Supported by an APS Competitive Travel Award).

. Song, J, Luo, H., Tobalske, B.W., Hedrick, T.L. Computational mbadeg of
aerodynamics in the fast forward flight of hummingbird, Ti&gh6Annual Meet-

ing of APSDFD, Boston, MA, Nov. 22-24, 2015.

127



REFERENCES

D.E. Alexander. Nature’s flyers: birds, insects, and the biomechanics ohtliggHU
Press, 2004.

D.L. Altshuler, R. Dudley, and C.P. Ellington. Aerodynanficces of revolving hum-
mingbird wings and wing models. Zool., Lond.264:327-332, 2004a.

D.L. Altshuler, R. Dudley, and J.A. McGuire. Resolution gbaradox: Hummingbird
flight at high elevation does not come without a coftINAS 101:17731-17736,
2004b.

D.L. Altshuler, M. Princevac, H. Pan, and J. Lozano. Wakegpas of the wings and
tail of hovering hummingbirdsExp. Fluids 46:835—-846, 2009.

H. Aono, F. Liang, and H. Liu. Near- and far-field aerodynasmit insect hovering
flight: an intergrated computational studyournal of Experimental Biology211:
239-257, 2008. doi:10.1242b.008649.

A.J. Bergou, S. Xu, and Z.J. Wang. Passive wing pitch reVarsasect flight. Journal
of Fluid Mechanics591:321-337, 2007.

J.M. Birch and M.H Dickinson. Spanwise flow and the attachihnadrieading-edge
vortex on insect wingsNatureg 412:729-733, 2001.

P. Chai and R. Dudley. Limits to flight energetics of hummiind® hovering in hypo-
dense and hypoxic gas mixture3ournal of Experimental Biology199(10):2285—
2295, 1996.

P. Chai and R. Dudley. Maximum flight performance of hummirndg Capacities,
constraints, and tradeffs. The American Naturalistt53(4):398—411, 1999.

M.A.C. Chance. Air flow and the flight of a noctuid moth. Swimming and flying in
nature pages 829-843. Springer, 1975.

A. J. Chorin. Numerical solution of the navier—stokes et Mathematics of Com-
putation 22(104):745, 1968.

M.J. Csicsaky. Body-gliding in zebra finchrortschritte der Zoologig24(2-3):275—
286, 1977.

H. Dai, H. Luo, and J. F. Doyle. Dynamic pitching of an elasgctangular wing in
hovering motion.Journal of Fluid Mechanic693:473-499, 2012a.

H. Dai, H. Luo, and J. F. Doyle. Dynamic pitching of an elasgctangular wing in
hovering motion.Journal of Fluid Mechanic693:473-499, 2012b.

M.H. Dickinson, F. Lehmann, and S.P. Sane. Wing rotationtaedaerodynamic basis
of insect flight. Science284:1954-1960, 1999.

128



R. Dudley. The biomechanics of insect flight: form, function, evolutid’rinceton
University Press, 2002.

R. Dudley and C.P. Ellington. Mechanics of forward flight imitblebee: I. kinematics
and morphologyJournal of Experimental Biology148(1):19-52, 1990a.

R. Dudley and C.P. Ellington. Mechanics of forward flight imntblebees: li. quasi-
steady lift and power requirement¥ournal of Experimental Biology148(1):53-88,
1990b.

Y. Elimelech and C.P. Ellington. Analysis of the transitibrlow field over a fixed
hummingbird wing.Journal of Experimental Biology16(2):303-318, 2013.

C.P. Ellington. The aerodynamics of hovering insect flighthe quasi-steady analysis.
Philosophical Transactions of the Royal Society of LondrBiological Sciences
305(1122):1-15, 1984.

C.P. Ellington. Power andfiéciency of insect flight muscleJournal of Experimental
Biology, 115(1):293-304, 1985.

C.P. Ellington, C. van den Berg, A.P. Willmott, and A.L.R.drhas. Leading-edge
vortices in insect flightNature 384:626—630, 1996.

A.R. Ennos. The inertial cause of wing rotation in diptedamurnal of Experimental
Biology, 140:161-169, 1988a.

A.R. Ennos. The inertial cause of wing rotation in diptedamurnal of Experimental
Biology, 140(1):161-169, 1988b.

A.R. Ennos. Inertial and aerodynamic torques on the wingsptéra in flight.Journal
of Experimental Biologyl42(1):87-95, 1989a.

A.R. Ennos. The kinematics an daerodynamics of the freetftiffome dipteraJour-
nal of Experimental Biologyl42(1):49-85, 1989b.

H. Forsching and H. Hennings. Aeroelastic mysteries inraflight. CEAS Aeronauti-
cal Journal 3(2-4):135-143, 2012.

S.N. Fry, R. Sayaman, and M.H. Dickinson. The aerodynaniifree-flight maneuvers
in drosophila.Science300(5618):495-498, 2003.

R.R. Harbig, J. Seridan, and M.C. Thompson. Reynolds nurabéraspect ratio ef-
fects on the leading-edge vortex for rotating insect wirapfdrms.Journal of Fluid
Mechanics717:166—-192, 2013.

A. Hedenstrém and L.C. Johansson. Bat flight: aerodynarkingmatics and flight
morphology.Journal of Experimental Biology18(5):653-663, 2015.

T.L. Hedrick. Software techniques for two-and three-disienal kinematic measure-
ments of biological and biomimetic systemBioinspiration & Biomimetics 3(3):
034001, 2008.

129



T.L. Hedrick, J.R. Usherwood, and A.A. Biewener. Wing inednd whole-body ac-
celeration: an analysis of instantaneous aerodynamie foreduction in cockatiels
(nymphicus hollandicus) flying across a range of speeltsirnal of Experimental
Biology, 207(10):1689-1702, 2004.

T.L. Hedrick, B. Cheng, and X. Deng. Wingbeat time and thdisgaf passive rota-
tional damping in flapping flightScience324(5924):252-255, 20009.

T.L. Hedrick, B.W. Tobalske, I.G. Ros, D.R. Warrick, and ABiewener. Morpholog-
ical and kinematic basis of the hummingbird flight strokealsg of flight muscle
transmission ratioProc. R. Soc. B279:1986-1992, 2012.

P. Henningsson, G.R. Spedding, and A. Hedenstrom. Vortée aad flight kinematics
of a swift in cruising flight in a wind tunnelJournal of Experimental Biology211
(5):717-730, 2008.

T. Jardin, A. Farcy, and L David. Three-dimensionfieet in hoving flapping flight.
Journal of Fluid Mechanics702:102—-125, 2012. doi:10.10j%h.2012.163.

A.A. Karhu. A new genus and species of the family Jungordéki (Apodiformes)
from the Late Eocene of the Northern Caucasus, with comnantke ancestry of
hummingbirds.Smithsonian Contributions to Paleobiolqd§9), 1999.

M.T. Keennon, K.R. Klingebiel, A. Andryukov, D. Hibbs, andPJ Zwaan.
Air vehicle flight mechanism and control method, December@® URL
https://www.google.com/patents/CA2776485A17cl=en. CA Patent App. CA
2,776,485.

E.J. Kim, M. Wolf, V.M. Ortega-Jimenez, S.H. Cheng, and Rd2y. Hovering per-
formance of anna’s hummingbirds (calypte anna) in groutiece Journal of The
Royal Society Interface.1(98):20140505, 2014.

J.W. Kruyt, E.M. Quicazan-Rubio, G.F. van Heijst, D.L. Altder, and D. Lentink.
Hummingbird wing #icacy depends on aspect ratio and compares with helicopter
rotors. Journal of The Royal Society Interfacel (99):20140585, 2014.

F. Lehmann, S.P. Sane, and M. Dickinson. The aerodynaffecte of wing—wing
interaction in flapping insect wingdournal of Experimental Biology08(16):3075—
3092, 2005.

D. Lentink and M.H. Dickinson. Rotational acceleratiorexiize leading edge vortices
on revolving fly wings. Journal of Experimental Biology212:2705-2719, 2009.
doi:10.1242eb.022269.

H. Liu and K. Kawachi. A numerical study of insect flight. Comput. Phys146(1):
124-156, 1998.

H. Luo, H. Dai, P. Ferreira de Sousa, and B. Yin. On numerisaillation of the direct-
forcing immersed-boundary method for moving boundar@smput.& Fluids, 56:
61-76, 2012.

130


https://www.google.com/patents/CA2776485A1?cl=en

R. Mittal and S. Balachandar. Generation of streamwisecaiigtructures in blfi body
wakes.Physical review letters/5:1300-1303, 1995a.

R. Mittal and S. Balachandar. Generation of streamwisecadigtructures in blfi body
wakes.Physical review letters75(7):1300, 1995b.

R. Mittal, H. Dong, M. Bozkurttas, F. M. Najjar, A. Vargas,dA. vonLoebbeck. A
versatile sharp interface immersed boundary method fanpressible flows with
complex boundariesl. Comput. Phys227(10), 2008. 4825-4852.

W. Nachtigall. Zur aerodynamik des coleopteren-fluges: kavir die elytren als
tragflachen.Verhandlungen der Deutschen Zoologischen Gesells@iaf319-326,
1964.

R. Norberg. The pterostigma of insect wings an inertial f&igu of wing pitch. J.
Comp. Physio).81(1):9-22, 1972.

U.M. Norberg. Aerodynamics, kinematics, and energetidsosizontal flapping flight
in the long-eared bat plecotus auritugurnal of Experimental Biology5(1):179—
212, 1976.

M.F.M. Osborne. Aerodynamics of flapping flight with apptioa to insects.Journal
of Experimental Biology28:221-245, 1951.

K.J. Park, M. Rosén, and A. Hedenstrom. Flight kinematicghef barn swallow
(hirundo rustica) over a wide range of speeds in a wind tundeurnal of Exper-
imental Biology 204(15):2741-2750, 2001.

C.J. Pennycuick. Power requirements for horizontal flighthie pigeon columba livia.
Journal of Experimental Biology9(3):527-555, 1968.

C.J. Pennycuick. On the reconstruction of pterosaurs agid ttanner of flight, with
notes on vortex wake®iological Reviews63(2):299-331, 1988.

C.J. Pennycuick. Predicting wingbeat frequency and waggkeof birds. Journal of
Experimental Biology150(1):171-185, 1990.

L. Ristroph, A.J. Bergou, J. Guckenheimer, Z. J. Wang, ai@bhen. Paddling mode
of forward flight in insectsPhysical review lettersl06(17):178103, 2011.

M. Rosén, G.R. Spedding, and A. Hedenstrom. Wake strucharevangbeat kinematics
of a house-martin delichon urbicalournal of The Royal Society Interfac$(15):
659-668, 2007.

M.H. Sane, S.P. Dickinson. The control of flight force by a fleqg wing:lift and drag
production.Journal of Experimental Biology04:2607-2626, 2001.

S.P. Sane. The aerodynamics of insect flighaurnal of Experimental Biology206:
4191-4208, 2003.

131



S.P. Sane and M.H. Dickinson. The aerodynantfeas of wing rotation and a re-
vised quasi-steady model of flapping flightournal of Experimental Biology205
(8):1087-1096, 2002.

W. Shyy, H. Aono, S.K. Chimakurthi, P. Trizila, C.K. Kang,ECS. Cesnik, and H. Liu.
Recent progress in flapping wing aerodynamics and aerasfgst Progress in
Aerospace Science$6:284—-327, 2010.

J. Song, H. Luo, and T.L. Hedrick. Three-dimensional flow &ficcharacteristics of
a hovering ruby-throated hummingbirdournal of The Royal Society InterfackL
(98):20140541, 2014.

G.R. Spedding. The wake of a jackdaw (corvus monedula) v flight. Journal of
Experimental Biology125(1):287-307, 1986.

G.R. Spedding. The wake of a kestrel (falco tinnunculus)apging flight. Journal of
Experimental Biology127(1):59-78, 1987.

G.R. Spedding and T. Maxworthy. The generation of circatatand lift in a rigid
two-dimensional flingJournal of Fluid Mechanicsl65:247-272, 1986.

G.R. Spedding, J.M.V. Rayner, and C.J. Pennycuick. Mommerdnd energy in the
wake of a pigeon (columba livia) in slow flightlournal of Experimental Biology
111(1):81-102, 1984.

G.R. Spedding, M. Rosén, and A. Hedenstrom. A family of vomtekes generated
by a thrush nightingale in free flight in a wind tunnel overatsire natural range of
flight speedsJournal of Experimental Biology06(14):2313-2344, 2003.

M. Stolpe and K. Zimmer. Der Schwirrflug des Kolibri im Zeplenfilm. Journal of
Ornithology, 87(1):136-155, 1939.

M. Sun and H. Tang. Unsteady aerodynamic force generati@rbgdel fruit fly wing
in flapping motion.Journal of Experimental Biology205:55-70, 2002a.

M. Sun and J. Tang. Unsteady aerodynamic force generati@ambgdel fruit fly wing
in flapping motion.Journal of Experimental Biology205(1):55-70, 2002b.

M. Sun and J.H. Wu. Aerodynamic force generation and povegrirements in forward
flight in a fruit fly with modeled wing motionJournal of Experimental Biology206
(17):3065-3083, 2003.

B.W. Tobalske and K.P. Dial. Flight kinematics of blackikbd magpies and pigeons
over a wide range of speedslournal of Experimental Biologyl199(2):263—-280,
1996.

B.W. Tobalske, W.L. Peacock, and K.P. Dial. Kinematics gbfteounding flight in the
zebra finch over a wide range of speedsurnal of Experimental Biology02(13):
1725-1739, 1999.

132



B.W. Tobalske, T.L. Hedrick, and A.A. Biewener. Wing kinetica of avian flight
across speedgournal of Avian Biology34(2):177-184, 2003a.

B.W. Tobalske, T.L. Hedrick, K.P. Dial, and A.A. Biewene@parative power curves
in bird flight. Nature 421(6921):363—-366, 2003b.

B.W. Tobalske, L.A. Puccinelli, and D.C. Sheridan. Contita@ctivity of the pectoralis
in the zebra finch according to mode and velocity of flap-baugpéight. Journal of
Experimental Biology208(15):2895-2901, 2005.

B.W. Tobalske, D.R. Warrick, C.J. Clark, D.R. Powers, T.ledtick, G.A. Hyder, and
A.A. Biewener. Three-dimensional kinematics of hummimdidlight. Journal of
Experimental Biology210:2368-2382, 2007.

B.W. Tobalske, J.W. Hearn, and D.R. Warrick. Aerodynamfdstermittent bounds in
flying birds. InAnimal Locomotionpages 401-411. Springer, 2010.

S. Vogel. Flight in drosophila i. flight performance of tetéeé flies. Journal of Experi-
mental Biology44(3):567-578, 1966.

Z.J. Wang, J.M. Birch, and M.H. Dickinson. Unsteady forced #ows in low reynolds
number hovering flight:two-demensional computations W®tiz wing experiments.
Journal of Experimental Biology07:449-460, 2004a. doi:10.12jb.00739.

Z.J. Wang, J.M. Birch, and M.H. Dickinson. Unsteady forced #ows in low reynolds
number hovering flight: two-dimensional computations Jsotic wing experiments.
Journal of Experimental Biology07(3):449-460, 2004b.

D.R. Warrick, B.W. Tobalske, and D.R. Powers. Aerodynaroicthe hovering hum-
mingbird. Nature 435:1094-1097, 2005.

D.R. Warrick, B.W. Tobalske, and D.R. Powers. Lift prodoatin the hovering hum-
mingbird. Proc. R. Soc. B276:3747-3752, 2009.

T. Weis-Fogh. Quick estimates of flight fithess in hoveringrais, including novel
mechanisms for lift productiordournal of Experimental Biologp9:169-230, 1973.

T. Weis-Fogh. Energetics of hovering flight in hummingbiaasl in drosophilaJournal
of Experimental Biology56(1):79-104, 1972.

T. Weis-Fogh and M. Jensen. Biology and physics of locudttlig basic principles in
insect flight. a critical reviewPhil. Trans. R. Soc. Lond.,239:415-458, 1956.

A.P. Willmott and C.P. Ellington. The mechanics of flight ethawkmoth manduca
sexta. i. kinematics of hovering and forward flightthe Journal of Experimental
Biology, 200(21):2705-2722, 1997.

M. Wolf, V.M. Ortega-Jimenez, and R. Dudley. Structure @& tlortex wake in hovering
anna’s hummingbirds (calypte annB)yoc. Roy. Soc. B280(1773):20132391, 2013a.

133



M. Wolf, V.M. Ortega-Jimenez, and R. Dudley. Structure @& tlortex wake in hovering
anna’s hummingbirds (calypte annRyoc. Roy. Soc. B80(1773):20132391, 2013b.

J. Wood. A study of the instantaneous air velocities in a glbahind the wings of
certain diptera flying in a wind tunnellournal of Experimental Biologys2(1):17—
25, 1970.

R.J. Wootton. Support and deformability in insect wingsurnal of Zoology193(4):
447-468, 1981.

B. Yin and H. Luo. Hfect of wing inertia on hovering performance of flexible flappi
wings. Physics of Fluids22:111902, 2010.

J. Young, S.M. Walker, R.J. Bomphrey, G.K. Taylor, and A.LThomas. Details of
insect wing design and deformation enhance aerodynamatifumand flight &i-
ciency. Science325(5947):1549-1552, 2009.

L. Zheng, T.L. Hedrick, and R. Mittal. A multi-fidelity modelg approach for eval-
uation and optimization of wing stroke aerodynamics in flaggdlight. Journal of
Fluid Mechanics721:118-154, 2013a.

L. Zheng, T.L. Hedrick, and R. Mittal. A comparative studytbé& hovering #iciency
of flapping and revolving wingBioinspiration& Biomimetics8(3):036001, 2013b.

134



	Acknowledgments
	List of Tables
	List of Figures
	Introduction
	MAVs and aerodynamics of flapping wings
	Aerodynamics of hummingbird flight
	The specific objectives of this study

	Numerical approach and Model reconstruction
	Numerical approach
	Model Reconstruction

	Three-dimensional flow and lift characteristics of a hovering ruby-throated hummingbird
	Introduction
	Method
	Experiment and reconstruction of the wing kinematics
	Simulation setup and model validation

	Results and discussion
	Force, power, and efficiency
	Circulation and wing rotation
	Asymmetric lift production 
	Drag-based vertical force
	Wing speed and angle of attack
	Wing-wake interaction
	Three-dimensional vortex structures
	Full-body simulation

	Conclusion

	Performance of a quasi-steady model for hovering hummingbirds
	Introduction
	Modeling approach
	Results
	Conclusion

	Wing-pitching mechanism of a hovering ruby-throated Hummingbird
	Introduction
	Modeling approach
	The wing model
	Description of the rotational velocity of the wing
	Dynamics of rotation

	Results
	Dynamics of the distal section
	Dynamics of the proximal section
	Dynamics of flapping motion

	Discussion
	Conclusion

	Three-dimensional simulation for fast forward flight of a calliope hummingbird
	Introduction
	Model configuration and simulation approach
	Reconstruction of the wing kinematics
	Wing kinematics
	Simulation setup and verification

	Results
	Aerodynamic forces
	Force production mechanism
	Vortex structures

	Discussion
	Forces on the bird body
	Comparison of hummingbirds, insects and other birds


	 Summary and future work
	Summary
	Future study
	Unsteady maneuvers of hummingbirds
	Further comparison of hummingbirds and other flying animals
	Fluid-structure interaction of the elastic flapping wings


	Appendix
	References

