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Chapter 1

INTRODUCTION

The fundamental structure of matter can be described using just a few basic building

blocks or fundamental particles: quarks, gluons, leptons, etc., governed by four fundamen-

tal forces: the gravitational, electromagnetic, strong, and weak interactions. The theory that

describes how these particles interact with each other and all, but the gravitational force, is

called the Standard Model of particle physics. It has successfully explained a vast body of

experimental results and precisely predicted a broad range of phenomena. The scheme of

the Standard Model is shown in Fig. 1.1.

The strong interaction is characterized by the exchange of particles called gluons that

act between quarks, antiquarks, and other gluons that all carry color charge. Color charge

is analogous to the electromagnetic charge, but it has three types (±red, ±green, ±blue)

rather than one, which results in a different type of force with completely different rules.

These rules are detailed in the theory of quantum chromodynamics (QCD), which is the

theory of quark-gluon interactions. The physical systems dominated by the strong force,

like the heavy ion collision systems studied in this thesis, are described by QCD.

1.1 QCD Phase Diagram and Quark Gluon Plasma

Through many experimental confirmations, QCD is established as the correct theory

that describes the strong interaction. The key phenomenon observed in strongly-interacting

systems is the quark (color) confinement, i.e., color-charged particles cannot be isolated and

directly observed in normal conditions. At large distances, the potential between two color

charges grows linearly with distance causing confinement. However, at small distances,

which correspond to very high momentum transfer between the color charges, the quarks
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Figure 1.1: The Standard Model of elementary particles [1].
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and gluons would interact very weakly due to ”asymptotic freedom” – a phenomenon in

which the strong coupling constant decreases logarithmically with the transverse momen-

tum, or the distance scale. This understanding was achieved by David J. Gross, H. David

Politzer and Frank Wilczek, who were recognized by the 2004 Nobel Prize in Physics. At

high temperature, similar to that which existed in the early Universe, the QCD potential

is modified and a state of deconfined quarks and gluons can be formed. In an extensive

review [9], Edward Shuryak was the first to examine the high-temperature phase in detail,

and also proposed the term ”quark-gluon plasma” (QGP) to describe the deconfined state in

analogy with the plasma state in atomic physics. Lattice QCD predicts that the QCD phase

transition between a hadron gas and QGP occurs above a critical temperature Tc ≈ 170

MeV [10]. Using this value and the Stefan Boltzmann law, e.g. - ε/T 4 is proportional to

the number of degrees of freedom, one can estimate the approximate critical energy density

for the phase transition εc≈ 1 GeV/fm3. This value depends on the number of quark flavors

considered. The energy density in the QGP phase is about an order magnitude larger than

that of normal nuclear matter. The transition temperature is about 100,000 times higher

than the temperature in the center of the Sun, but it can be achieved in the laboratory in

collisions of heavy ions moving with speeds close to the speed of light.

A schematic presentation of the QCD phase diagram is shown in Fig. 1.2.

1.2 Space-Time Evolution of QGP in Heavy Ion Collisions

In heavy-ion collisions at the Relativistic Heavy Ion Collider (RHIC), the center-of-

mass energy per colliding nucleon reaches 200 GeV. At these energies, the nucleons par-

ticipating in the collision may produce an initial energy density of about 5 GeV/fm3 [11]

and initial temperature in excess of 300 MeV. This energy density is sufficient to form the

QGP state as it is well above the critical energy density predicted by lattice QCD.

Fig. 1.3 shows a schematic diagram of the space-time evolution of relativistic heavy-ion

collisions, where the ”space” corresponds to the extent of the longitudinal source size. We
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Figure 1.2: Phases of QCD matter [2]
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Figure 1.3: The space-time chart of QGP evolution

can distinguish four different stages:

• In the initial stage of collisions, labeled as ”parton cascade” in Fig. 1.3, processes

of parton-parton hard scatterings may predominantly occur in the overlap region of

the two colliding nuclei, depositing a large amount of energy in the medium. The

matter is not equilibrated, and perturbative QCD models can describe its dynamics

by a cascade of weakly-coupled partons. The pre-equilibrium state lasts about 1 fm/c

or less.

• QGP: After the short pre-equilibration time, the QGP phase would be formed in

which the partons may reach a thermal equilibrium. The QGP rapidly expands, de-

creasing its temperature and energy density. This stage of the system evolution is

usually described using hydrodynamics. The energy density in the QGP phase is

about an order magnitude larger than that of normal nuclear matter.

• Hadron gas: Once the critical temperature is reached, Tc ∼ 170 MeV, the QGP
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hadronizes and turns into a hadronic gas. The hadron gas continues to expand and

cool. At some point, the inelastic hadronic interactions cease and the hadron abun-

dances are fixed. The temperature at this point in the evolution is referred to as

the chemical freeze-out temperature. The chemical freeze-out may coincide with

the phase transition temperature. This stage of the system evolution is typically de-

scribed using microscopic hadronic cascade models, although it may also be de-

scribed macroscopically using hydrodynamics.

• Freeze-out: Elastic hadron-hadron interactions continue until the mean free path be-

comes larger than the size of the system, at which point the hadron interactions cease.

The corresponding temperature is called the kinetic freeze-out temperature T f . Af-

ter that, the hadrons decouple and freely stream out from the medium, and can be

detected in our apparatus.

1.3 Signatures of QGP Formation

1.3.1 QGP in Large-Ion Collisions

Before RHIC turned on it was recognized that there may be no unique signal that will

alone lead to the identification of QGP. Instead, a number of different signals that come

out from the medium were proposed as QGP signatures such as jet quenching, strangeness

enhancement, and J/Ψ suppression [12]. After many years of experimental investigations

the collection of signals indicative of QGP has grown to include collective flow and quark-

number scaling of the collective flow signals. In fact, the discovery of the near-perfect

fluid behavior at RHIC [11, 13, 14, 15] is the main milestone of the relativistic heavy ion

program. This dissertation focuses on the collective flow and quark number scaling in

small-systems and seeks to understand the limits of this perfect-fluid behavior.

• In large-ion collisions, the produced particles move collectively or flow, and this

flow may quantify the effective Equation of State (EoS) of the matter and reveal
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the properties of the flowing medium. In central (head-on) Au+Au collisions at the

RHIC, a strong radial flow is observed. In non-central collisions, both radial and

elliptic flow are observed [16]. Since in non-central collisions the initial nucleus-

nucleus overlap region has an elliptic shape, the initial pressure gradient is larger

along the impact parameter and the matter moves preferentially in this direction. The

experimental measurements of the particle spectra and azimuthal correlations have

been described by viscous hydrodynamic calculations that use a QGP EoS based on

the Lattice QCD calculations, and require a very small value of the specific viscosity

(e.g., shear viscosity over entropy density η/s).

• An empirically discovered feature in the elliptic flow measurements at RHIC is the

number of constituent quark (NCQ) scaling. The measurement of the flow strength

as a function of the transverse momentum, pT , for particles with different mass ex-

hibits universal behavior, when scaled by the number of the constituent quarks in the

hadron. This behavior is thought to be a manifestation of the partonic degrees of

freedom in the system and an indication that the elliptic flow develops early in the

system evolution prior to hadronization.

1.3.2 Collectivity in Small Systems ?

The discussion above refers to large collision systems, such as Au+Au or Pb+Pb. Small

collision systems, such as p+A, d+Au, or p+p were thought to be too small to provide

volume and number of particles sufficient for a QGP to form and equilibrate. These systems

were, therefore, considered to be control experiments to measure background effects of

cold nuclei, which may obscure the true signal of the QGP; p+p collisions were used as a

baseline to assess the hadronic physics. However, recent results [17, 18, 19, 20, 21, 22, 4, 5]

have shown that small collision systems may show collective effects similar to those that we

typically associated with QGP formation. The physics mechanism creating these collective

effects is under heated discussion and is the main topic of the analysis in this thesis. A
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summary of the recent studies of collectivity in small systems is presented below:

1.3.2.1 The ”Ridge” is Everywhere

”Ridge” is a term describing a pattern of the two-dimensional two-particle correlations

functions in heavy-ion collisions. These correlation functions, C, are typically measured

as a function of the azimuthal angle φ and pseudo-rapidity η differences ∆φ and ∆η , of

the paired particles as shown in the top part of Fig. 1.4. The long-range rapidity correla-

tions are rather strongly peaked near ∆φ = 0 (near-side), leading to the resemblance to a

mountain ridge. The short-range peak structure in the near-side (∆η ≈ 0) is a consequence

of locally-correlated jets of particles originating from the hadronization of hard-scattered

partons resulting in a bunch of particles emitted in a narrow cone. The long-range ridge

in A+A collisions at RHIC and the LHC (Large Hadron Collider) was understood to be

a consequence of the collective flow of the produced medium [23]. The ridge structure

reflects the anisotropy of the interaction region – the almond-shaped region where the two

nuclei overlap with each other for non-central collisions. This anisotropy entails a pressure

gradient in the initial conditions: the pressure is larger along the minor axis of the ellipse,

accordingly, more particles will be emitted in the direction of the largest gradient. This

ultimately generates an anisotropy in the azimuthal distribution of the produced particles.

This anisotropy is typically quantified by the strength of the Fourier component of the final-

state particle azimuthal distributions, with the second harmonic (elliptic flow) denoted as

v2, and the third harmonic (triangular flow) - as v3. These are the two strongest Fourier

components that will be discussed extensively in this thesis.

It was considered that the ridge feature can only be observed in A+A collisions. How-

ever, at the LHC and later at RHIC [17, 18, 19, 20, 21, 22, 4, 5], the ridge was also found in

smaller systems like p+Pb, d+Au and 3He+Au, even in p+p collisions [24]. Fig. 1.4 shows

the ridge observed in high-multiplicity p+Pb collisions at the LHC [19] and 3He+Au [5] at

RHIC, in contrast to the back-to-back correlation seen in the minimum bias p+p collisions,
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Figure 1.4: (Top) Long-range near-side ridge in p+Pb collisions at the LHC. (Bottom left)
Long-range near-side ridge observed in 3He+Au collisions at RHIC. (Bottom right) No
ridge is seen in minimum bias p+p collisions.

where we think that no QGP is formed. The observation of the ridge in many different

systems led people to consider that small systems are quite interesting to study, since they

challenge our understanding of the conditions necessary to produce QGP and the limits of

the collective behavior.

1.3.2.2 Multi-Particle Correlations in Small Systems at the LHC

To understand if the ridge is truly a consequence of collective flow in both large and

small systems, it is important to establish that the collective behavior is seen in the system as

a whole, and not just in the correlations of few particles. This is best done by measurements
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Figure 1.5: Multi-particle correlation in p+Pb and PbPb systems in LHC [3].

of multi-particle correlations. The CMS experiment at the LHC measured the strength of

the elliptic flow using 2-, 4-, 6-, 8- , or all-particle correlations [3]. The result is shown

in Fig. 1.5 as a function of the multiplicity of the collisions. We see that the 2-particle

correlations show a stronger signal, but the correlations of 4-, 6-, 8- and all-particles are all

significant and have the same magnitude. This result is a strong evidence of collectivity in

the p+Pb system at 2.76 TeV [3].

1.3.2.3 Anisotropic Flow Measurements in High-Multiplicity d+Au and 3He+Au Colli-

sions at RHIC

RHIC has published anisotropic flow results in high-multiplicity d+Au and 3He+Au

collisions [4, 5]; indications of a strong collective behavior were found in both systems.

More interestingly, a sizable triangular anisotropic flow appears in 3He+Au collisions. A

hydrodynamics model, which involves the development of QGP, describes the data quite

well. These findings greatly challenge the original idea that QGP cannot be formed in

these smaller-volume systems. Fig. 1.6 shows the second order flow (v2) as a function of
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transverse momentum in high-multiplicity d+Au and 3He+Au, as well as the measurement

of the third-order flow v3 in 3He+Au collisions.

1.3.2.4 Azimuthal Correlations of Identified Particles in Small Systems at the LHC and

RHIC

Until now, we discussed the measurements using inclusive charged particles (mostly

hadrons), as they are easier to measure. Adding information about the particle type pro-

vides important additional insights to assess the origin of collectivity, the nature of the

medium, and how it evolves in heavy-ion collisions. At RHIC and LHC, recent progress

of the measurements of identified particle flow includes pions, (anti-)protons, and kaons,

etc. Fig. 1.7 shows that the identified particle flow v2 measured in d+Au collisions by

the PHENIX experiment at RHIC [25], and in p+Pb collisions by the ALICE experiment

at LHC [6] depends on the particle mass. The observed ”mass-splitting” pattern, e.g., the

heavier particles are pushed to higher transverse momentum, as expected if the particles are

moving in a common velocity field, is very similar to the observations in larger systems and

another strong piece of evidence of a hydrodynamic origin for collectivity in the smaller

systems.

1.4 Motivation and Goals for This Thesis

The motivation of this thesis is to understand how final-state particle correlations de-

velop in heavy-ion collisions, both large and small. Although all the observations seem to

support the idea of QGP formation in small systems, there are other explanations proposed

that do not involve final-state interaction or QGP at all. Instead, the final-state particle cor-

relations arise because of initial-state momentum domains, or some other mechanisms that

are not correlated with the initial system geometry. The geometry scan at RHIC provided

an excellent handle to study the effect of the initial-state geometry, i.e. p+Au − > d+Au

− > 3He+Au collisions. Figure 1.8 illustrates the energy density distribution in the initial
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Figure 1.6: Second-order collective flow (v2) as a function of transverse momentum in
high-multiplicity d+Au and 3He+Au collisions[4, 5], and third-order flow (v3) in 3He+Au
collisions.
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Figure 1.7: Identified π±, (anti-)proton elliptic flow in d+Au at RHIC [4] and p+Pb at
LHC [6].

condition of these three small systems and the resulting evolution within the hydrodynam-

ics framework. The color scale indicates the local energy density profile and the arrows are

proportional to the velocity of the fluid cell from which it originates. It appears that the

initial one/two/three hot spots would lead to circular, elliptical and triangular anisotropy

during the evolution. Although it is not clear if hydrodynamics would be valid in this

regime, this model gives a definite prediction of what the final-state particle distributions

would look like. Our geometry-controlled experiments performed at RHIC aim to find out

what the role of the initial geometry is for developing collectivity and final-state momentum

anisotropy [26].

Some explanations have QGP in the picture, while others do not; some place the origin

of the collectivity entirely in the initial state prior to the collision (Color-Glass-Condensate

model) and are not related to the initial geometry of the overlap zone, while others (like hy-

drodynamics or parton transport models) rely on final-state interactions for the translation

of the initial geometry into final-state momentum anisotropy. In this thesis we formulate

and test two hypotheses to discriminate the models.
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Figure 1.8: Calculations of the initial energy density (top) in p/d/3He+Au collisions at
RHIC, and (bottom) the resulting hydrodynamic evolution [7].

– Hypothesis 1: The collective flow of the particles is directly related to the initial

geometry. To test this hypothesis, the projectile is changed from the previously measured

deuteron and helium to proton, to see how the elliptic and triangular flow changes in the

final state. We are able to perform this geometry engineering at the smallest scale owing to

the versatility of RHIC.

– Hypothesis 2: The collective flow of identified particles has a mass effects, as ex-

pected in the hydrodynamics description in Section 2.2. To test this hypothesis, we mea-

sure the elliptic flow of identified protons (anti-protons) and pions, since they have different

masses, and a different number of constituent quarks (three or two, respectively).
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Chapter 2

COLLECTIVE BEHAVIOR IN HEAVY ION COLLISIONS AND THEORETICAL

MODELING

In this chapter, we discuss the physics models in heavy-ion collisions.

2.1 Initial State Models

The initial state model describes the position distribution of the energy density. It is the

input to the hydrodynamic modeling of the system evolution. The most commonly used

initial-state models are outlined below.

2.1.1 Glauber Model

The Glauber model was developed to address the problem of high-energy scattering

with composite particles. It has been used extensively to model geometric quantities in

relativistic heavy ion collisions (see [27] for a detailed review). The Monte Carlo (MC)

Glauber formulation locates nucleons at specific spatial positions that can vary randomly

from one collision to another. Some experimental data is needed to serve as model inputs.

The two most important inputs are the nuclear charge densities and the energy dependence

of the inelastic nucleon-nucleon cross section. Once these are known, the MC-Glauber

calculation of geometric quantities is quite easy. To do that, first, the positions of each

nucleon in a nucleus is determined according to the measured charge density distribution of

the nucleus extracted from low-energy electron scattering experiments [27]. For spherical

nuclei, such as Pb, the distribution is taken to be uniform in azimuthal and polar angles,
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and described by a two-parameter Fermi function:

ρ(r) = ρ0(1+ exp(
r−R

a
))−1

Here, ρ0 is the nucleon density in the center of the nucleus, R is the nuclear radius, and a is

the so-called skin depth. The collision impact parameter (b) is determined from dN/db ∝ b,

and the centers of the nuclei are shifted to (-b/2, 0, 0) and (b/2, 0, 0). The nucleons move

along a straight line along the beam axis initially. The nuclear reaction is then modeled by

successive independent interactions between two nucleons from different nuclei. The in-

teraction strength between two nucleons is parameterized by the nucleon-nucleon inelastic

cross section (σNN). Two nucleons from different nuclei are supposed to collide if their

relative transverse distance is less than D =
√

σNN/π . A nucleus-nucleus collision is ac-

cepted if at least one such nucleon-nucleon collision was obtained. An important initial

condition quantity in simulating collectivity flow is the eccentricity ε of the event. MC-

Glauber simply calculates the moments of the participant nucleon for each event. In each

event one can evaluate the variances σ2
x and σ2

y along x and y axis, and the covariance

σxy = 〈xy〉−〈x〉〈y〉

of the participant distributions projected on the x and y axes. The variances are event-by-

event variable, and 〈·〉 is the average over events. Then the ε2 is calculated through Eq. 2.1.

ε2 =

√
(σ2

x −σ2
y )

2 +4σ2
xy

σ2
x −σ2

y
(2.1)

Table. 2.1 shows the geometric characterization of small system collisions at
√

sNN = 200

GeV in the 0%-5% centrality class.
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Table 2.1: Geometric characterization of small system collisions at
√

sNN = 200 GeV in the
0%-5% centrality class, using Monte Carlo Glauber with nucleon coordinates smeared by
a two-dimensional Gaussian of width σ = 0.4 fm.

p+Au d+Au 3He+Au
Glauber 〈ε2〉 0.23±0.01 0.54±0.04 0.50±0.02
Glauber 〈ε3〉 0.16±0.01 0.19±0.02 0.28±0.02

2.1.2 Color Glass Condensate Model

The Color Glass Condensate (CGC) is a QCD-based effective theory developed in order

to describe quantitatively the gluon saturation regime in a high-energy strongly-interacting

system. In the CGC model, the system is analogous to actual glasses, with a classical

Yang-Mills description of initial glasma fields [28]. A glass is a disordered system, which

evolves very slowly relative to natural time scales: it is like a solid on short time scales

and like a liquid on much longer time scales. Similarly, the partons of interest are disor-

dered and evolve in longitudinal momentum in a manner analogous to a glass. Condensate

means it contains a very high density of massless gluons. The gluon density saturates at

a certain order, called a multiparticle Bose condensate state. The glasma model includes

multiple types of quantum fluctuations, including fluctuations of color charges within the

nucleons [29]. The combination of the initial glasma field and the Impact-Parameter de-

pendent Saturation (IP-Sat) Model [30] is called the IP-Glasma model. This model can also

explain the azimuthal anisotropy in large-ion collisions, if is combined with hydrodynamic

evolution.

Unlike the Glauber model described earlier, CGC has a totally different mechanism of

producing initial state fluctuations. The eccentricity from the CGC model is based on color

fields and the initial energy distribution is smooth, while in the MC-Glauber model all the

harmonics are developed by the position fluctuations of single nucleons. The position of the

nucleons are different from one nucleus-nucleus collision to another, so the initial energy

distributions are discrete. As a result they end up with different eccentricity, especially for
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System p+Au 3He+Au d+Au
ε2 0.10±0.02 0.59± 0.01 0.55±0.01

Table 2.2: The ε2 calculated by IP-Glasma model, all from 0-5% top events. The nucleons
have a perfect round shape.

the third order harmonics.

From IP-Glasma calculation, the ε2 from round proton assumption are listed in Ta-

ble. 2.2. However, there is another variant of the IP-Glasma model where they treat the

proton as having constituent quarks. This only matters in the p+Au case. The eccentricity

obtained in p+Au in this case is < ε2 >= 0.46±0.01.

2.2 Hydrodynamics Model

Because it is extremely hot and short lived, QGP cannot be observed and measured

directly. However, we can detect its existence and determine its properties taking advantage

of the collective nature of the medium. To model the space-time evolution of QGP, several

viscous hydrodynamics models are proposed (see Ref.[31] for a recent review). The fluid

elements then hadronize and interact with each other (hadron cascade and re-scattering) to

reach the final state.

2.2.1 Collective Behavior

The observation of collectivity in matter can be a powerful indicator of fundamental

properties of that matter. Collectivity means many discrete structures are interacting to-

gether to form a whole otherwise known as highly correlated behavior. In high energy

heavy ion physics, a common interpretation of this behavior, although not the only inter-

pretation, is of a locally equilibrated medium with bulk properties instead of a group of

individually weakly interacting constituent particles. In this case, the medium is a QGP

and the bulk properties are that of a hydrodynamically described fluid: viscosity, density,
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Figure 2.1: (Left) A cartoon showing the reaction plane orientation in a nucleus-nucleus
collision. (Right) The initial anisotropy transferred to final momentum anisotropy

temperature, etc [32].

2.2.2 Observables for Collectivity

Consider the collision of two heavy nuclei as depicted in Fig. 2.1.

The overlap region between the two nuclei forms an almond shaped region oriented to

the plane of the initial collision geometry. After the collision, the two nuclei remnants (the

blue shapes) no longer participate and the yellow overlap region forms the QGP medium

and starts to expand. This energy density distribution gives rise to a larger pressure gradient

in the shorter direction. The larger the pressure gradient, the more momentum the particles

will gain once the medium finishes evolving. This variation in the momentum of the final-

state particles produces effects in the azimuthal (relative to the collision axis) distribution

of particles. Therefore, by measuring the azimuthal anisotropy of the final-state particles,

long-range angular correlations can be observed. The initial-state collision geometry be-

ing transformed into final-state momentum anisotropy indicates collective behavior of the

matter produced in the collisions.

In order to quantify the azimuthal anisotropy, the final state particle distribution is de-
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composed into a Fourier series:

dN
dφ

= N0(1+
∞

∑
n=1

2vn cosn(φ −Ψn))

where N is number of final state particles in a certain azimuthal φ angle, N0 is a normal-

ization constant and Ψn denotes the orientation of the event plane. The event plane is

determined using the final-state particles and is an approximation of the reaction plane,

which is spanned by the impact parameter (b) and the z-axis of the collisions. The Fourier

coefficients vn defined from the formula are proportional to the degree of anisotropy for

each harmonic order n. In addition to measuring the vn for various systems, a relativistic

hydrodynamic calculation can be compared to the data. The very good agreement with

hydrodynamic calculations curves suggests a medium which flows.

In practice, not all azimuthal correlations in the data are of collective origin. Addi-

tional ’non-flow’ correlations arise from resonance decays, jet fragmentation, and Bose-

Einstein correlations [33]. They can be suppressed by appropriate kinematic cuts or by

using multi-particle correlations known as higher-order cumulants: vn{4} and vn{6} de-

note the anisotropic flow coefficients obtained from the fourth and sixth order cumulants,

respectively.

2.2.3 Hydrodynamics

Hydrodynamics is an effective macroscopic description of a system that is in approxi-

mate local thermal equilibrium. It can be derived from the underlying microscopic (kinetic)

description through an expansion in gradients of the local thermodynamic variables. If the

transverse size of the nucleus is large compared to the interaction length scales involved,

hydrodynamics is the appropriate theoretical framework to calculate the response of the

medium to the geometry.

The hydrodynamics model relies on only one assumption: the system remains close to
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local thermodynamic equilibrium throughout its evolution. This hypothesis is quite strong,

yet simple and powerful. All the information of the system is contained in its thermody-

namic and transport properties, i.e., its equation of state and transport coefficients. Calcula-

tions based on ideal hydrodynamics do a fair to reasonable job in reproducing the observed

elliptic flow [34]. Nevertheless, the hydrodynamic interpretation requires that the relevant

mean free paths and relaxation times be small compared to the nuclear sizes and expansion

rates. Recently, application of viscous hydrodynamics to high-energy heavy-ion collisions

has evoked widespread interest ever since a surprisingly small value of η /s was estimated

from the analysis of the elliptic flow data [35]. It is also notable that due to quantum effects,

there is a strong coupling limit of the shear viscosity to entropy density ratio η/s = 1
4π

.

2.2.4 SONIC and SUPERSONIC Model

SONIC is short for Super hybrid mOdel simulatioN for relativistic heavy-Ion Colli-

sions [36]. It is a hybrid model for heavy ion collisions, combining viscous hydrodynamics

and late-stage hadronic rescatterings. SUPERSONIC is an event-by-event generalization of

the SONIC model, including pre-equilibrium flow. The comparison of SONIC and SUPER-

SONIC could provide an experimental handle on pre-equilibrium QCD dynamics [37].

2.2.5 iEBE-VISHNU Model

iEBE-VISHNU is another viscous hydrodynamics plus hadronic cascade, full (3+1)D,

which means it simulates the behaviors of 3D geometry and 1D time evolution of the quark

gluon plasma. After the system hadronizes, the hydrodynamic fluid is converted to parti-

cles that undergo hadronic rescattering, which is implemented using iURQMD 3.4 [38, 39].

While most of the flow is developed at the early stages of the collisions, hadronic rescat-

tering plays a modest but important role in the system development and particle species

dependence of v2 [40].
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2.3 Event Generators

Let us introduce some event generators (interaction models). These models do not rely

on hydrodynamics assumptions and the partons interact with different kinetics models.

2.3.1 HIJING

It is expected that hard or semihard parton scatterings with transverse momentum of

a few GeV are expected to dominate high energy heavy ion collisions. HIJING (Heavy

Ion Jet INteraction Generator) Monte Carlo model was developed with special emphasis

on the role of minijets (copious production of semihard partons) in p+ p, p+A, and A+A

reactions at collider energies [41]. The model includes multiple mini-jet productions, nu-

clear shadowing of the parton distribution functions, and a mechanism of jet interactions

in dense matter called jet quenching. Glauber geometry for multiple collisions is used to

calculate the interactions in p+A and A+A collisions. There is no collective flow in the

HIJING model, but local correlations like mini-jets exist. We use it to study the underlying

non-flow correlations in p+Au collisions.

2.3.2 AMPT Model

AMPT is short for ”A Multi-Phase Transport Model” [42]. It uses the Heavy Ion Jet

Interaction Generator (HIJING) for generating the initial conditions based on the Glauber

model, Zhang’s Parton Cascade (ZPC) for modeling partonic scatterings, the Lund string

fragmentation model or a quark coalescence model for hadronization, and A Relativistic

Transport (ART) model for treating hadronic scatterings [43, 44]. The combination of these

models is used to provide a coherent description of the dynamics of relativistic heavy ion

collisions.
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Chapter 3

RHIC AND THE PHENIX EXPERIMENT

3.1 The Relativistic Heavy Ion Collider

The RHIC accelerator is located at Brookhaven National Laboratory (BNL). It was

designed to study nuclear matter via relativistic collisions of light and heavy ions, and pro-

tons. As depicted in Fig. 3.1, the beams are generated and accelerated in one of the Tandem

Van de Graaff accelerators, then proceed to the Booster synchrotron, and the Alternating

Gradient Synchrotron (AGS) before entering the two rings of RHIC (called ”blue” and

”yellow”). The beams then cross and collide at four interaction points, where the RHIC de-

tectors are installed. RHIC has a circumference of 3833.8 m, consisting of a total of 1,740

superconducting magnets, two separate rings and can collide practically any two separate

species. At a magnetic field of 3.458 T, the beam energy is 100 GeV/n for fully stripped

gold ions, and 250 GeV for (polarized) protons [45].

Four detectors: PHENIX, STAR, BRAHMS, and PHOBOS started operation in year

2000. PHOBOS and BRAHMS completed their experimental program in 2005. PHENIX

collected data until 2016 and is now decommissioned to make room for a new state-of-the-

art detector called sPHENIX.

Since the beginning of operations in year 2000, RHIC has collided many different

species and at different center-of-mass energies. Figure 3.2 summarizes the colliding beams

and the average store luminosity for Run1 through Run17 of RHIC, where a Run period is

typically several months in the early part of each year. This thesis uses data from p+Au

collisions at
√

sNN = 200 GeV from Run15 of RHIC.
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Figure 3.1: RHIC accelerator complex.

Figure 3.2: Summary of RHIC collision species, center-of-mass energy per nucleon and
the average store luminosity [8]
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3.2 PHENIX

PHENIX, the Pioneering High Energy Nuclear Interaction eXperiment, is an experi-

ment at the Relativistic Heavy Ion Collider that took data for 16 years (2000–2016). The

PHENIX collaboration was formed in 1991. Members of the collaboration designed, built,

and operated the PHENIX detector. They are still actively analyzing the collected data

and publishing the physics results. PHENIX was built with the primary goal to discover

and study a new state of matter called the Quark-Gluon Plasma. The QGP discovery was

announced in 2005 [11], while the studies of the QGP properties still continue. This chap-

ter briefly introduces various parts of the detectors systems that were used in the analysis

presented in this thesis, including central tracking, particle identification, and forward de-

tectors [46].

Figure 3.3: PHENIX detector configuration

3.2.1 Magnet Systems

PHENIX has three major magnet sub-systems. The Central Magnet, Muon Magnet

North and Muon Magnet South [47]. The Central Magnet is an axial field magnet energized

by two pairs of concentric coils, which can be run separately, together, or in opposition.

The Central Magnet is 9 meters tall and weighs nearly 500 tons. It covers a pseudorapidity

interval of ± 0.35 units. The
∫

B.dl = 0.78 Tesla-meters at 90 degrees. Muon Magnet
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Figure 3.4: PHENIX magnet system

South uses two solenoidal coils to produce a radial magnetic field. The
∫

B.dl along a line

at 15 degrees from the beam axis is 0.75 Tesla-meters.

3.3 Tracking and Particle Identification Systems

3.3.1 Drift Chamber

The multi-layer focusing Drift Chamber (DC) is a part of the both arms (East and West)

of the PHENIX central-arm spectrometer. It is placed between 2.02 m and 2.46 m in radial

distance from the interaction point and occupies 180 cm in the z direction and two 90

degree sectors in the azimuthal angle φ . DC is able to provide high resolution transverse

momentum, pT , measurements [48] for charged particles produced in the collisions.
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3.3.2 Pad Chambers

Pad Chambers (PCs) measure the position of charged particles with at the radial dis-

tances of 2.49 m, 4.19 m, and 4.89 m with high precision. PCs have three layer, numbered

PC1 to PC3. They provide tracking in the area outside of the magnetic field of the central

magnet and are extremely important in rejecting mis-reconstructed tracks and background

particles that do not originate in the collision [48].

3.3.3 Time of Flight

PHENIX is designed to detect and identify individual particles such as pions, protons,

kaons, and deuterons. The primary particle identification technique for these types of par-

ticles is called the time-of-flight method [49].

The time-of-flight measures the velocity of the particles by measuring the time the

particle travels from the collision point to the detector, then combines with the length of the

path, and the momentum measured from drift chamber to determine the mass the specific

particle.

PHENIX has two separate time-of-flight detectors, TOF-East, and TOF-West. They

cover different azimuthal range as shown in Fig.3.3. TOF-E is consists of a number of

”Slats” (plastic scintillator). There are total of 960 slats, and each slat is read-out from

both ends using photo-multiplier tubes (PMTs). The TOF-W uses Multi-Gap Resistive

Plate (MRPC) technology, it is comprised of 128 MRPC that are readout by 512 coper

strips [50]. A more detailed discussion of TOF-W can be found in [50, 51].

An example of particle identification using the time-of-flight technique in the TOF-East

detector is shown in Fig. 3.5. In the histogram, there is one entry for each particle recorded.

It shows the particle’s charge divided by momentum (q/p) as a function of the time-of-flight

as measured by the PHENIX experiment at RHIC. The flight distance is about 5 meters.

Bands corresponding to each charged particle type (protons, antiprotons, kaons, pions,
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Figure 3.5: Time-of-flight particle identification plot from the PHENIX experiment.

muons) are clearly visible. The positively charged particles are on the top half of the figure

while the negatively charged particles are on the bottom half. Labeled are bands of pions

(π), kaons (K), and protons (p).

3.4 Forward Detectors

3.4.1 Beam-Beam Counter

The Beam-Beam Counters (BBCs) have 64 elements each in the North and South arm,

(forward and backward rapidity, respectively). Each element consists of quartz Cherenkov

radiator and meshed dynode PMT. The PHENIX Beam-Beam Counters serve several pur-

poses: 1)Minimum Bias Trigger, 2)Centrality Determination, 3)Time Zero start timing for
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the time-of-flight measurement, 4)Collision Vertex determination, which is used as the ini-

tial point of charged particle tracking.

3.4.2 Forward Vertex Tracker

The Forward Vertex Tracker(FVTX) can track precisely charged particles at forward

and backward pseudorapidity. The FVTX is composed of two annular end caps, each with

four stations of silicon mini-strip sensors, covering a pseudorapidity range of 1.2 < |η | <

2.2 that closely matches the two existing PHENIX muon arms. Each station consists of

48 individual silicon sensors, each of which contains two columns of mini-strips with 75

µm pitch in the radial direction, and lengths in the φ direction varying from 3.4 mm at

the inner radius to 11.5 mm at the outer radius [52]. In this analysis the FVTX is used to

determine the orientation of the event planes (or symmetry planes) in the collisions based

on the event-by-event azimuthal distribution of the charged particles detected in the FVTX.
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Chapter 4

ANALYSIS DETAILS

In this chapter, we discuss the analysis details. We use data from p+Au collisions

at a nucleon-nucleon center-of-mass energy of
√

s = 200GeV collected by the PHENIX

detector during Run 15 at RHIC, which took place in 2015.

4.1 Event Selection

4.1.1 Trigger Selection

To efficiently store events which we are interested, PHENIX has an on-line trigger sys-

tem when taking data. The Minimum Bias trigger (MB trigger) is used to ensure an event

happening is due to an inelastic collision and with minimum possible detector bias. It is

defined as a coincidence in the same event between the BBC detectors in the Au-going and

proton-going directions, requiring at least one photomultiplier tube (PMT) firing in each

direction; in this way about 84±4% of the total inelastic p+Au cross section is captured.

The High Multiplicity trigger (HM trigger) is based on the MB trigger, but imposes the

additional requirement of more than 35 photomultiplier tubes firing in the BBC-S. Events

that satisfy this trigger condition correspond roughly to the 5% most central event class,

the definition of event class could be seen in section 4.1.3. The adoption of HM trigger

allows us to increase our central event sample size by a factor of 25, as seen in left hand

side of Fig. 4.1. The BBC south charge distribution categorizes the centrality percentile

class as shown in right top of Fig. 4.1. Right bottom side of Fig. 4.1 illustrates that the

trigger efficiency is around 100% for central events. Number of events taken and used:

p+Au minbias: 838.5M

p+Au centrality trigger: 1423.3M
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Figure 4.1: BBC charge in Au going direction in centrality-triggered samples compared
with minimum bias triggered samples. Left panel: BBC charge distribution recorded in real
data in the different trigger paths. Right panel: Centrality percentiles in the BBCS charge
distribution, and trigger efficiency for a Negative Binomial Distribution (NBD) model.

4.1.2 Run-by-Run Quality Plots and Selection

The data are recorded in segments called ”run”. Some runs are not well-calibrated or

not well-performed. For each run, we can plot the number of detected charged particles,

often referred to as ”tracks”, and total charge in the BBCS, which is proportional to the

multiplicity of the produced particles, and reject runs which are off the average by three

standard deviations σ . The run-by-run profile histograms, on which these selections are

based, are shown in Fig.4.2.
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Figure 4.2: Run-by-Run quality assurance plot in p+Au collisions based on the average
number of total tracks in each run (Left), and using the average bbc-south charge in each
run (Right).
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4.1.3 Centrality Classes Selection

Heavy ions are extended objects, and the system created in a head-on collision is differ-

ent from that in a peripheral collision. We, therefore, categorize nuclear collisions by their

centrality, parametrized by the impact parameter b which is, however, not a direct observ-

able. Experimentally, the collision centrality can be inferred from the number of produced

hadrons, if one assumes that this multiplicity is a monotonic function of b. Knowing which

fraction of the total hadronic cross section is observed in the experiment, one can divide

the measured distribution of produced particles in centrally classes corresponding to the

percentile of total hadronic cross section [53]. The event centrality is determined from the

charge sum deposited in BBCs (Beam-Beam Counter south). The BBC charge sum mono-

tonically decreases as the collision centrality decreases. In the right hand side of Fig. 4.1,

the distribution is divided into centrality classes by the solid lines from a fixed point [54].

Anisotropic flow is not measured in a single event but in a centrality class. Therefore,

event-by-event fluctuations due to impact parameter fluctuations within a centrality class

will add to the initial-state fluctuations (and are further discussed in the following subsec-

tion) to determine the spectrum of final-state flow (vn and Ψn) fluctuations.

4.1.4 Pile-Up Event Rejection

Multiple collisions per bunch crossing (i.e., event pile-up) are observed to occur at an

average rate of 8% in the 0%-5% central p+Au collisions. To reject those pile-up events,

typically one can attempt to find and reject the events with more than one reconstructed

primary vertex. In the PHENIX current standard p+Au reconstruction procedure, only one

vertex is stored for each event (mainly due to CPU time constraint), so this method is not

directly applicable and requires modification of the vertex reconstruction. Alternatively,

using the hit time information recorded by each PMT of the beam-beam counter, we can

distinguish if one event is likely or unlikely to be a pile-up event.
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The BBC is capable of recording the time that it takes for a particle to travel from the

vertex to the detector. In one particular high-multiplicity event, if this event is a normal

event, the time distribution it records should be peaked around some mean value, the width

of the distribution should be relatively small. While in a multiple-collision event, there is

a very small chance that the different collisions that occur within the same bunch crossing

share a similar time within the resolution of the BBC detector. Therefore, the time distri-

bution it records should have more than one peak. Fig. 4.3 shows two example events each

showing the non pile-up situation and pile-up situation. To qualify a cut to eliminate the
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Figure 4.3: Distribution of hit time in BBC south of two example events from real data.
Left: a typical non pile-up event. Right: a typical pile-up event.

pile-up events, we propose a pile-up cut based on this time distribution, defined fraction f

as: f = #o f PMT s which is within the mean time±0.5(ns)
Total#o f PMT s f ired

We use f > 0.9 as the cut value. If f is large, which means that the times measured by

the BBC PMTs are clustered together, this is likely to be a normal event.

To verify this method is valid or not, we use a data-driven approach. We first mix two

random minimum bias events to form a single event which is a simulation of a real pile-up

event. Then we test how our cut behaves on the normal minimum bias event and the mixed

event. The result shows that the cut proposed: f > 0.9 removes 8.5% of total minimum

bias p+Au events and 100% of mixed events. The estimation is that 8% events in 0-5%

p+Au events are pile-up events, so the purity (means the percentage of non-pile-up events)

is 92% before the cut, and almost 100% after the cut.
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4.2 Track Selection

4.2.1 PC3 Track Matching

Some central arm tracks are mis-reconstructed by the DC or do not come from the

collision itself. To reduce these ”fake” tracks, we match the φ angle and z-direction of

the DC tracks projected to the plane of the third layer PC and the hit position in PC3.

The width of these residual distributions are determined in the minimum bias sample and

then applied in all trigger samples. We define dφ = φtrack pro jection on PC3−φhits on PC3 and

dz= ztrack pro jection on PC3−zhits on PC3 and fit these distributions to determine their standard

deviations.

We did the track matching in different transverse momentum bins and separately for

particles detected in the East arm or West arm, as well as for positive and negative parti-

cles. The dφ and dz distributions are fitted with a double-Gaussian function. Then, the

parameters are smoothed as a function of pT . Fig. 4.4 shows in 1.0 < pT < 1.1 (GeV/c)

the matching fit to the dφ distribution in both West arm, East arm , and positively and neg-

atively charged particles. Fig. 4.5 shows in 1.0 < pT < 1.1 (GeV/c) the matching fit to the

dz distribution in both West arm, East arm, and positively and negatively charged particles.

Then we fit the signal Gaussian mean and sigma by polynomial functions. See Fig. 4.6

and Fig. 4.7.

Once the mean and sigma are calculated by the smooth fitting, we only keep the parti-

cles/tracks within a 2σ range of the mean.

4.2.2 Time-of-Flight Track Matching

As with PC3 matching, we also need to do matching for TOF detectors to get rid of the

mis-reconstructed tracks. We also separate the data into 6 vertex bins. The double Gaussian

results of TOF matching for the second vertex bin are shown in Figure 4.8, 4.9. And the

smooth results of mean and sigma are shown in Fig. 4.10,4.11, 4.12 and 4.13. Tracks
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Figure 4.4: PC3 matching dφ fit in range 1.0 < pT < 1.1 (GeV/c) as an example. The red
line is the fit for the double Gaussian function, the blue line is the signal Gaussian function
according to the fit, and the pink line is the background Gaussian function.
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Figure 4.5: PC3 matching dz fit in range 1.0 < pT < 1.1 (GeV/c) as an example. The red
line is the fit for the double Gaussian function, the blue line is the signal Gaussian function
according to the fit, and the pink line is the background Gaussian function.
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Figure 4.6: The PC3 dφ matching distribution in the East arm as a function of pT and the
smoothing functions for the Gaussian mean and σ .

Figure 4.7: The PC3 dz matching distribution in the East arm as a function of pT and the
smoothing functions for the Gaussian mean and σ .
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out of 2 σ are cut off for analysis. We only use this selection when we analyze identified

particles with the TOF detector.

Figure 4.8: TOF matching dφ fit in the
range 1.0 < pT < 1.1 (GeV/c) as a exam-
ple. The red line is the fit for the double
Gaussian function, the blue line is the sig-
nal Gaussian function according to the fit
and the pink line is the background Gaus-
sian function.

Figure 4.9: TOF matching dz fit in the range
1.0 < pT < 1.1 (GeV/c) as a example. The
red line is the fit for the double Gaussian
function, the blue line is the signal Gaussian
function according to the fit and the pink
line is the background Gaussian function.

4.3 Detector Calibration

4.3.1 Event Plane Calibration

In the ideal case, the event plane is totally randomly formed in each event and the

distribution of the event plane angle is expected to be a flat function. In the real-world, the

distribution sometimes has a shape because of the acceptance and non-uniformity of the

detector, thus we need to do corrections based on the raw distribution of the event plane

angle Ψ distribution.

Here we flattened the event plane Ψ angle on a run-by-run basis. In each run we make

sure that the Ψ distribution is flat by fitting with a constant and observe the goodness of

fit. The distribution of the second order event plane after recalibration for the Ψ2,CNT ,
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Figure 4.10: TOF matching dφ vs pT in the
East arm and the smoothing function for the
mean value of the Gaussian fit of the dφ dis-
tribution.

Figure 4.11: TOF matching dφ vs pT in the
East arm and the smoothing function for the
standard deviation σ of the Gaussian fit of
the dφ distribution.

Figure 4.12: TOF matching dz vs pT in the
East arm and the smoothing function for the
mean value of the Gaussian fit of the dz dis-
tribution.

Figure 4.13: TOF matching dz vs pT in the
East arm and the smoothing function for the
standard deviation σ of the Gaussian fit of
the dz distribution.
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Ψ2,BBCsouth and Ψ2,FV T Xs are shown in Fig. 4.14. Similarly, the distributions of the third

order event plane before and after recalibration are shown in Fig. 4.16. The goodness of fit

for BBCs and FVTXs are plotted in Fig. 4.15 and 4.17 vs. run number. If χ2/degrees of

freedom is less than 3, then we judge that the event plane has been flattened well for this

run.
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Figure 4.14: The second order event plane distributions for the three subsystems such as
CNT, BBCs, FVTX0s in 0-5% central trigger p+Au collisions for the Run 432873.

4.3.2 Beam Geometry and Corresponding Corrections

There was an east-west difference observed in the measurement of v2 when using mid-

rapidity particles in the west arm (-1 < φ < 1 ) and in the east arm (2 < φ < 4 ). The

ultimate explanation for this effect comes from beam geometry and residual detector mis-

alignments.

First of all, the collision vertex is significantly offset from the z-axis to which all of the

40



Figure 4.15: The χ2/nd f from constant fitting of each run for the Ψ2 of the BBCs, FVTXs,
and CNT event plane vs run number.

PHENIX detectors are aligned. The other beam geometry effect, and the more significant of

the two effects, comes from the fact that the beams are colliding at an angle of 3.6 mrad in

the x-z plane. The reason a non-ideal beam geometry creates an east west v2 measurement

difference is because of the assumption that the event plane angle is azimuthally isotropic

during the event plane flattening calibration. In the translated and rotated frame where the

beams align with the z-axis the event plane distribution would be uniform, but in the lab

frame the event plane distribution in φ would have regions of enhancement and reduction.

To correct for the collision vertex offset effect, PHENIX detector elements must have

their position calculated with respect to the collision vertex rather than the origin. To

correct for the beam rotation effect, PHENIX detector elements must be rotated into the

beam frame where the beam is aligned with the z-axis. However, the detector elements

being in the right place in the beam frame will not completely correct the event plane bias.

To correct for this issue, we apply a weight factor on hits in φ regions. The weight
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Figure 4.16: The Ψ3 distribution before and after event-plane flattening procedure, upper
panel is BBC south event plane, and lower panel is FVTX south event plane.
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Figure 4.17: The χ2/NDF from constant fitting of each run for the Ψ3 of the BBCs and
FVTXs event plane vs. run number.

Figure 4.18: The left plot shows the east-west difference in the measurement of v2 using
the FVTX south event plane. The right plot is with the BBC south event plane. There
is about 25% difference in the FVTXs measurement and a 40% difference in the BBCs
measurement.
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Figure 4.19: A vector diagram illustrating the yellow and blue beam angle.

factor in the FVTX is determined using a data-driven method of inverse φ weighting. For

this method, the weight factor is determined by plotting all hits in a cylindrical disk detector

vs φ , normalizing this distribution to unity, and then inverting it. When applying this weight

factor to the data, it will produce uniform hit distributions in φ in the detectors it is applied

to. This will, in turn, make the event plane distribution more uniform when measured in

those detectors, thus correcting for the effect.

For the BBC south, the method was slightly changed to correct for the non-uniform

particle distribution. Using the distribution of particles in the BBC from the Run15 pp

dataset as a baseline, one can apply an inverse φ weighting much like the one described

in the previous paragraph. In the Run15 pp dataset, there was no issue with the beams

colliding at an angle, and the average charge across all 64 PMTs in the BBCs is uniform.

In this method, the weight for each PMT is calculated as the charge of the PMT times the

average Run15 pp charge of the PMT divided by the average Run15 pAu charge of the

PMT.

The combined effect of all these corrections not only makes the east and west arm v2

measurements using the FVTXs or the BBCs agree to a much better degree, it makes the

inclusive v2 measurements performed with the BBCs or FVTXs agree as well.

weight(φ) =
1

(#o f clusters(φ)/average#)
(4.1)

The φ -weighting is from a data-driven method, which is performed separately in different

vertex z bins and run segments. Fig. 4.20 shows the weight applied to the second layer of
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FVTX, in the [-10,-8] cm vertex bins and in one segment of run number 435527. If the

weight is out of the range of [-20%,20%] of the mean value, we think that this is a bad

cluster and skip that cluster:

Figure 4.20: weight as a function of azimuthal angle, used in event plane calculation.

The individual 3rd layer yields a very large east/west difference, as shown in Fig. 4.21.

4.3.3 TOF Calibration

4.3.3.1 Bad Slats Removal

There are some bad slats in TOF west and east arm detectors. For good slats, the dφ

and dz distribution should be Gaussian distributed, such as in Fig. 4.22. For some slats, the

dφ and dz distribution show double peaks. Some of the double peaks are distinguishable

and one peak will be removed by the 2σ Gaussian cut of the TOF matching, as show in
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Figure 4.21: Individual 3rd layer in FVTX south detector v2 east/west differences can reach
as high as 60%.

Fig. 4.24, but there are some slats in which the double peak cannot be resolved and we

will remove these slats. There are also some slats, in which the signals are very unstable,

as shown in Fig. 4.23; we will also remove these slats to ensure the high quality of the

selected particles.

4.3.3.2 Hit Position Offset

Due to hardware-related issues, some strips on the TOF west detector have some hit

position offset. We need to calculate this offset by fitting the offset with a Gaussian function

for each strip and extract the mean. Because some of the offset is very large, two passes

were made to calculate the offset. In order to see if there is any vertex dependence, we

separate the data into six vertex bins, -30 to -10, -10 to -5, -5 to 0, 0 to 5, 5 to 10 and 10 to

30 cm.

The results for the second vertex bin as an example are shown in Fig. 4.25, 4.26, 4.27

and 4.28.
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Figure 4.22: The dφ distribution of slat
number 9 in TOF west arm.

Figure 4.23: The dφ distribution of slat
number 65 in TOF west arm.

Figure 4.24: The dφ distribution of slat
number 129 in TOF west arm.
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Figure 4.25: Hit position offset in the z-
direction before correction.

Figure 4.26: Position offset in z-direction
after correction.

Figure 4.27: Hit position offset in the φ di-
rection offset before correction.

Figure 4.28: Hit position offset in the φ di-
rection offset after correction.
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To do the time calibration, we use the pions as the standard, because the pions are the

most abundant particles produced. The time measured by the detector is denoted by tmean,

and the time calculated by theory, e.g. - using the known detector geometry and the mass of

the pion, is denoted by ttheo. The difference between these two values should be a Gaussian

function centered at zero. However, because of some hardware conditions such as uneven

cable length and time-walk effects of the pulse-height spectrum (slewing effect), there are

channel-by-channel timing offset that need to be calibrated in several steps.

4.3.3.3 Slat-by-Slat Offset

Before doing the slat and run time calibration, we find the ∆t for TOFw has an overall

shift of nearly 30 ns from 0 as shown in Fig. 4.29. So, we need to move it back to 0. To do

this, we fit the ∆t for each slat with a Gaussian function and subtract the mean value from

the ∆t. The Gaussian fit of slat number 11 is shown in Fig. 4.30.

The ∆t distribution after the slat by slat correction is shown in Fig. 4.31. After this slat

offset, we can clearly see the three peaks in the timing distributions, which correspond to

pions, kaons, and protons.

4.3.3.4 Run-by-Run Offset

Due to the different configurations between different runs, their ∆t may have different

mean values. To remove this difference, we need to do a run-by-run offset. The ∆t dis-

tribution for run number 432639 is shown in Fig. 4.32. We fit it with a Gaussian and get

the mean value for this specific run and then subtract the mean value from time measured

during this run.
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Figure 4.29: The raw ∆t distribution of
TOFw for all slats.

Figure 4.30: A Gaussian fit on the Deltat
distribution for TOFw, slat number 11.

Figure 4.31: The ∆t distribution of TOFw
after a timing offset is applied.
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Figure 4.32: The ∆t distribution for run number 432639 with all the slats together.

4.3.3.5 Slewing Calibration

The method used to measure the TOFW timing may introduce an amplitude-dependent

error. As shown in Fig. 4.33, the two signals should trigger at the same time, however,

because of the fact that there exists a minimum level of trigger, the signal with lower am-

plitude will trigger later, introducing some errors. We need to fix this using a method

called slewing calibration. The effect is slat related so it is corrected slat-by-slat. The off-

set caused by the effect is a function of the average integrated charge of one MRPC strip.

The functional form is as follows:

Tslewing = A+(B/ADC0.4
ST RIP)

where ADC is defined as

ADC =
√

QupQdown

So, we draw a 2-D histogram of ∆t and ADC and fit it with a two-parameter function.

The fit results for slat 11 and slat 489 are shown in Fig. 4.34 and 4.35.
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Figure 4.33: Small Pulse Height Induced Time Walk.

Figure 4.34: Slewing calibration example
for slat number 11. The plot shows the cor-
rection between ADC values and ∆t for all
runs together.

Figure 4.35: Slewing calibration example
for slat number 489. The plot shows the
correction between ADC values and ∆t for
all runs together.
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4.3.3.6 Slat-by-Slat and Run-by-Run Calibration

After the slewing calibration, we redo the slat-by-slat calibration and run-by-run cali-

bration twice to further reduce the ∆t dependence on slat number and run number, the plots

are show in Fig. 4.36, 4.37, 4.38 and 4.39.

Figure 4.36: First round of slat-by-slat cali-
bration; example fit on slat number 11.

Figure 4.37: First round of run-by-run cali-
bration; example fit on run number 432639.

Figure 4.38: Second round of slat-by-slat
calibration; example fit on slat number 11.

Figure 4.39: Second round of run-by-run
calibration; example fit on run number
432639.
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Figure 4.40: The slat-by-slat mean and sigma of ∆t distributions before time calibration.

4.3.3.7 Time Resolution after Calibration

In this section we will have a look at the slat-by-slat and run-by-run time resolution

before and after the timing calibration. Fig. 4.40 shows the mean and standard deviation σ

of the ∆t distribution as a function of slat number, and Fig. 4.42 shows the same parameter

distribution after timing calibration, we can see there is a large improvement for the timing

resolution of the west arm. Also Fig. 4.41 and 4.43 show the run-by-run result.
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Figure 4.41: The run-by-run mean and sigma of ∆t distributions before time calibration.
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Figure 4.42: The slat-by-slat mean and sigma of ∆t distributions after time calibration.
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Figure 4.43: The run-by-run mean and σ of the ∆t distributions after time calibration.
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4.4 Particle Identification

Particle Identification (PID) uses Time-of-flight detectors. After going through the pre-

vious steps, the TOF detectors are well-calibrated and the data can be used for analysis.

We now define the selections that will allow us to identify pions, kaons, and protons.

Figure 4.44 shows the mass-squared m2 distribution as a function of pT×charge for the

West arm, and Fig. 4.46 shows the result for the East arm TOF detectors. Figure 4.45

shows the m2 plot of West arm projection to pT range 1.8-1.9 GeV and Fig. 4.47 shows the

same result from the East arm. The distributions are fitted with a triple Gaussian to extract

the mean and σ of the three particle peaks (pion, kaon, and proton). After we extract the

mean and σ for different pT bins; we fit the σ(pT ) and parameterize it using the angular

resolution σα of the DC, a multiple scattering term, σms, and the timing resolution of the

TOF detector σt in the following equation:

σ
2
m2 =

σ2
α

K2 (4m4 p2)+
σ2

ms
K2 (4m4(1+

m2

p2 ))+
σ2

t c2

L2 (4p2(m2 + p2)) (4.2)

The fitted result for the West arm is shown in Fig. 4.48, and the result for the East arm

is shown in Fig. 4.49. The extracted parameters using equation 4.2 are shown in the Ta-

ble 4.1, the three parameters: angular resolution, multiple scattering, timing resolution are

discussed in the text above, and the fitting with this function is done for the East and West

arm separately, negative and positive particles - separately, and pions, kaons, and protons

- separately. We notice that both in the East and in the West arm the m2 distributions for

protons at low pT are much wider than those of anti-protons. This is also reflected in the

value of the extracted multiple-scattering term. This is unphysical, since the multiple scat-

tering is related to the detector material that the particles see, and it should be comparable

for all particles. This indicates that the protons are contaminated by background that is

not removed after PC3 matching. We investigate this issue further by applying a cut based

on the track’s distance-of-closest approach (DCA) to the collision vertex measured by the
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Figure 4.44: Charged-particle mass-
squared versus pT 2D distributions for TOF
west arm in real data.

Figure 4.45: Projections of the mass-
squared distribution for the pT range 1.8-
1.9 GeV/c for TOF west arm.

Figure 4.46: Charged particle mass-squared
versus pT 2D distribution for TOF east arm
in real data.

Figure 4.47: Projections of the mass-
squared distribution for the pT range 1.8-
1.9 GeV/c for TOF east arm.
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Figure 4.48: (Left) The detector time resolution as a function of pT for TOF west arm.
(Right) Mean of the particle mass as a function of pT for TOF west arm. (Top) are for
positive particles, (Bottom) are for negative particles.

VTX detector as explained further in Section 4.5.

The m2 distribution plot after the DCA cut is shown in Fig. 4.69. The projection of

m2 to different pT bins before and after the DCA cut is shown in Figs. 4.65–4.68. This

cut resolves the problem. After that, we use the same PID bands for positive and negative

particles.
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Figure 4.49: (Left) The detector time resolution as a function of pT for TOF east arm.
(Right) Mean of the particle mass as a function of pT for TOF east arm. (Top) are for
positive particles, (Bottom) are for negative particles.

Table 4.1: Fitting parameters in equation 4.2 for TOF east/TOF west pion/kaon/proton
separately.

angular resolution multiple scattering timing resolution
west pos pion 10 10 0.13
west pos kaon 3.5 1.35 0.16

west pos proton 2.38 2.76 0.13
west neg pion 10 10 0.13
west neg kaon 3.11 0.4 0.13

west neg proton 2.4 0.97 0.13
east pos pion 1.3 1.0 0.17
east pos kaon 1.3 1.09 0.17

east pos proton 1.58 1.49 0.17
east neg pion 9.6 10 0.16
east neg kaon 1.57 1.08 0.17

east neg proton 1.84 1.06 0.16
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4.5 Background Proton Study

4.5.1 The Problem of Background Protons

In the m2 vs charge× pT distributions 4.65 and 4.67, we can see that the protons spread

wider than anti-protons. To understand the reason we performed further studies.

The Monte-Carlo simulation study is a powerful way to study the detector effect. PHENIX

provides a full detector simulation package called PISA [55]. In the simulation, we simu-

late 15 million pions. The pT distribution of the simulated particles is flat, the vertex zed

distribution is -10 centimeters to 10 centimeters, x and y position are set to be zero, the φ

angle is centered at 0.25, which is the center of the TOF west detector and varies from -π

to π , and the rapidity range is flatly distributed between -0.6 to 0.6. Because of this, most

particles are out of the detector range, and we get only around 155K pions and about 1.5K

background protons. This means that the produced background protons are about 1% of

the produced pions, which is comparable to the real protons in real data. We also examined

the parent of the background protons and found that the parent of the protons are pions.

Because it is obvious that the pions cannot decay into protons, the background protons

must come from somewhere else, we suspect that they are knocked out from the detector

material. To test this, we plot the vertex position of the background protons, as shown in

Fig. 4.50.

From the Fig. 4.50, we can see clearly that there is a pattern of the vertex positions of

background protons, and that these vertices correspond to the position of the VTX detector.

So, the background protons are coming from the VTX detectors knocked out by pions

and/or kaons.

4.5.2 DCA Cut and the Cut Effect in Simulation

To remove the background in the proton sample, the VTX detector [56] is used in

conjunction with the DC to select proton tracks with pT < 1 GeV/c based on their distance
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Figure 4.50: Proton vertex position in xy plane in Monte-Carlo study.

of closest approach to the primary vertex in the xy plane transverse to the beam direction.

It is defined as the shortest distance from the vertex to the secondary tracks as illustrated in

Fig. 4.51.

To define a DCA cut, we fill a histogram with DCA2d value in 50 different pT bins, East

arm and West arm, positive and negative particles separately. Then we fit the distribution

with a double Gaussian, extract the mean and sigma to calculate the standard deviation for

the signal. Fig. 4.52 is an example of a DCA distribution, which is for positive particles

detected in the west arm, in the pT range of 1.8-1.9 GeV.

In the simulation, we did the PC3 track matching and TOF track matching as in real

data and cut two standard deviations σ . After that, we plot the m2 for negative pion input

and positive pion input separately. For both cases, we see proton background but no anti-

proton background, as shown in Fig. 4.53 and Fig. 4.54. We also simulate negative kaons

and positive kaons in the detector, and we also found that there are background protons

produced by kaons, as shown in the m2 plot for kaons in Fig. 4.55 and Fig. 4.56. The

simulation for proton input particles is shown in Fig. 4.57 and Fig. 4.58.
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Figure 4.51: Schematics figure to illustrate the definition of DCA in VTX detector.
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Figure 4.52: DCA2d distribution in pT range 1.8-1.9 GeV for west arm positive particles.

To test the effectiveness of the DCA cut, we applied the DCA cut and re-plotted the

m2 plot, as shown in Figs. 4.59 – 4.64. We can see from these figures that the background

particles are removed.

4.5.3 DCA Cut and the Cut Effect in Real Data

We require the track measured by CNT with a DCA value less than 2 σ . This will cut

a lot of background protons. The m2 plot after DCA cut is shown in Fig. 4.69.

We can see that after the DCA cut, the positive proton band becomes much narrower,

which means that the background protons are reduced significantly.

We calculated the v2 values for protons and anti-protons after the DCA cut and com-

pared them with the values before the DCA cut. The results are shown in Figs. 4.70 and

4.71.

In p+Au collisions after the cut the v2 value of protons at low pT is lower than before
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Figure 4.53: Charged particle mass-squared
versus pT 2D distribution for negative pion
input in MC-simulation.

Figure 4.54: Charged particle mass-squared
versus pT 2D distribution for positive pion
input in MC-simulation.

Figure 4.55: Charged particle mass-squared
versus pT 2D distribution for negative kaon
input in the MC-simulation.

Figure 4.56: Charged particle mass-squared
versus pT 2D distribution plot for positive
kaon input in the MC-simulation.
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Figure 4.57: Charged particle mass-squared
versus pT 2D distribution for negative pro-
ton input in the MC-simulation.

Figure 4.58: Charged particle mass-squared
versus pT 2D distribution for positive pro-
ton input in MC-simulation.

Figure 4.59: Charged particle mass-squared
versus pT 2D distribution for negative pion
input after DCA cut in the MC-simulation.

Figure 4.60: Charged particle mass-squared
versus pT 2D distribution for positive pion
input after DCA cut in the MC-simulation.
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Figure 4.61: Charged particle mass-squared
versus pT 2D distribution plot for nega-
tive kaon input after DCA cut in the MC-
simulation.

Figure 4.62: Charged particle mass-squared
versus pT 2D distribution plot for posi-
tive kaon input after DCA cut in the MC-
simulation.

Figure 4.63: Charged particle mass-squared
versus pT 2D distribution plot for nega-
tive proton input after DCA cut in the MC-
simulation.

Figure 4.64: Charged particle mass-squared
versus pT 2D distribution plot for positive
proton input after DCA cut in the MC-
simulation.
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Figure 4.65: Negative charged Parti-
cle mass square 1D distribution plot
using the West arm before the DCA
cut.

Figure 4.66: Negative charged par-
ticle mass-squared 1D distribution
plot using the West arm after the
DCA cut.

Figure 4.67: Positive charged par-
ticle mass-squared 1D distribution
plot using the West arm before the
DCA cut.

Figure 4.68: Positive charged par-
ticle mass-squared 1D distribution
plot using the West arm after the
DCA cut.
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Figure 4.69: Charged particle mass-squared versus pT 2D distribution plot after the DCA
cut in real data.
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Figure 4.70: v2 for proton and anti-proton before the DCA cut

Figure 4.71: v2 for proton and anti-proton after the DCA cut
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the cut. This could be understood if the background protons have higher v2 than the true

protons.

In summary, the tracks are required to be within two standard deviations of the mean

value of the DCA distribution. This additional selection is not applied at higher pT nor for

particle species for which the secondary-particle contamination is negligible. The pions

and protons selected for the analysis are identified with purity of over 98% for pT up to 3

GeV/c in all collision systems.

We used a DCA cut for particles with pT < 1 GeV. The cut does not influence the v2

results much above 1 GeV, but reduces the statistics- that is why we did not apply a DCA

cut for pT > 1 GeV/c.

Figure 4.72: Measurement of v2 for inclusive protons before and after DCA cut in pAu

4.6 Experimental Method for Flow Measurement

The real data collected from detectors contains the position, three-momentum of the

final state particles, etc. Using the following experimental analysis techniques, we are able

to extract the azimuthal anisotropy of the bulk system given we have enough statistical

precision, thus, the collectivity of the system is implied [57].
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4.6.1 Two-Particle Azimuthal Correlation

If all particles correlate with the common event plane in one event, they must correlate

with each other. The two-particle correlation function is given by [58]:

C(∆φ) = 1+
∞

∑
n=1

2cn cos(n∆φ)

where C(∆φ) is the correlation function defined by the distribution of the differences be-

tween the azimuthal angle of two particles emitted in the same event, and the two-particle

Fourier coefficients are related to the single-particle Fourier coefficients by
√

cn = vn.

These are often referred to as flow harmonics, or flow coefficients. In real data analysis,

because of the existence of local correlations and background noise, we need to select par-

ticles from two detectors for pairing and a background mixed correlation function is neces-

sary to subtract the background contamination, in this circumstances, cn = vn,part1∗vn,part2.

Experimentally, Eq. 4.3 is used to extract correlation function. Here φTrack is the az-

imuth of the track as it leaves the primary vertex, φPMT is the azimuth of the center of

the PMT activated in the beam-beam counter; and we choose the weighting to be the total

charge deposited in all PMTs. We construct the signal distribution S(∆φ , pT ) of track-PMT

pairs over relative azimuthal opening angle ∆φ = φTrack−φPMT , each with weight from the

charge measured by each PMTs in BBC, in bins of track transverse momentum pT . This

method suffers from non-flow contributions and we need to take steps to separate now-flow

effects from flow effects. We use particles from detectors which have a large separation

in η so that the jet contribution and correlations from momentum conservation law are re-

duced. To correct for PHENIX’s non-uniform azimuthal acceptance, we then construct the

corresponding mixed-event distribution M(∆φ , pT ) over track-PMT pairs, where the tracks

and PMT signals are from different events in the same centrality and vertex position class.

Ten equally sized bins are used within the range of |z| < 10 cm in the event mixing. We

then construct the normalized correlation function.
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S(∆φ , pT ) =
d(wpmtN

Track(pT )−PMT
sameevent )

d∆φ

C(∆φ , pT ) =
S(∆φ , pT )

M(∆φ , pT )

∫
M(∆φ ′, pT )d∆φ ′∫
S(∆φ ′, pT )d∆φ ′

(4.3)

4.6.2 Extraction of cn From the Two-particle Correlation Functions

We analyze the distributions by fitting each C(∆φ , pT ) to a four-term Fourier cosine

expansion,

f (∆φ) = 1+Σ
4
n=1cn(pT )cos(n∆φ) (4.4)

The sum function and each cosine component are plotted in Fig. 5.1 and Fig. 5.2 for each

distribution. We observe that the p+ p distribution shape is described almost entirely by the

dipole term cos(∆φ), which could be the product of di-jet fragmentation or other transverse-

momentum-conserving processes.

4.6.3 Event Plane Method

As pictured in Fig. 2.1, the plane spanned by the collision impact parameter b and the

direction of beam pipe z is called the Reaction Plane (RP), which varies event-by-event. It

is not possible to directly access the RP orientation experimentally. We approximate it as an

event plane, which is determined using all the produced particles, under the assumption that

they flow collectively in response to pressure gradients in the initial geometry. However,

since in reality the multiplicity of the final-state particles is finite, plus the detectors have

limited resolution, there may be a shift between the reaction plane and the event plane

orientation. Hence, we define a correction factor called the ”event plane resolution” to

correct for this effect. The calculation of the event plane orientation starts with flow vectors,

Q:
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Qx = Σ
N
i=1wi cos(nφi)

Qy = Σ
N
i=1wi sin(nφi)

Ψn = atan(Qy/Qx)

(4.5)

where the N is number of PMT hits in the BBC south, the weight factor of is the charge

deposited in each of the PMTs. The φi is the φ angle of the center position of each PMT

and the Ψn is the nth harmonic event plane angle. The event-plane determination is also

subject to non-flow effects, so we usually utilize a large η separation between the particles

of interest and the particles used to determine the event-plane angle. A standard event-

plane flattening technique has been applied to remove the residual non-uniformities in the

distribution of event-plane angles. The vn from the event plane methods is extracted by:

vn =
< cos(n(φ −Ψn,BBCsouth)>

Res(Ψn,BBCsouth)
(4.6)

A three sub-events methods is used to determine the resolution of the second-order event

plane measured by the BBC south or FVXT south by interchanging those detectors as

shown below. For example the Ψn,BBCsouth can be expressed as Equation 4.7:

Res(Ψn,BBCsouth) =< cos(n(Ψn,BBCsouth−ΨRP))>=√
< cos(n(Ψn,BBCsouth−Ψn,CNT ))>< cos(n(Ψn,BBCsouth−Ψn,FV T Xs))>

< cos(n(Ψn,CNT −Ψn,FV T Xs))>

(4.7)

where, the Ψn,CNT is the nth order event plane measured with low pT (0.2 GeV/c < pT <

2.0 GeV/c) tracks from DC to avoid the jet contribution. And the Ψn,FV T Xs is the nth order

event plane measured with forward silicon vertex detector, FVTX, located in the Au-going

direction. We use the FVTX south in the analysis as the main results. Alternatively, the

BBC south can be used to determine the event plane in a combination with the central
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tracks and the FVTX.

The value of the second-order event-plane resolution for BBC south is 0.062, while

for FVTX south it is 0.171, which illustrates why we chose FVTX for the main result. In

the case of the third-order event plane direction, Ψ3,obs is determined using the BBC south.

The resolution number for the third order BBC south event plane is 0.067±0.009, while the

resolution for the FVTX south event plane is 0.024. FVTX clusters have a larger proportion

of noise signals than the BBC PMTs, and since the v3 signal is quite small and sensitive to

noise the FVTX resolution for v3 is significantly affected.

4.7 Non-flow Estimation

4.7.1 Non-flow Estimate Based on a Comparison With Minimum Bias p+ p Collisions

Some portion of the correlation strength cn in the p+Au data could be due to elementary

processes such as di-jet fragmentation (mainly from away side) and resonance decays. We

can estimate the effect of such processes under the assumptions that (i) all correlations

present in minimum bias p+ p collisions are due to elementary processes, and (ii) those

same processes occur in the measured p+Au system as a simple superposition of several

nucleon-nucleon collisions. In this case, we would expect the contribution from elementary

processes to be equal to the cp+p
n (pT ) but diluted by the increase in particle multiplicity

between p+ p and p+Au, if the number of elementary processes is proportional to the

multiplicity of the other particles used in pair correlations. We estimate the ratio of the

p+ p to p+Au general multiplicities by measuring the ratio of the total charge seen in the

BBC-S in p+ p versus p+Au events, which we find to be approximately 5.03/58.9 and only

weakly dependent on the track pT . We can then separate cp+Au
n (pT ) into elementary and
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non-elementary components:

cp+Au
n (pT ) = cNonelem.

n (pT )+ cElem.
n (pT )≈

cNonelem.
n (pT )+ cp+p

n (pT )
ΣChargep+p

ΣChargep+Au

(4.8)

Fig. 4.73 and Fig. 4.74 show the values of cn in high-multiplicity p+Au and p+ p collisions

and the estimation of second and third order non-flow based on the their ratios.
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Figure 4.73: Second order coefficient c2 from Fourier fitting to correlation functions com-
parison of 0-5% p+Au to minimum bias p+ p collisions. The ratio estimates the non-flow
contribution.
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Figure 4.74: Third order coefficient c3 from Fourier fitting to correlation functions com-
parison of 0-5% p+Au to minimum bias p+ p collisions. The ratio estimates the non-flow
contribution.
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4.7.2 Monte-Carlo Verification

To demonstrate our method using c2 in minimum bias p+ p collision to estimate the

non-flow fraction in central p+Au collisions is valid, we test this method in HIJING sim-

ulation, which has no hydrodynamic flow input but contains jets and jet-like short-range

correlations. We would expect a non-zero c2 in p+Au even there is no flow presented. We

compare the c2 yield in central p+Au collisions and the scaled c2 in p+ p collisions, and we

find that elementary process in p+ p scaled by a dilution factor is a good representation of

non-flow in central collisions in real data. In the v2 measurement, we include the non-flow

as one dominant source of systematic uncertainties.

Similar to the analysis step we did on real data in p+Au and p+ p collisions, we gener-

ated several hundred millions p+Au and p+ p events and calculated the correlation func-

tions between mid-rapidity and forward rapidity. The centrality in p+Au is defined using

the percentile in the number of charged particles produced in the forward pseudorapidity

range of −4 < |η |<−3. The results are plotted as a function of pT and centrality.
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Figure 4.75: The azimuthal correlation functions C(∆φ , pT ), as defined in Eq. 4.3 , for
charged-particle pairs with different centrality selections in 1.0 < pT < 3.0 (GeV/c) from
p+Au collisions at

√
sNN= 200 GeV in a HIJING simulation. The pairs are formed between

charged tracks measured in |η | < 0.35 and −4 < η < −3. Each correlation function is fit
with a four-term Fourier cosine expansion; the individual components n = 1 to n = 4 are
drawn in each panel, together with the fit function sum.

Also we also plotted correction functions in p+ p collisions in Fig. 4.77,which will be

used as a baseline estimation.
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Figure 4.76: The azimuthal correlation functions C(∆φ , pT ), as defined in Eq. 4.3 , for
charged particle pairs with different pT selections in 0-5% central p+Au collisions at√

sNN= 200 GeV in HIJING simulation. The pairs are formed between charged tracks mea-
sured in |η | < 0.35 and −4 < η < −3. Each correlation function is fit with a four-term
Fourier cosine expansion; the individual components n = 1 to n = 4 are drawn in each panel,
together with the fit function sum.
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Figure 4.77: The azimuthal correlation functions C(∆φ , pT ), as defined in Eq. 4.3 , for
charged particle pairs with different pT selections in 0-5% central p+Au collisions at√

sNN= 200 GeV in HIJING simulation. The pairs are formed between charged tracks mea-
sured in |η | < 0.35 and −4 < η < −3. Each correlation function is fit with a four-term
Fourier cosine expansion; the individual components n = 1 to n = 4 are drawn on each
panel,together with the fit function sum.
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4.7.3 Subtraction Methods

Using Hijing simulation results, we can quantify how well our subtraction method

works. Two methods are shown in Fig. 4.78 and the difference between them is how we

define the scale factor. The result clearly demonstrate that at the pT range 0.5 to 3 GeV/c,

multiplicity dilution factor works better than the c1 factor. We choose multiplicity factor as

our final non-flow estimation method.

Figure 4.78: The c2 as a function of pT , in central p+Au Monte-Carlo simulations, sub-
tracted by different definition of dilution factor times the c2 of p+ p minbias in Hijing.

4.7.4 Data-driven 3-subevent Method Cross Check

The 3-subevent method can estimate the v2 directly. We constructed 3 types of corre-

lation functions in the same events and fit with Fourier functions to get three types of c2:

c2,CNT−BBCsouth, c2,CNT−FV T Xsouth, c2,BBCsouth−FV T Xsouth, the BBC south means the PMTs

81



in BBC south side and FVTX south means the FVTX reconstructed tracks in south side.

Then

v2,cnt =

√
c2,CNT−BBCsouth ∗ c2,CNT−FV T Xsouth

c2,BBCsouth−FV T Xsouth
(4.9)

Notice all the c2s include the non-flow contribution so we again use minbias p+ p collisions

to subtracted the non-flow part and re-estimate the v2 directly. Fig. 4.79 shows our default

non-flow estimation has a very good agreement with the data-driven 3-subevent method.

Figure 4.79: Left panel:The measured v2 vs pT comparison between event plane method, 3-
subevent method before subtraction and 3-subevent method after subtraction. Right panel:
non-flow estimation cross check between c2 method and 3-subevent method.
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4.8 Systematics Uncertainties

4.8.1 Systematic Uncertainties in c2 from PC3 Matching

We vary the PC3 matching criteria from σ = 3 to σ = 2. The c2 systematic uncertainty

from PC3 matching is less than 5% as shown in Fig. 4.80. We cite it as 3%.
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Figure 4.80: Measurement of c2 systematic uncertainty by varying the PC3 matching cut.

4.8.2 Systematic Uncertainties in c2 from Pile-Up

We cite the difference from high luminosity (rate>150kHz) and from low luminosity

(rate<150kHz) as the systematic uncertainties for pile-up events. We give 4% for the pile-

up systematics in top 0-5% events c2, as shown in Fig.4.81.

4.8.3 Systematic Uncertainties in v2 from PC3 Matching

PC3 matching cut is also a systematic source for v2 determination. Fig. 4.82 shows the

v2 change by varying PC3 cut from 3σ to 2σ . This effect is very small and we cite 1% as

the systematic uncertainties in pT < 2.0 GeV/c and 2% in pT > 2.0 GeV/c.
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Figure 4.81: Measurement of c2 systematic uncertainties by analysis on high luminosity
events and low luminosity events.
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4.8.4 Systematic Uncertainties in v2 from Pile-Up

We cite the difference from high luminosity (rate>150kHz) and from low luminosity

(rate<150kHz) as the systematic uncertainties for pile-up events.

By model calculation, the pile-up events in central p+Au collision are around 8%. To

study the effect of pile-up, we also measure the v2 in the high luminosity event in which the

pile up is around 17%. The v2 difference between the high luminosity events and inclusive

event is less than 2%, We assign 4% systematic uncertainty in top 0-5% events to account

for this 8% pile-up. as shown in Fig. 4.83.
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Figure 4.83: Measurement of v2 systematic uncertainty by analysis on high luminosity
events and low luminosity events.

4.8.5 Systematic Uncertainties in v2 Using Event Plane Method from Different Detectors

We can calculate v2 from different event plane angles, which come from various detec-

tors, here we use v2 from FVTX south detector as main results. Other detectors results are

here for systematic uncertainty sources. We cite 3% as the systematic uncertainty.
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Figure 4.84: Measurement of v2 systematic uncertainty results from different event planes.

4.8.6 Systematic Uncertainties in v2 Using East/West Drift Chamber

We assume that the true v2 lies in between the east arm v2 and the west arm v2 and has

a flat distribution. The systematic uncertainties are estimated by the (upper limit - lower

limit)/
√
(12), which is (12%+7%)/

√
(12) = 5%

4.8.7 Systematic Uncertainties Table for v2

Table 4.2 gives the table for systematic uncertainties.

4.8.8 Systematic Uncertainties in v3 from track matching

The fake tracks are rejected by DC central PC3 matching in both φ and z direction. The

default cut is 2 σ . We vary the cut values to a looser cut of 3 σ . This change is done both

for the tracks used in the v3 measurement and for the tracks used in the CNT event plane

determination, which in turn enters the determination of the event plane resolution. This

uncertainty is, therefore, a convolution between the uncertainty from background tracks
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Figure 4.85: Measurement of v2 systematic uncertainty results from east/west difference

source track
matching

pile-
up

non-flow EP
de-
tector

e/w diff total

up 1 (pT < 2)
2 (pT > 2)

4 0 3 5 7.1 (pT < 2)
7.3 (pT > 2)

down 1 (pT < 2)
2 (pT > 2)

0 12.0 (0 < pT < 0.5)
13.3 (0.5 < pT < 1.0)
17.3 (1.0 < pT < 1.5)
19.9 (1.5 < pT < 2.0)
21.7 (2.0 < pT < 2.5)
22.9 (2.5 < pT < 3.0)

3 5 13.4 (0 < pT < 0.5)
14.6 (0.5 < pT < 1.0)
18.3 (1.0 < pT < 1.5)
20.8 (1.5 < pT < 2.0)
22.6 (2.0 < pT < 2.5)
23.7 (2.5 < pT < 3.0)

Table 4.2: Systematic Uncertainties table for unidentified v2(pT )

87



and the uncertainty in the event plane resolution. There are two competing effects. The

event plane resolution improves with the inclusion of more real tracks, but the background

tracks that enter the3 σ track selection will dilute the signal. The ratio between the result

with 3σ and 2σ cut is shown in Fig. 4.86. In this ratio plot, since the numerator and the

denominator are fully correlated, the error bars for the ratio σr is calculated taking into

account the covariance:

σr =
EA

EB
∗

√
σ2

A

E2
A
+

σ2
B

E2
B
− 2

EAEB
σ2

A

where r = A
B and EA,EB are the values of physics quantity A and B, and σA,σB are the

statistics errors of A and B correspondingly.

The total uncertainty from this source is of the order 1% and is type B. The part that

changes the event plane resolution is a scale uncertainty that moves all the points together;

4.8.9 Systematics Uncertainties in v3 from Pile-Up Rejection

As stated in the previous section, we use the pile-up filter using BBC south time

with time window 0.5 ns: f raction < 0.9. Comparing the v3 with a looser pile-up filter

f raction < 0.95 . The systematic uncertainty is estimated to be 3%.

4.8.10 Systematics Uncertainties in Third-Order Event Plane Resolution

Since Central arm tracks are used to determine the event plane resolution for BBCs,

the way we select the pT range of the tracks makes the results different. The default pT

range is from 0.4 to 2 GeV/c as this is the best tracking performance range. Changing it to

a broader range 0.2 GeV to 3 GeV/c may result in more background tracks, the resolution

calculated is 0.062. The systematic uncertainty is estimated to be (0.067 - 0.062) / 0.067 =

7%.
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Figure 4.86: Measurement of v3 systematic resulting from track matching. This is raw v3
excluding the effect of the change of event plane resolution. The horizontal bars are bin
widths.
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Figure 4.87: Measurement of v3 systematic results from event pile-up study.
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4.8.11 Systematics Uncertainties in v3 Using the Event Plane Method with Different De-

tectors

The third-order event plane angle, ψ3 can be calculated using different event plane

detectors. This in turn yields different v3 results. Here we use v3 from the BBCs detector

as the main results and use the results from other detectors as a calculation of the systematic

uncertainty. We cite 13%. as the systematic uncertainty.

4.8.12 Systematics Uncertainties in v3 Using East/West Drift Chamber

We assume that the true v3 lies in between the east arm v3 and the west arm v3 and has

a flat distribution. Based on Fig.4.88, the ratio east/inclusive is 20%, and west/inclusive is

15%. We therefore assign 11% type B for the systematic uncertainty because of detector

misalignments.

(upperlimit− lowerlimit)/
√
(12) (4.10)

4.8.13 Summary of Systematic Uncertainties for v3

All assigned systematic uncertainties are summarized in Tab. 4.3. The systematic un-

certainties are assigned types where

Type A: point-to-point uncorrelated;

Type B: point-to-point correlated;

Type C: global scale uncertainties.

4.8.14 Systematics Uncertainties in Identified Particle v2

The systematic uncertainties in the PID v2 measurement can be broadly characterized

according to the following categories: 1) event-plane as measured using different detectors;
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Figure 4.88: Measurement of v3 systematic results from different event planes.Here shows
the pT differential result.
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Figure 4.89: Measurement of v3 systematic results from east/west difference. Here shows
the integrated results over pT ranged from 0.4-1 GeV/c and 1-3GeV/c.
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Figure 4.90: Measurement of v3 systematic results from east/west difference. Here shows
the pT differential result.
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Figure 4.91: Measurement of v3 systematic results from east/west difference. Here shows
the integrated results over pT ranged from 0.4-1 GeV/c and 1-3 GeV/c.
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Source Type Upper Limit Lower Limit
Track Matching and EP resolution B+C 4% 4%

Pile-Up B 0% 3%
Resolution syst. B 7% 7%
Resolution stat. B 13% 13%

EP-Detector B 0% 0%
E/W Difference B 9% 9%
Non-flow effect B 11% - 113% 0%

Total B+C 21%-114% 18%

Table 4.3: Systematics table for unidentified v3(pT ).

Figure 4.92: The pion’s v2 measured by TOFe and TOFw separately as a function of pT
from FVTXs in 0-5% central p + Au collisions
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Figure 4.93: The kaon’s v2 measured by TOFe and TOFw separately as a function of pT
from FVTXs in 0-5% central p + Au collisions

Figure 4.94: The proton’s v2 measured by TOFe and TOFw separately as a function of pT
from FVTXs in 0-5% central p + Au collisions
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2) v2 from background tracks; 3) pile-up effect; 4) difference between tofw and tofe; and

5)PID purity. For 1), 2) and 3), they are same as charged hadrons, For the 4), the difference

are shown in the Fig. 4.92, Fig. 4.93 and Fig. 4.94 for pion, kaon and proton respectively.

The difference is within the 5% difference of the v2 from tofw+tofe together. 5% systematic

uncertainties are assigned for it.

For 5), The uncertainty due to particle purity is estimated by varying the PID selection

bands changing from 2 σ to 1.5 σ in m2 and redoing the analysis of v2. The differences

are shown in Fig. 4.95. A systematic uncertainty of 2% is assigned for the pions, kaons

and protons. Since the DCA cut effectively removes the background protons, no additional

uncertainty is assigned for it.

Figure 4.95: The v2 of pT difference by changing the purity cut from 2 sigma to 1.5 sigma
of from FVTXs in 0-5% central p + Au collisions
.

The detailed systematic uncertainties table can be found in Table. 4.4,
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Table 4.4: Systematic table for identified particle v2 (pT ).

Uncertainty Sources p+Au 3He+Au Type
Track Background 2% 2% A

Event Pile-up +4
−0% +5

−0% B
Non-flow +0

−23% +0
−7% B

Beam Angle 5% 5% C
Event-Plane Detectors 3% 5% C

Particle Purity 2% 2% B
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Chapter 5

RESULTS

5.1 Measurement of Correlation Functions in p+Au Collisions

Using the two-particle correlation method, we can plot the 1D 2-particle correlation

function in different pT ranges and event classes. Below are the correlation functions in the

range 1.0 < pT < 3.0 (GeV/c). To estimate the elementary contribution from jets and res-
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Figure 5.1: The azimuthal correlation functions C(∆φ , pT ), as defined in Eq. 4.3 , for track-
PMT pairs with different centrality selections in 1.0 < pT < 3.0 (GeV/c) central p+Au
collisions at

√
sNN= 200 GeV. The pairs are formed between charged tracks measured in

the PHENIX central arms at |η | < 0.35 and BBC in the Au-going in the range −3.7 <
η < −3.1. Each correlation function is fit with a four-term Fourier cosine expansion; the
individual components n = 1 to n = 4 are drawn on each panel,together with the fit function
sum.

onance decays, we also measured the long range angular correlation in p+p collisions. The

p+p data is taken in the years 2005, 2006, 2008 and 2009. Since the BBC-S and BBC-N are

identical, we combine them for pp measurement to further enhance the statistics. Fig. 5.1

shows the correlation functions C(∆φ , pT ) for different pT bins, for the high multiplicity

p+Au collisions and for minimum bias p+p collisions.

Since we see a flat shape at the near-side (∆φ = 0) regime at p+Au, which is a hint of

a ridge structure, we turn to the event plane method to precisely measure the second- and
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Figure 5.3: Top panel: The azimuthal correlation functions C(∆φ , pT ), as defined in Eq. 4.3
, for track-PMT pairs with different pT range in centrality 0-5% central p+Au collisions at√

sNN= 200 GeV. The pairs are formed between charged tracks measured in the PHENIX
central arms at |η |< 0.35 and BBC in the Au-going in the range−3.7<η <−3.1. Bottom
panel: The azimuthal correlation functions C(∆φ , pT ), for track-PMT pairs with different
pT range in minimum bias p+p collisions at

√
sNN= 200 GeV.
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third-order azimuthal anisotropy.

5.2 Event Plane Measurements of vn(pT ) in p+Au collisions

Fig. 5.4 shows the v2 vs pT in the top 0-5% events in p+Au collisions.
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Figure 5.4: Measurement of v2(pT ) for charged hadrons using event plane method.

Fig. 5.5 shows the v3 vs pT in top 0-5% events in p+Au collisions.

Fig. 5.6 shows the v2 vs pT in top 0-5% events in p+Au collision for identified particles

in comparison to similar measurements in d+Au and 3He+Au collisions.
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Figure 5.5: Measurement of v3(pT ) for charged hadrons using event plane method.
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Figure 5.6: Measurement of v2(pT ) for identified particles using event plane method.
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Chapter 6

DISCUSSIONS

With the results at hand, we can now discuss our hypothesis tests by comparing with

other measurements and various theoretical models to reach the conclusions.

6.1 Hypothesis Test 1 – Initial Geometry Effect in Small Systems

6.1.1 Measurement of p+Au v2 Results Compared to Different Models

We have several theoretical models that predict the flow coefficients of p+Au collisions

at the top 0-5% centrality. Here Fig. 6.1 shows the comparison between several different

models: AMPT, SUPERSONIC, SONIC, IPGlasma+Hydro and PHENIX p+Au data results.

It is seen that SONIC and SUPERSONIC model describe the data well within the uncer-

tainties, throughout the measured range from low pT to high pT . They incorporate Glauber

initial condition and hydrodynamics evolution. AMPT can match the data up to about 1

GeV/c, but under-predicts the data above that pT range. The IP-Glasma initial condition

plus hydrodynamics well under-predicts the p+Au data and does not reflect the non-linear

shape of the v2(pT ) distribution.

6.1.2 Measurement of v2 in p+Au Collisions in Comparison to Measurements in Central

d+Au and 3He+Au Collisions

PHENIX also has published results on d+Au and 3He+Au v2. We make a direct com-

parison of v2 between these three small systems in Fig. 6.2.

We can see that d+Au and 3He+Au are grouped together, while p+Au data are system-

atically lower. They are all predicted by SONIC model simultaneously. The SONIC model

incorporates standard Monte Carlo Glauber initial conditions followed by viscous hydro-
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Figure 6.1: Measurement of p+Au v2 results in comparison with various model calcula-
tions.
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dynamics with η/s = 0.08, and a transition to a hadronic cascade at Tc = 170 MeV. These

model calculations for each system are matched to the charged particle density at midra-

pidity, with the exact values for 0%-5% centrality of 10.0, 20.0, and 27.0, for p+Au, d+Au,

and 3He+Au collisions, respectively [36]. The value of 10.0 for p+Au was extrapolated

from measurements in the other two systems [36]. Although we have control over the same

centrality range for the three systems, the multiplicity for these systems are different. The

calculations incorporate both the change in eccentricity and the relative collision multiplic-

ity. In all cases, a good agreement is seen within uncertainties between the data and the

calculation. This a strong evidence to support the idea that initial geometry, coupled to the

hydrodynamic evolution of the medium is the key to understand small system collectivity.
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Figure 6.3: Comparison of p/d/3He+Au 200GeV vn results to various theory model predic-
tions.

The SUPERSONIC model uses the same settings for initial conditions, hydrodynamic

expansion, and hadronic cascade as SONIC, yet additionally incorporates pre-equilibrium

dynamics with a calculation in the framework of the AdS/CFT correspondence [59, 60, 35].

These two models agree well with the data within uncertainties, supporting the idea of that

the initial geometry drives the vn signal in all systems. Furthermore, this illustrates how

these results impose useful constraints to reduce the number of free parameters of the

model, e.g., η/s, the transition temperature to a hadronic freeze-out, and the Monte Carlo
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Glauber smearing of nucleon coordinates of σ = 0.4 fm.

Calculations using IP-Glasma initial conditions followed by viscous hydrodynamics

have been successfully used to describe collectivity in A+A collisions [61]. However,

when applied to small collision systems with η/s = 0.12 as shown in Fig. 6.3, they overes-

timate the data for d+Au and 3He+Au, while underestimate the data for p+Au. IP-Glasma

generates very circular initial conditions for p+Au, assume the protons have round shape,

resulting in low ε2 values; however, the presence of several hot spots in d+Au and 3He+Au

result in IP-Glasma values for ε2 more comparable to those from Glauber. This is shown in

Table 6.1. For the d+Au and 3He+Au data, a better agreement with data can be achieved by

increasing the value of η /s or by including a hadronic cascade stage. However, in the mean

time, such modification lowers the prediction for p+Au even further. This demonstrates

that IP-Glasma is not a appropriate initial conditions model to account for measured vn via

hydrodynamic flow for small systems.

AMPT combines partonic and hadronic scattering in a single model. Despite the very

different physics of AMPT compared to the other models, it has successfully been applied

to a variety of systems at RHIC and the LHC [62, 63, 64, 65, 65]. Central AMPT events

with impact parameter b < 2 have a midrapidity dNch/dη = 8.1, 14.8, and 20.7 for p+Au,

d+Au, and 3He+Au, respectively, well matched the experimental data. The AMPT samples

were generated with the same Monte Carlo Glauber initial conditions used to character-

ize event geometry, and thus have very similar eccentricities to those given in Table 6.1.

Using the initial Glauber geometry information to compute v2 relative to the participant

plane [63] yields results that agree reasonably well with the data below pT ≈ 1 GeV/c, yet

underpredict them at higher pT .

6.1.3 Initial Eccentricity Scaling

To investigate the initial geometry effect quantitatively, we try to establish a simple rela-

tionship between the v2 in the three small systems, which reflects the final state correlation,

109



with initial eccentricities ε2 which are gotten from different initial model calculations. See

Fig. 6.4.
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Figure 6.4: Comparison of p/d/3He+Au 200GeV v2/ε2 results to various theory model
predictions. (left)ε2 comes from Glauber initial configuration, (middle) ε2 comes from
CGC initial configuration, (right) ε2 comes from CGC constituent quarks configuration.

From the calculation of Monte Carlo Glauber model, Table. 6.1 shows the initial eccen-

tricity of these collisions for small impact parameter, which corresponds to central events.

To further explore this idea, we divide the v2 curves by their corresponding ε2 from Ta-

ble 2.1, attempting to establish a linear scaling relation between the two quantities. Fig. 6.4

shows that the ratios do not collapse to a common curve. This behavior is also reproduced

by the SONIC calculation, as expected since both data and calculations are divided by the

same ε2 values. The imperfect eccentricity scaling in the SONIC calculation can be un-

derstood from d+Au and 3He+Au events where the neutron and proton from the deuteron

projectile are far separated and create hot spots upon impacting the Au nucleus. There are a

small set of events with very large ε2(3), but with small final v2. These events were found to

have those two/three hot spots are so far apart, thus ε is large, but the hydrodynamic fluids

never connect during the time evolution, and thus there is almost no elliptic flow.

Constituent quark models incorporate collisions between constituent quarks [66], which

provides additional partonic degrees of freedom extending the current Glauber approach.

This framework has been successfully applied to the description of midrapidity charged

particle multiplicity and transverse energy production [25, 67]. In Fig. 13(f) of Ref. [68],
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Figure 6.5: Scatter plot for v2/ε2 versus ε2 for pions with pT = 1.0 GeV/c from p+Au,
d+Au, and 3He+Au central (b < 2 fm) events. The results are with input parameters η/s =
1/4π and initial Gaussian smearing σ = 0.4 fm and freeze-out temperatures of Tf = 170
MeV, respectively. [7]
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Table 6.1: Initial eccentricity ε2 of small systems at
√

sNN = 200 GeV for 0%-5% centrality
from Monte Carlo Glauber initial conditions smeared with a two-dimensional Gaussian of
width σ = 0.4 fm, and IP-Glasma initial conditions.

p+Au d+Au 3He+Au
Glauber 〈ε2〉 0.23±0.01 0.54±0.04 0.50±0.02

IP-Glasma 〈ε2〉 0.10±0.02 0.59±0.01 0.55±0.01

the initial eccentricities ε2 in p+Au, d+Au, and 3He+Au obtained by incorporating con-

stituent quarks in addition to multiplicity fluctuations are found to be ε2 = 0.42, 0.54, and

0.54, respectively. This calculation assumes a low-x smeared Gaussian gluons density dis-

tribution with width 0.3 fm around each constituent quark. The constituent quark Glauber

model results shows that the d+Au and 3He+Au systems exhibit almost no change in the ε2

values. However, under the same circumstances, p+Au has a substantially larger ε2 than in

the models shown in Table 6.1. The constituent quark model provides additional variance

to the shape of the traditional ’round’ proton and thus significantly increase the initial ec-

centricity. The scaling behavior is more consistent among the geometry-dependent systems

when using constituent quark model especially concerning proton collisions.

6.1.4 Measurement of p+Au v3 Results Compared to Models

Fig. 6.6 shows the v3(pT ) in top 0-5% events in p/d/3He+Au collisions. The v3(pT )

from 3He+Au is larger than the the v3(pT ) for p/d+Au which are consistent with each

other.

From table 6.2, we can conclude that the ordering of ε3 also follows that 3He+Au is

greater that p/d+Au, which is another strong evidence of an initial geometry effect.

Several theoretical models predict the flow coefficients in p+Au collisions at the top 0-

5% centrality. Fig. 6.7 shows the comparison between the PHENIX p+Au data and several

different models: AMPT, (SUPER)SONIC, and iEBE-VISHNU (with and without scattering).

With the exception of AMPT which is a transport model, these are all hydrodynamic models.
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Table 6.2: Initial eccentricity ε3 of small systems at
√

sNN = 200 GeV for 0%-5% centrality
from Monte Carlo Glauber initial conditions smeared with a two-dimensional Gaussian of
width σ = 0.4 fm

p+Au d+Au 3He+Au
Glauber 〈ε3〉 0.16±0.01 0.19±0.01 0.283±0.024

The models (SUPER)SONIC and iEBE-VISHNU use Glauber initial conditions with hadronic

cascade. From v3 alone, we can conclude that the model which describe the data the best is

the iEBE-VISHNU model. The two SONIC models over-predict high pT v3 while the AMPT

overestimates p+Au v3 but underestimates 3He+Au. The 3He+Au data prefers the version

of iEBE-VISHNU with rescattering more.

The v2(pT ) and v3(pT ) data for p/d/3He+Au are presented compared to (SUPER)SONIC

(Fig. 6.8), iEBE-VISHNU (Fig. 6.9), and AMPT (Fig. 6.10). These pictures give us a general

idea about how well different models can fit the second-order/third order and p/d/3He+Au

simultaneously, the measurement of v3 provides additional constraint about the parameters

in the models. The SONIC calculations are more consistent with the data than the SU-

PERSONIC calculations which include a preflow stage. The iEBE-VISHNU results with and

without hadronic rescattering match the data at low pT , but the values without hadronic

rescattering under-predict as pT increases while the values with hadronic rescattering are

mostly within error bars.

6.2 Hypothesis Test 2 – Mass Splitting in Small Systems

If collectivity in small systems indeed originates from the expansion of QGP fluid

along pressure gradients determined by initial geometry, there should be a mass order-

ing of v2(pT ) for identified final-state hadrons since they have different masses, flowing in

a common velocity field. Strong radial expansion in the hydrodynamic evolution results in

a shifting of the anisotropy pattern to higher pT for higher mass hadrons [69]. This feature

of v2(m, pT ) is one of the key signatures of the collective nature of the QGP formed in A+A
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Figure 6.6: Direct comparison of v3(pT ) results for p/d/3He+Au using event plane method.
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Figure 6.10: Comparison of p+Au v2(pT ) and v3 results with AMPT (with hadronic rescat-
tering) calculations.
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collisions— see for example [70].

Recently, such mass ordering has been observed in d+Au collisions at RHIC [4] and

in p+Pb collisions at the LHC [71, 72]. It is also important to note the AMPT model can

also generate this mass ordering/splitting via later-stage hadronic rescattering, which is

a totally different mechanism from hydrodynamics and was quite unexpected. In recent

measurements at RHIC, the collective flow of identified hadrons in p+Au are seen. It is

compared to other geometry measurement as well as different models. Those comparisons

can reflect how the anisotropy is developed in each stage of the QGP formation.

In the d+Au and 3He+Au systems, there is a clear separation between the pion and

proton v2, with the pion v2 being larger than the proton v2 for pT . 1.5 GeV/c and this

order being reversed at higher pT . In the p+Au system, the pion and proton v2(pT ) values

show smaller overall splitting. The splitting pattern and the reversal of the mass ordering

above pT & 1.5 GeV/c is qualitatively the same as has been observed in larger Au+Au

collisions at
√

sNN = 200 GeV [70].

6.2.1 Measurement of v2 of Identified Particles in p+Au Collisions Compared with the

AMPT Model

The v2 results for pions and protons are shown in Fig. 6.11. We also showed the AMPT

result with and without re-scattering together with the data points. In the AMPT simulation,

we set the parton scattering cross section to be 1.5 mb.

In order to get the true flow (according to the definition), we use the participate plane

instead of the event plane. The v2 in AMPT is calculate relative to the parton participant

plane. That is, the event plane is calculated using the initial coordinates of the partons, as

they emerge from string melting at early times. From the comparison of AMPT and data,

we see that both in the data and AMPT with hadron rescattering the splitting of pions and

protons in p+Au is smaller than that in d+Au and 3He+Au. But in the AMPT results without

hadron re-scattering, there is no splitting in pion and proton v2 for pT < 1 GeV. Figure 6.11
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Figure 6.11: Identified particle v2 (pT ) overlaid with AMPT predictions.

compares the experimental data to transport model calculations of v2(pT ) for each system

using AMPT [73]. We observe that the full AMPT describes the mass-dependent splitting in

d+Au and 3He+Au for pT < 1.5 GeV/c. In p+Au collisions, the model results in a smaller

mass splitting, which is reversed at high pT yet below the experimental data. As noted

in [74], AMPT generates significant v2, and in particular the appropriate mass splitting

behavior, which was previously thought to be a feature only of hydrodynamics, in the

hadronic rescattering stage. As also shown in Figure 6.11, the results without rescattering

have significantly lower v2 values and almost no mass splitting for pT < 1 GeV/c. At

higher pT , the feature of v2 for protons being greater than pions remains even without

hadronic rescattering. This feature is related to the spatial coalescence implementation for

hadronization.

6.2.2 Measurement of v2 of Identified Particles in p+Au Collisions Compared with Hy-

drodynamics Predictions

Figure 6.12 shows v2(pT ) for identified pions and protons in 0%-5% central p+Au,

d+Au [4], and 3He+Au collisions. For both pions and protons the v2(pT ) values are higher

in d+Au and 3He+Au collisions than in p+Au collisions, as previously observed for in-
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clusive charged hadrons [26]. These values follow the ordering of the initial geometric

eccentricity ε2(p+Au) < ε2(3He+Au) ≈ ε2(d+Au).

The figure compares the measured v2(pT ) for each system with hydrodynamic calcu-

lations using the SUPERSONIC model and SONIC model. These model comprise standard

Monte Carlo Glauber initial conditions followed by a viscous hydrodynamic expansion

stage with viscosity over entropy density ratio η/s = 0.08, hadronization temperature at

T = 170 MeV, and a subsequent hadronic cascade. The SUPERSONIC additionally incor-

porates pre-equilibrium dynamics. These hydrodynamic calculations are matched to the

measured charged particle density(multiplicity) at midrapidity in the 0-5% centrality class

for d+Au and 3He+Au for direct comparison(i.e., dNch/dη = 20.0 and 27.0, respectively.

Since dNch/dη has not yet been measured in p+Au collisions, a value of dNch/dη = 10.0

was extrapolated for this system.)

We observe that the hydrodynamic calculations agree with the data within uncertainties

at low pT , but fail to describe the reversal of the pion and proton v2 ordering for pT >

1.5 GeV/c. For pT < 1.5 GeV/c, the mass splitting increases in going from p+Au to d+Au

and 3He+Au as also seen in the data.

At high pT , viscous hydrodynamics effects and the incorporation of late stage hadronic

rescattering have the effect of lowering the v2 values, suppessing pions more than protons.

This can be seen in the SUPERSONIC calculations, comparing v2 with and without rescat-

tering effect. It is noticeable that the predicted high pT splitting in p+Au is much smaller

than that seen in the d+Au and 3He+Au data. In this high pT region, it is proposed that

hadronization via recombination [75] can be an explaination of the v2 splitting in small

systems as we see in larger systems in [76, 77].

Figure 6.13 shows results from another viscous hydrodynamic calculation, iEBE-VISHNU [40].

The calculation includes event-by-event fluctuating initial conditions via Monte Carlo Glauber

simulation and then viscous hydrodynamics starting at τ0 = 0.6 fm/c. The hydrodynamic

evolution utilizes an η/s = 0.08 for RHIC energies and with critical temperature at Tc =
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Figure 6.12: Identified particle v2 (pT ) overlaid with SUPERSONIC predictions.

155 MeV. After that point, hadronization occurs and hadronic rescattering is implemented

using URQMD 3.4 [38, 78]. The calculations with viscous hydrodynamics followed by

hadronic rescattering show good agreement with the experimental data for all three small

systems. Also shown are results with no hadronic rescattering that reveal almost no change

in the v2 for pions and protons for pT < 1.5 GeV/c. The authors [40] conclude that hadronic

rescattering plays a modest but important role in the system development and particle

species dependence of v2 in these small systems.
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Figure 6.13: Identified particle v2 (pT ) overlaid with iEBE-VISHNU predictions.
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6.2.3 Measurement of the Ratio of v2 for Different Particle Species

We also showed the ratio of v2 for pions and protons, the result is shown in Fig.6.14. In

the ratio plot, many systematic uncertainties cancel because they are from the same source

and independent of particle species. Thus one sees more precisely that the data exhibit a

similar trend in all collisions systems where the pion v2 is larger than the proton v2 for

pT < 1.5 GeV/c, with the order reversed at higher pT . Linear fits on these ratios ranged

from 0.5 GeV/c to 3.0 GeV/c , which include both the statistical and the systematic un-

certainties, yield slope values of −0.22±0.07 in p+Au collisions,−0.40 ± 0.07 in d+Au

collisions, and −0.34 ± 0.03 in 3He+Au collisions. In this ratio, one can clearly see that

SUPERSONIC, iEBE-VISHNU, and the full AMPT modeling describe the mass splitting in

d+Au and 3He+Au for pT < 1.5 GeV/c. In the p+Au case, it appears that the calcula-

tions over-predict the more modest splitting at the lowest measured pT = 0.5 GeV/c. The

results from AMPT without hadronic rescattering have very little mass splitting at low pT

in disagreement with the experimental data, particularly for d+Au and 3He+Au collisions.

Above the crossing point, SUPERSONIC, and iEBE-VISHNU predict nearly flat ratios, while

AMPT describes the ratio of the v2 values, but not their individual magnitudes. These differ-

ences may be attributed to the different hadronization mechanisms (e.g. - if recombination

is included) in the models.

6.2.4 Constituent Quark Scaling

We also showed the v2/nq with constituent quarks as a function of transverse kinetic

energy per quark KET/nq = (
√

p2
T +m2−m)/nq, where m is the mass of the hadron and nq

represents the number of constituent quarks in the hadron as in Fig. 6.15. The scaling was

previously observed in A+A collisions [79]. In all three small systems, the v2/nq for pions

and protons as a function of KET/nq follow an approximate quark-number scaling as seen

in larger systems. At intermediate pT (1.5− 4 GeV/c), the enhancement of baryons over
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Figure 6.14: Ratio of pion v2 (pT ) and proton v2 (pT ), together with various theoretical
curves.

mesons and the reversed mass ordering of v2 have been interpreted in terms of hadroniza-

tion via recombination. At even higher pT , the scaling breaks down as in non-central A+A

collisions [80]. We could see that in the 3He+Au and d+Au systems the scaling is better,

which means they behave more like the large systems but in p+Au scaling does not follow

the general trend so well.
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6.3 Future Perspective

It is important to notice that additional degrees of freedom for the geometry of p+Au

collisions arise from fluctuations of the shape of the proton, as described in Ref. [81]. The

contribution of this effect to the measured elliptic flow may be constrained by p+ p data,

and also possibly studied by varying the target in other p+A systems.

PHENIX has experimental data available for additional analyses in small collision sys-

tems such as p+Al(Aluminum) to even smaller-volume p+ p collisions. I believe in the

future, the measurement of these system will put more constraint on how the initial geom-

etry works.

PHENIX already has a beam energy scan in d+Au collisions down to
√

sNN = 20 GeV.

Reducing the collision energy allows us to vary the initial energy density without a substan-

tial change in the initial geometry, and therefore, it enables the study of small systems in

an environment where if QGP is formed, it is very short-lived. This will help us understand

the boundary conditions for QGP to form and how to distinguish among different models.
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Chapter 7

CONCLUSIONS

In this thesis, we present the measurement of second and third order azimuthal anisotropy

v2 and v3 of charged hadron, as well as v2 of identified pions, kaons, and protons in p+Au

collisions with PHENIX at RHIC. These measurements complete the geometry scan exper-

iments at RHIC together with the d+Au and 3He+Au collisions. The results demonstrate

that the initial geometric conditions play a vital role in the development of final-state mo-

mentum anisotropies. We also measured v2 as a function of pT for identified particles

and found mass-dependent v2 (pT ). The results are compared to various theoretical pre-

dictions a and the role of different stages in the evolution of the system is discussed. In

the hydrodynamic models the mass dependence arises early in the system evolution during

the quark-gluon plasma stage as a result of the common velocity field of the fluid. We

found the AMPT can also produce the mass splitting in the v2 (pT ) via late-stage hadronic

rescattering. This process should be similar in other hybrid (e.g. hydro+hadron cascade)

models, but seems to be most prominent in the AMPT implementation. Further theoretical

studies are needed to clarify the role of the hadronic stage. We found that the experimen-

tal results of v2 (pT ) for different particles exhibit approximate quark-number scaling, as

seen in larger systems. The complete set of measurements presented in this thesis is best

described by hydrodynamics models that include the formation of a nearly inviscid quark-

gluon plasma.
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