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Three previously unreported photo-carrier relaxation pathways are presented and discussed

in GaAs-based systems. In bulk GaAs, a transient bleach of the spin-split exciton transition

1s→ 2p± is reported following photo-excitation at low temperatures and is likely caused

by final state blocking of the 2p±1 exciton level. The bleach of the 1s→ 2p−1 transition

is delayed with respect to that of the free carriers and 1s→ 2p+1, suggesting electronic

relaxation occurs through two simultaneous mechanisms: elastic scattering between quan-

tized conduction band states and spin-dependent relaxation through the 2p±1 exciton states.

For ErAs:GaAs composites, the response at short time delays is completely dependent on

the occupation of the interface trap state between the ErAs nanoparticles and the GaAs

matrix. Occupation of the interface state depends on the photo-carrier energy, carrier den-

sity, and trap density. Carrier scattering from the interface state plays a large role in the

response as it prevents full relaxation of the system on ultrashort timescales. The compos-

ite ErAs:GaAs systems also exhibit an oscillatory response highly suggestive of surface

plasmon polaritons at the interface between the semi-metallic ErAs and semiconducting

GaAs, which couple to the GaAs phonon modes. The oscillation frequencies are observed

to follow the same trend with volume fraction as the static absorption resonance peaks,

suggesting different nanoparticle size distributions exist with different ErAs incorporation.
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CHAPTER 1

INTRODUCTION

There are two possible outcomes:

if the result confirms the hypothesis, then you’ve made a measurement.

If the result is contrary to the hypothesis, then you’ve made a discovery.

Enrico Fermi

Photo-excitation in condensed matter systems results in the creation of complex many-body

states arising from the interaction of quasiparticles and quanta of the excited system. The

evolution of these many-body states is of fundamental interest as knowledge of such behav-

iors could motivate the creation of devices. The work presented in this dissertation is based

on understanding the relaxation dynamics of gallium arsenide (GaAs), the archetypal III-V

compound semiconductor, following photo-excitation. Gallium arsenide has long been a

material of great interest in semiconductor research as a result of its direct band gap and

optical accessibility with femtosecond (fs) Ti:Sapphire laser systems. Due to its relative

popularity, many have assumed there is no work remaining in the study of GaAs and have

moved on to less familiar semiconductors and composite systems. As will be seen in the

subsequent chapters, many questions remain about the general GaAs relaxation process

and its time-evolution.

The techniques used in this work are static and time-resolved optical spectroscopy. These

optical methods provide fundamental information about nonlinear properties, non-equilibrium

dynamics, many-body effects, state occupation and transport properties of semiconductors.
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Photo-excitation generates carrier populations with non-equilibrium temperature distribu-

tions, and optical spectroscopy provides the best means of characterizing population distri-

butions as well as determining their relaxation dynamics [1].

Relaxation dynamics in semiconductors occur in different temporal regimes. As a result,

different optical techniques are required to characterize the full relaxation process. For

GaAs optically excited at 300 K, carriers undergo rapid energy and momentum redistri-

bution within the first few picoseconds (ps). The system thermalizes in nanoseconds (ns),

with full equilibrium occurring in tens of ns. These time scales are significantly slower

when the system is held at cryogenic temperatures.

Interest in Bulk GaAs

The characterization of the relaxation dynamics of intrinsic GaAs provides a way to inves-

tigate many-body effects in a compound semiconductor. Effects such as band-gap renor-

malization, carrier interactions, alteration of exciton binding energies, energy level broad-

ening, bleaching, phase space filling, alteration of matrix elements, and non-equilibrium

occupation of states all depend on the photo-excited carrier density and the system being

investigated.

Interest in ErAs:GaAs Composite Systems

Manipulation of the GaAs relaxation process can be achieved through the incorporation

of nanoparticulates co-deposited with GaAs during the molecular beam expitaxy (MBE)

growth process. Metal-semiconductor composites have hybrid electronic, dielectric and

optical properties that may be controlled by manipulating the amount of metal in the semi-

conductor [2], enabling the engineering of materials for specific uses. The incorporation

of erbium (Er) in the GaAs growth process yields composite ErAs:GaAs systems. These
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composite systems offer improved detection efficiency and performance as compared to

other common detection materials like low temperature (LT) grown GaAs [3] while nearly

doubling the efficiency of GaAs-based multi-junction solar cells [4]. The system is also a

major contender for the development of compact terahertz (THz) generators and detectors

capable of being excited with commercially available lasers at 800 nm [5]. Composites of

ErAs:GaAs may be grown at temperatures above 450◦ C, resulting in higher crystal qual-

ity and improved transport characteristics like carrier mobility in comparison to LT GaAs

which is grown around 250◦ C [6, 7]. The ErAs nanoparticles have intrinsic carrier trap-

ping times below 190 fs which can be tuned over two orders of magnitude by changing the

growth parameters [8].

In addition to the trapping behavior, the inclusion of metallic particles in semiconductors

results in infrared resonances [2]. The incident light field displaces the metallic electrons in

the nanoparticles, causing accumulation or depletion of charge at the edges and resulting in

a net restoring force on the electrons. The electron oscillations can have large amplitudes

under resonant excitation, resulting in localized surface plasmons [9].

Organization

The subsequent chapters are organized as follows: Chapter 2 contains an overview of the

physical concepts used in this work, including a general description of GaAs optical and

structural properties. Relevant semiconductor concepts relating to the absorption of pho-

tons by a direct bandgap semiconductor and relaxation pathways are introduced. The be-

havior of an optically excited semiconductor in an applied magnetic field and excitation

quanta in a condensed matter system will also be discussed.

Chapter 3 details the characterization of the static and transient absorption of GaAs sub-

jected to low temperatures and high magnetic fields in the far-infrared (FIR) spectral region.
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The data provide evidence for a previously unreported relaxation pathway in GaAs through

Auger-like scattering of Landau-quantized electrons into exciton states.

Chapters 4 and 5 will detail studies of ErAs:GaAs composite systems. The composites are

characterized using static and time-resolved optical techniques in the near infrared (NIR).

Chapter 4 shows the interface between the embedded semi-metallic ErAs and the GaAs

host behaves as a Schottky barrier. Carrier trapping and scattering are observed to de-

pend highly on the occupation of the interface states. Chapter 5 explores the response of

the ErAs:GaAs system at longer time delays following photo-excitation. The results sug-

gest surface plasmon polaritons generated when the ErAs nanoparticles are photo-excited

couple strongly to GaAs lattice excitations, creating a long-lived oscillating response and

enhancing absorption below the GaAs conduction band edge.

Chapter 6 summarizes the results of this work, including detailing the three previously un-

reported dynamic pathways observed in GaAs-based systems and their potential impact on

device engineering.

The appendix contains example calculations referenced in the text, as well as the simula-

tion code used in Chapter 4 to show the composite ErAs:GaAs system dynamics can be

represented by a simple 3 level system.
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CHAPTER 2

OPTICAL PROPERTIES OF GALLIUM ARSENIDE

Never memorize something that you can look up.

Albert Einstein

Properties of material systems must be understood in order for technical applications to be

realized. The optical response of solid materials can provide valuable information about

the nature of the system, like the electronic structure, transport properties, bond strength,

defect structure, many-body effects, and relaxation dynamics all. The following introduces

the interaction light with semiconductors, with a specific focus on GaAs.

Introduction to Optics

The interaction of light and matter can be described at the most fundamental level using

Maxwell’s equations. Optical wavelengths are thousands of times larger than the size of

an atom. Therefore, within a unit wavelength the atoms present in a solid can be treated as

continuous when averaged over the microscopic spatial fluctuations [11, 12]. As a result,

the semi-classical macroscopic form of Maxwell’s equations can be used to determine the

response of a condensed matter system to an optical field.

Macroscopic Form of Maxwell’s Equations

Maxwell’s equations relate the most basic quantities to uniquely determine the field vectors

from a distribution of currents and charges. The electric field vector E, magnetic induction
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Figure 2.1 An electromagnetic wave propagating in the z direction where the electric field
is represented in blue and the magnetic field in red, from [10].

B, magnetic field vector H, electric displacement D, and electric current density J may be

written in macroscopic form as:

∇ ·D = 4πρ (2.1)

∇×E =−1
c

∂B
∂ t

(2.2)

∇ ·B = 0 (2.3)

∇×H =
1
c

∂D
∂ t

+
4π

c
J (2.4)

where c is the speed of light in a vacuum and ρ is the electric charge density.

Properties of the Medium

Maxwell’s relations are supplemented by materials equations which describe the response

of a system to the electromagnetic field. For a harmonic electromagnetic field and a mate-

rial system at rest, the linear materials equations are

j = σE (2.5)
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D = εE = ε0E+P (2.6)

B = µH = µ0H+M (2.7)

where σ is the specific conductivity, ε is the dielectric constant, P is the polarization, µ is

the magnetic permeability, and M is the magnetization of the medium [13].

The polarization of the medium P induced by the electromagnetic field can be expressed in

terms of the electric field components as a tensor relation

P = ε0χEE (2.8)

where χE is the electric susceptibility tensor. Likewise, the magnetic susceptibly tensor χM

may be described by

M = µ0χMH (2.9)

Conductors are materials in which σ is non-zero. Insulators or dielectrics have negligi-

bly small σ values, and their electric and magnetic properties may be completely deter-

mined by εr and µr. For nonmagnetic materials (µr=1), the dielectric function connects

the displacement field of the medium with the electric field of the light and is the basis for

characterizing the optical response of semiconductors.

Complex Index of Refraction and Dielectric Constants

The most general phenomena describing the interaction of solid materials with light can be

classified into three groups: transmission, reflection, and propagation. During propagation,

the light may be refracted (waves travel slower than in free space, bending the light rays as

described by Snell’s law), absorbed (the beam is attenuated), and scattered (light interacts

with the medium, causing it to change direction and possibly frequency, also attenuating

the beam) [14].
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Dynamic properties may be investigated using the reflection and refraction of light at a

planar interface between dielectrics through changes in intensity, phase, and polarization

of the electromagnetic radiation [12]. Reflection at the surface of the material is determined

by the coefficient of reflectivity, R, and is defined as the ratio of the reflected power to the

power incident on the surface. Similarly, the transmission is determined by the coefficient

of transmissivity, T , which is the ratio of the transmitted power to the incident power. In

the absence of scattering,

R+T +A = 1 (2.10)

where the absorption, A, will be defined below.

The absorption coefficient α is used to quantify the absorption of light in a medium by

defining the fraction of power absorbed per unit length of the material according to Beer’s

Law:

I(z) = I0e−αz (2.11)

where I0 is the optical intensity at z = 0 for a beam propagating in the z direction.

In a transparent medium, the propagation of an incident beam is described by the refractive

index n, where n is defined as the ratio of the velocity of light in free space, c, to the velocity

of light in the medium v:

n =
1
√

µε
=

c
v

(2.12)

where n is dependent on the frequency of the incident light beam, producing an effect called

dispersion.

The absorption and refractive index are incorporated into a quantity called the complex
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index of refraction given by

ñ = n+ iκ (2.13)

where κ is the imaginary term called the extinction coefficient and is related to the absorp-

tion by

α =
4πκ

λ
(2.14)

where λ is the wavelength of light in free space.

The relative dielectric function εr (or relative permittivity) is related to the vacuum dielec-

tric constant through

εr(ω) =
ε(ω)

ε0
= ε1 + iε2 (2.15)

where ε(ω) is the frequency dependent absolute dielectric function of the material.

εr is related to the complex index of refraction ñ and the two quantities are commonly

used to describe optical properties of dielectric materials. For nonmagnetic matter, the two

quantities are related to one another by the following equations [14]

ε1 = n2−κ
2 (2.16)

ε2 = 2nκ (2.17)

n =

√√√√√
ε2

1 + ε2
2 + ε1

2
(2.18)

κ =

√√√√√
ε2

1 + ε2
2 − ε1

2
(2.19)

Both sets of optical constants are equally valid but have different utility in understanding

matter: n and κ are related to the phase velocity and attenuation of plane waves in materials
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while ε1 and ε2 are useful when considering sub-wavelength optical effects.

n1 n2
Ei

Er
Et

!i

!r !t

Figure 2.2 Reflection and transmission at an interface.

The reflectivity of a dielectric depends on the complex index of refraction. Reflection and

transmission of light at an interface are a function of the angle of the light incident on the

material surface and also the light polarization [15]. The incident and reflected angles θi,r

are defined relative to the material surface normal. The reflection and transmission can be

resolved into perpendicular components: R = r2
p + r2

s and T = t2
p + t2

s . For polarization in

the plane of incidence (p polarization), the reflection at an interface is given by

rp =
Er

Ei
=

n2
2cosθi−n1

√
n2

2−n2
1sin2θi

n2
2cosθi +n1

√
n2

2−n2
1sin2θi

(2.20)

where Er (Ei) is the reflected (incident) electric field and θr has been eliminated using

Snell’s law. n1 is the index of refraction of the medium in which the light is propagating

(usually air or vacuum) while n2 is the index of refraction of the material under investigation

(see Figure 2.2).
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The transmission is given by

tp =
Et

Ei
=

2n1n2cosθi

n2
2cosθi +n1

√
n2

2−n2
1sin2θi

(2.21)

where Et is the transmitted electric field.

For polarization perpendicular to the plane of incidence (s polarization), the reflection and

transmission are, respectively;

rs =
Er

Ei
=

n1cosθi−
√

n2
2−n2

1sin2θi

n1cosθi +
√

n2
2−n2

1sin2θi

(2.22)

ts =
Et

Ei
=

2n1cosθi

n1cosθi +
√

n2
2−n2

1sin2θi

(2.23)

For normal incidence, (θi=0), the reflection and transmission of both polarizations reduce

to

rp,s =
Er

Ei
=

n2−n1

n2 +n1
(2.24)

tp,s =
Et

Ei
=

2n1

n1 +n2
(2.25)

The rp,s and tp,s constitute the Fresnel coefficients of reflection and transmission where

in the absence of absorption rp + tp = 1 and rs + ts = 1. It can clearly be seen that the

observed reflection or transmission from a surface is highly dependent on the incident angle

and polarization of the light, as well as the material properties described by the index of

refraction. To further investigate the response of a system to an applied electromagnetic

field, the material response will be modeled as a microscopic harmonic oscillator.
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Drude-Lorentz Model of Optical Properties

The classical Lorentz theory of optical properties makes the assumption that electrons and

ions in a material can be modeled as simple harmonic oscillators subjected to a driving

force by means of an applied electromagnetic field. The equation of motion for an electric

charge -e of mass m is given by

m[ẍ+ γ ẋ+ω
2
0 x] =−eE(x, t) (2.26)

where γ is the damping coefficient and ω0 is the resonance frequency [12]. For a field

varying harmonically (e−iωt) in time with frequency ω , the dipole moment p of one electron

is

p =−ex =
e2

m
E

(ω2
0 −ω2− iωγ)

(2.27)

The material response is the sum of individual dipoles, so for N molecules per unit volume

with f j electrons per molecule, binding frequencies ω j, and damping constants γ j;

∑
j

p j =−Nex =
Ne2E

m ∑
j

f j

(ω2
j −ω2− iωγ j)

(2.28)

Given equation 2.27 and the dielectric function εr(ω)= 1+χ , equation 2.28 can be written

as

εr(ω) = 1+
Ne2

ε0m ∑
j

f j

(ω2
j −ω2− iωγ j)

(2.29)

where the f j are referred to as oscillator strengths [12].
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Low Frequency Response of the Dielectric Function: Optical Conductivity

If some fraction of the electrons per molecule are unbound (ω0 = 0), as ω approaches zero

the dielectric function can be written

ε(ω) = εbg(ω)+ i
Ne2 f0

mω(γ0− iω)
(2.30)

where εbg is the background dipole contribution from the free electrons [12]. The conduc-

tivity σ may be written as

σ =
f0Ne2

m(γ0− iω)
(2.31)

when the properties of the medium arise from only the dielectric function [12]. Equation

2.31 is the Drude conductivity for the medium if the number free electrons per unit volume

in the medium is f0N.

High Frequency Response of the Dielectric Function: Plasma Frequency

For high frequencies where ω� γ0, the dielectric function in equation 2.30 can be approx-

imated as

ε(ω) = εbg(ω)− ε0
ω2

p

ω2 (2.32)

where ωp is defined as the the plasma frequency of the conduction electrons ω2
p =Ne2/m∗ε0

and includes binding effects through the effective mass term m∗ (see below) [12].

In small metal nanoparticles, the optical properties are dominated by surface plasmon res-

onance effects [16]. The polarizability of a sphere is given by

P =
χeε0E

1+χe/3
(2.33)

Assuming the carriers in the nanoparticle behave as a free electron gas, the susceptibility
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may be written as:

χe(ω) =− Ne2

m∗ε0ω2 . (2.34)

Combining the previous two equations, one sees

P(ω) =
ε0E

1−Ne2/3m∗ε0ω2 =
ε0E

1−ω2
p/3ω2 (2.35)

where ωp is the plasma frequency of the bulk metal. The polarization equation diverges

for frequency values of ωsp = ωp/
√

3 where ωsp is the surface plasmon frequency of the

metal sphere [16].

Band Structure of Solids

The close proximity of atoms in a solid results in the interatomic separation distance being

approximately the same size as the atom, producing overlap of the orbitals and strong

inter-atomic interactions. This creates a broadening of the discrete atomic levels into bands

which form a continuum of states [14].

Electrons in a crystal are arranged in energy bands separated by forbidden regions, or band

gaps, in which no electron orbitals exist. The bands form as a result of the interaction be-

tween the lattice ions and electron wavefunctions [16]. Bragg reflection of electron waves

in the crystal give rise to energy gaps, as traveling wave solutions to the Schrödinger equa-

tion do not exist at points satisfying the Bragg condition [16].

Band theory arises from the single electron approximation, wherein an electron is assumed

to be subject to the effective (average) potential field of fixed lattice ions, inner shell elec-

trons, and other valence electrons [11, 17]. For perfect crystals, the potential energy of the

crystal V (r) has the periodicity of the lattice. Solutions of the Schrödinger equation
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Interparticle Separation

atommoleculecrystal

s

p

p antibonding

s antibonding

p bonding

s bonding

conduction band

valence band

Figure 2.3 Schematic diagram of the atomic states of GaAs. As the interparticle separation
decreases, the s and p states of the atoms hybridize, forming occupied bonding and unoc-
cupied antibonding molecular states. The bonding and antibonding states evolve into the
valence and conduction bands as the interparticle spacing decreases further.

h̄2

2m
∇

2
ψ +[E−V (r)]ψ = 0 (2.36)

are Bloch functions of the form

ψ(k,r) = uk(r)exp(ik · r) (2.37)

where uk(r) has the periodicity of the lattice, k is the crystal momentum, and r is the radial

direction [11]. This indicates there are eigen-energies E where k is real and electron wave

functions exist; conversely, there are energy ranges where k is imaginary and no energy

states exist [17]. The eigenstates where k is real are referred to as the energy bands of the

solid and the imaginary states are the forbidden states or energy gaps. In this way, the band

structure of the solid is a direct result of the periodicity of the lattice.

For free electrons, eigen-energies can be written as
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E =
p2

2m
=

h̄2k2

2m
(2.38)

and the energy bands of a material are then plotted in terms of energy vs. k-space direction.

For real crystals, spin-orbit coupling, crystal field lattice splitting, and other effects lift the

degeneracies of some points in the k-space plot.

Taking into account the two spin orientations of electrons, there are 2N independent orbitals

in each energy band, where N is the number of atoms in the primitive cell. Materials with

fully occupied bands are insulators provided the filled bands are separated by an energy

gap from the next higher band as in Figure 2.4. For crystals with even numbers of valence

electrons per primitive cell, but with no energy gap between levels, two partially filled

bands may exist and therefore the crystal is a metal.

Metallic vs. Insulating Materials

As previously stated, the occupancy of the highest band containing electrons determines

whether a material is metallic or insulating. If the band is partially full, electrons may take

part in conduction. For metals, the structure and number of valence electrons per atom

produces occupied and unoccupied bands with no energy gap between them [15]. If the

highest occupied band is completely full, no electrons are available for conduction and the

material is an insulator. The band gap is the energy difference between the lowest point

of the conduction band (conduction band edge) and the highest point of the valence band

(valence band edge).

The highest occupied energy level is called the Fermi level and is defined in metals such that

all the states below are occupied and states above are unoccupied. The dielectric response

of a metal is due to intraband transitions: where an electron is excited from an occupied
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Figure 2.4 Electron occupancy of states at room temperature. Dark blue shading represents
fully occupied bands and light blue shading indicates partially filled bands. The conduction
band (CB) is separated in energy from the valence band (VB) by the energy gap (Eg).
The availability of states and electron number determine whether a material is insulating,
semiconducting, semimetallic or metallic.

to unoccupied state within the same band, changing crystal momentum k and requiring a

quantized lattice vibration or impurity to conserve momentum [15].

An intrinsic (undoped) semiconductor is characterized by a bandgap separating an occu-

pied valence band and empty conduction band at low temperatures [1]. The conductivity

of intrinsic semiconductors increases with temperature: an electron in the highest occupied

(valence) band is thermally excited to the lowest empty (conduction) band [17]. The energy

difference required to excite the electron from the valence to conduction band is called the

intrinsic band gap. The vacancy left in the valence band by the excited electron is called

a hole, and behaves like a positively charged electron. As the temperature of the intrinsic

semiconductor increases, the energy gap between the highest occupied valence band and

lowest unoccupied conduction band decreases.

If no momentum change (∆k = 0) is required to photo-excite a carrier from the valence

band maximum to the conduction band minimum, the semiconductor has a direct band

gap. If a momentum change is required, photo-excitation must involve quantized lattice
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vibrations or impurity states. In this case, the material has an indirect band gap.

Band Structure of GaAs

The GaAs lattice consists of two interpenetrating face-centered cubic lattices as can be seen

in Figure 2.5. The Zinc Sulfide structure consists of four valence electrons per atom and

eight atoms per unit cell [15]. Each electron can be in either a bonding or antibonding

state, resulting in 16 states per value of k space, or eight bands. In the ground state, GaAs

has four completely full valence or bonding bands and the top four conduction/antibonding

states are empty. The gap between the bonding and antibonding states makes GaAs a

semiconductor [15].

Figure 2.5 Crystal Structure of GaAs: Zinc Blende or two interpenetrating FCC sublattices.
The Ga ions are indicated by red balls while the As ions are represented as purple balls.
The tetrahedral bonding structure is evident. From [18].

Bulk GaAs has cubic symmetry; therefore, the conduction band at the zone center has s or-

bital character with two-fold spin degeneracy. The valence band has p orbital character and
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Figure 2.6 The GaAs band structure at 300K. The direct bandgap Eg is at 1.42 eV. The EL
transition is at 1.71 eV and the EX is at 1.90 eV. The split off hole band ESO is 0.34 eV
below the top of the valence band. Adapted from [19].

the top of the valence band is four fold degenerate J = 3/2 due to the spin-orbit interaction.

This results in heavy hole (HH) and light hole (LH) bands, each two-fold degenerate due to

uniaxial stress [1]. The room temperature band structure of GaAs can be seen in Figure 2.6.

Motion of the electrons and holes within an energy band is determined by the energy-

momentum dispersion in the material. In a crystal, the electrons are not really free, and

equation 2.38 is modified by the lattice ion potential [14].

Effective Mass

The energy bands in a semiconductor or insulator are parabolic for small values of k and

have dispersions given by

Ec = Eg +
h̄2k2

2m∗e
(2.39)

Ev =− h̄2k2

2m∗h
(2.40)
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where Ec,v is the energy of the conduction or valence band, and m∗e,h is the electron or hole

effective mass, respectively. The effective mass m∗ defines the band curvature

1
m∗

=
1
h̄2

∂ 2E
∂k2 (2.41)

The effective mass is thus a measure of the curvature of the energy band in k-space. m∗

will be close to m0 near the bottom of the parabolic conduction band. If the energy band

has little k dependence, m∗ is very large [16].

Landau Levels

When a strong magnetic field is applied to a semiconductor, it causes the conduction elec-

trons to move in circular orbits around the field at a frequency ωc = eB
m0

known as the

cyclotron frequency. The energy and radius of the electron orbits have discrete values. The

quantized energies, known as Landau levels, follow En = (n+ 1)h̄ωc where n = 0,1,2, ...

[14]. Electrons in a magnetic field move in k-space on a surface of constant energy, normal

to B [16].

For a direct gap semiconductor with the magnetic field B applied in the ẑ direction and the

sample plane in x̂-ŷ, the motion of the electrons in the conduction band will be quantized

in the x̂-ŷ plane with free motion in the ẑ. For this reason, it can be considered a two-

dimensional system. Carriers within the Landau levels have energies given by

En(kz) = (n+
1
2
)
eh̄B
m∗

+
h̄2k2

z

2m∗
(2.42)

where m∗ is the effective mass of the appropriate carrier and n is the index of the Landau

level as can be seen in Figure 2.7. The first term describes the quantized motion in the x̂-ŷ

plane while the second is the motion in the ẑ direction.
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Figure 2.7 Effect of applied magnetic field on the band structure. a) Band structure in
the absence of an applied magnetic field where CB indicates the conduction band and VB
the valence band. b) Landau level structure at the bandgap in the presence of an applied
magnetic field showing quantized levels in both the conduction and valence bands.

To determine the transition energy between different Landau levels, it is useful to redefine

the position of zero energy, where E = 0 is defined as the top of the valence band. Interband

transitions require both an electron in the initial state and an available state (hole) in the

final state. Equation 2.42 can therefore be separated into the electron and hole components:

En
e (kz) = Eg +(n+

1
2
)
eh̄B
m∗e

+
h̄2k2

z

2m∗e
(2.43)

En
h(kz) =−(n+

1
2
)
eh̄B
m∗h

+
h̄2k2

z

2m∗h
(2.44)

The selection rule for interband transitions between Landau levels is ∆n = 0. Therefore,

the interband transition energy is given by

h̄ω = En
e (kz)−En

h(kz) = Eg +(n+
1
2
)
eh̄B
µ

+
h̄2k2

z

2µ
(2.45)

where 1
µ

= 1
m∗e

+ 1
m∗h

is the reduced mass of the electron-hole pair [14]. The selection rules
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indicate the electron and hole have the same n value, as well as kz ≈ 0 due to the negligible

momentum of the photon. This results in equally spaced absorption spectra peaks with

energies given by

En
L = Eg +(n+

1
2
)
eh̄B
µ

(2.46)

for positive integer values of n. The absorption edge shifts to higher energy in a magnetic

field according to eh̄B
2µ

. The electron effective mass can be determined from the transmission

response and the width of the Landau levels is caused by carrier scattering [14].

Semiconductor Dynamics

Optical excitation is the main method used in this work to perturb a material system from

its steady state configuration. Optical excitation results in the absorption of a photon by a

crystal lattice. Different methods of absorption exist, depending on the photon energy and

available states.

Optical Excitation of a Crystal Lattice

When light of sufficient energy is incident on a material, it causes transitions of electrons

from states below the Fermi level to states above [11]. Light incident on metallic systems

produces intraband absorption, in which a carrier is excited to a higher energy within the

same band. For intrinsic semiconductors and insulators, the band gap of the material deter-

mines the minimum energy at which photons are absorbed. This is called the fundamental

absorption edge and carriers in the valence band are excited into the conduction band in

a process termed interband absorption. Interband absorption results in the creation of an

electron-hole pair, with the electron excited to the conduction band and the hole in the

valence band [14].
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Quasiparticles and Quanta in an Excited Crystal Lattice

Given the right conditions, excitation of a crystal may result in quantized energy states.

A few examples relevant to this work are presented below and in Table 3.1; including

quantized electron-hole pairs, lattice vibrations and oscillating electrons.

Name Field Characteristic Properties Characteristic Modes
Phonons Elastic Wave Lattice Vibrations Optic and Acoustic
Plasmons Electron Wave Free Electrons and Photons Geometric
Excitons Polarization Wave Electron-Hole Pairs Discrete Orbitals
Polaron Electron-Elastic Wave Electrons and Phonons Dispersive

Table 2.1 Quanta of Crystal Lattice Excitations.

Excitons

The mutual Coulomb attraction of a photo-excited electron and hole can lead to the forma-

tion of a bound pair, known as an exciton. Excitons form a hydrogenic system of bound

states converging with the conduction band and give rise to an increase in absorption near

the band edge [1]. In general, there are two types of excitons: free excitons (Wannier-

Mott) and tightly bound (Frenkel) excitons [14]. This work will focus on free excitons,

which have a large binding radius and tend to be delocalized states able to move through

the crystal. Excitons are stable only if the binding energy is sufficiently large to prevent

disruption from thermal effects, such as lattice vibrations. The room temperature thermal

energy is kBT ≈25 meV and the binding energy of excitons are on the order of a few meV;

therefore, excitons are generally observed at cryogenic temperatures [14].

The binding energy of an exciton EX can be determined using the Bohr model with a relative

dielectric constant and the reduced mass of the electron-hole pair. The energy of the nth
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(for n=1,2,...) level relative to ionization limit is given by

EX(n) =−
µRH

m0ε2
r n2 =−RX

n2 (2.47)

where RH is the Rydberg constant 13.6 eV of the hydrogen atom and RX is the Rydberg

constant of the exciton. The radius of the exciton is

rXn =
mεrn2aH

µ
= n2aX (2.48)

where aH is the Bohr radius of the hydrogen atom 5.29× 10−11 m and aX is the exciton

radius. From the previous equations, it can be seen that the exciton ground state with n = 1

has the largest binding energy and smallest radius. Typical values for GaAs give RX = 4.2

meV and aX = 13 nm, where the electron effective mass is 0.067m0 and εr = 12.8 (static

dielectric constant values are used since the binding energies are in the far-infrared spectral

region) [14].

Exciton energy from a direct transition (k = 0) is the energy required to produce a free

electron hole pair Eg minus the Coulomb binding energy:

EXn = Eg−
RX

n2 (2.49)

implying the formation of exciton states is energetically favorable compared to free elec-

tron hole pairs as the total energy is lower (see Figure 2.8). Excitons are observed in the

spectra of very pure samples as impurities produce free carriers which screen the Coulomb

interaction and reduce the binding energy, as well as generating local electric fields which

ionize the excitons.

In addition to thermal instabilities, if the density of excitons is increased sufficiently or

24



!"#$%&'"#()*#$
+,-&'.-(/*00(/1

-

2*3-#&-()*#$
+,-&'.-(/*00(/1

4

+5&67"#(87*7-0

+#-9:;(<*=(+:

+5&67"#(
>6#$6#:(
-#-9:;

Figure 2.8 Direct band gap and exciton structure, where the lowest exciton level is the
ground state and the energy difference between the exciton ground state and the conduction
band edge is the exciton binding energy.

free carriers are injected, the Coulomb attraction binding the exciton is screened. In such

a situation, the k≈ 0 electron and hole states are filled, causing a decrease in the observed

absorption (bleaching) with increasing laser intensity [14, 20]. The bound states becomes

unstable and break up into free electron-hole pairs [20].

Excitons are perturbed by the application of electric and magnetic fields. The strength of

the perturbation from magnetic fields is proportional to the exciton cyclotron resonance

energy h̄ωc

h̄ωc = h̄
eB
µ

(2.50)

similar to free electrons except for the reduced electron-hole effective mass µ [14].

Phonons

The periodicity of the crystalline lattice in GaAs allows the formation of phonons, or quan-

tized vibrations of lattice ions, with resonant frequencies in the infrared [14, 16]. Both

acoustic and optical modes are possible as GaAs has eight atoms per unit cell [1]. The
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electric field of the incident light can drive resonant oscillations of charged lattice ions to

produce transverse optic phonons (TO). Longitudinal optic (LO) modes displace ions per-

pendicular to the applied field and thus do not interact with incident light [14].

Acoustic phonon modes require a non-zero wave vector to be created and thus are not

directly generated from the incident light. Instead, optical phonons decay into acous-

tic phonons which are capable of traveling and scattering within the crystal. Acoustic

modes are classified as longitudinal or transverse with different characteristic velocities

[1]. Phonons play a large role in the relaxation of semiconductors as they act as an energy

and momentum exchange mechanism between excited carriers and the crystal lattice.

Polarons

A polaron is the coupling of an electron and phonon; a local displacement of the crystal

lattice immediately surrounding an electron. The distortion of the lattice follows the elec-

tron as it travels through the crystal. The polaron mass is larger than the unexcited lattice

mass because the electron and lattice distortion move together. The deviation in mass can

be measured through the cyclotron resonance frequency.

Surface Plasmons

A quantized oscillation of the free electron gas with respect to the positive lattice ions is

called a plasmon. The displacement of the oscillations is in the direction of the electric

field [14]. Using the Drude model, the relative dielectric function of a metal nanoparticle

may be written as

εs = εB−
ω2

p

ω2 + iωγ
(2.51)

where εB is the real background dielectric constant, ω is the optical frequency, ωp is the

plasma frequency, γ = (1/τ) is the carrier scattering frequency and τ is the scattering time.
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Figure 2.9 Bandfilling effects at room temperature. The conduction band (CB) is separated
in energy from the valence band (VB) by the energy gap (Eg). The excitation energy of the
light is greater than the bandgap energy, exciting electrons into the conduction band until
no more states are available and the exciting light is transmitted.

Resonant Absorption Non-linearities

When large numbers of electrons are photo-excited in a semiconductor with an energy

greater than the bandgap, electrons fill the states at the bottom of the conduction band and

holes fill the top of the valence band as can be seen in the schematic shown in Figure 2.9.

The exclusion principle holds for interband optical transitions, requiring the final state be

unoccupied for an electron to absorb a photon. As the excitation source intensity is in-

creased, the absorption gradually saturates as the available bands fill with photo-carriers

in an effect called the band-filling nonlinearity [14]. If a carrier of the same type already

exists in the final state, the transition is blocked and the effect is referred to as Pauli block-

ing or phase space filling. For high excitation densities, Pauli blocking prevents electrons

from being excited as there are no available final states. This causes a blockage of further

absorption of the excitation light in an effect called saturable absorption. An increase in
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transmission resulting from the blockage of further absorption is termed bleaching of the

absorption resonance.

Carrier Relaxation

The absorption of light in a semiconductor can create an electron hole pair with excess

energy above the fundamental bandgap value. The initial step towards thermal equilibrium

involves electrons and holes scattering out of the optically coupled valence and conduction

band states [20]. Quasi-thermal energy distributions are established by carrier-carrier and

carrier-phonon scattering. Recombination of the excited electrons and holes occurs by ra-

diative (photon emission) and non-radiative (trapping and energy transfer/Auger) methods.

Carrier relaxation can be classified into four regimes with overlapping timescales: coher-

ent, non-thermal, hot carrier, and isothermal regimes [1].

In the coherent regime, the photo-excited carriers in a semiconductor maintain phase coher-

ence with the exciting laser pulse. The coherent regime is described by quantum mechan-

ics and exist on sub-ps time scales in semiconductors [1]. Coherence is destroyed through

scattering processes, leading to a non-thermal regime where the excited carrier distribution

function cannot be described by temperature. Carrier-carrier scattering redistributes the

energy of the system and produces a thermal distribution generally at a higher temperature

than the lattice, called the hot carrier regime. The density of excited carriers has a direct

influence on the thermalization time, typically on the order of hundreds of fs to a few ps

[1]. The carrier thermalization leads to the creation of large populations of phonons. The

hot carrier regime is characterized by the cooling of carriers to the lattice temperature and

provides information on carrier and phonon scattering processes. In the isothermal regime,

the carriers have reached thermal equilibrium with each other and the lattice, but the system

is not yet in full thermodynamic equilibrium as recombination has yet to take place. The

recombination may occur through radiative (in which a photon is emitted) or non-radiative
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Coherent Regime ≤200fs
momentum scattering

carrier-carrier scattering
intervalley scattering ΓΓΓ to L,X
hole-optical phonon scattering

Nonthermal Regime ≤2ps
electron-hole scattering

electron-optical phonon scattering
intervalley scattering L,X to ΓΓΓ

intersubband scattering ∆E> h̄ωLO

Hot−Carrier Regime 1-100ps
hot carrier-phonon interactions

decay of optical phonons
carrier-acoustic phonon scattering
intersubband scattering ∆E< h̄ωLO

Isothermal Regime ≥100ps
carrier recombination

Table 2.2 Photo-excited semiconductor relaxation regimes for excitation at t=0. The
regimes overlap in time. Typical semiconductor timescales, scattering and relaxation pro-
cesses are listed for each regime. After [1].

relaxation processes. See Figure 2.10 for some basic examples.

The timescales for each regime are strongly dependent on the system band structure, ex-

citation energy and temperature, mode of excitation, carrier density, and other parameters.

Electron-electron scattering is the most efficient thermalizing process for electrons in the Γ

valley and the scattering rates are carrier density dependent [1]. Therefore, the relaxation of

non-thermal carrier distributions provides direct information concerning carrier-scattering

processes. The carrier cooling dynamics are determined by the slower carrier-phonon in-

teractions.
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Figure 2.10 Basic relaxation processes in semiconductors. Electrons (blue solid circles)
are shown in the conduction band of a semiconductor. They recombine with holes (open
blue circles) through a number of processes, the most basic are: radiative recombination in
which a photon is emitted as the pair recombine, capture by traps or defects in a mid-gap
state, and Auger scattering where a pair recombine and their energy is transferred to a third
carrier (shown as an electron).

Measuring Dynamic Properties with Pump and Probe Spectroscopy

The structure and optical properties of a material are characterized by observing the changes

in optical properties using the pump and probe technique. In this method, a pump laser

pulse excites the material while a weaker probe detects pump-induced changes in the re-

sponse at a variable time delay. The time resolution is limited by the temporal width of

the laser pulses. This technique allows the observation of the energy transfer between the

light, electrons and lattice. The identifiable carrier excitation and relaxation regimes are:

carrier excitation, momentum redistribution, thermalization and cooling by carrier scatter-

ing, carrier lattice thermalization, carrier density reduction by recombination and diffusion,

and thermal structural effects [15, 21, 22].

Ultrafast pump-probe spectroscopy will be presented in two forms: degenerate and non-

degenerate. Degenerate pump-probe spectroscopy involves the excitation of a sample and

30



measurement of pump-induced changes at the same photon energy. Non-degenerate pump-

probe spectroscopy uses two synchronized light sources at different wavelengths to deter-

mine changes induced by the pump at energies away from the excitation energy.

Summary

The structure and electronic configuration of a material determine the allowed energy levels

and occupation of those levels. The energy eigen-states and their occupation determines

the response of the material to applied fields. Measurable optical properties depend on the

fundamental material properties of the dielectric function and susceptibility. One can use

changes in the optical properties to deduce information about the structure and electronic

configuration of a material through Maxwell’s equations. [15]
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CHAPTER 3

MAGNETO-SPECTROSCOPY OF GALLIUM ARSENIDE

If you want to find the secrets of the universe,

think in terms of energy, frequency, and vibration.

Nikola Tesla

Introduction

Photo-excitation in condensed matter systems results in the creation of complex many-body

states arising from the interaction of quasiparticles and quanta of the excited system [23].

One of the most fundamental quasiparticles is the bound electron-hole pair, or exciton. The

influence of excitonic and carrier behavior in applied magnetic fields is of fundamental in-

terest as knowledge of such behaviors could motivate the creation of devices. Energy loss

through excitonic absorption and subsequent recombination is one of the major drains on

the performance of direct-gap semiconducting solar cells. Direct probing of the interac-

tions between excitons and the photo-excited plasma can be difficult as the internal energy

transitions for excitonic states is in the far-infrared spectral range.

The exciton system is mathematically similar to the hydrogen atom with the hole playing

the role of the proton and a binding energy on the order of a few meV. The reduction in

binding energy compared to the Rydberg energy of the hydrogen atom (13.6 eV) is the

result of the significantly smaller effective masses of the exciton pair compared to the free

electron and hole as well as the influence of the background semiconductor dielectric con-
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stant, which screens the Coulomb interaction [24]. The transitions between bound excitonic

states can be probed, with the 1s→ 2p internal resonance transition the most pronounced.

FIR and THz spectroscopy are able to directly probe non-radiative states not observable

with other methods, such as time-resolved photo-luminescence, providing information on

energy redistribution while carriers relax to the conduction band edge [25]. THz measure-

ments can identify pair populations in all momentum states, however relatively few have

been reported as the measurements are technically complicated [24]. Few experimental

systems are capable of probing the meV regions directly as it requires a unique combina-

tion of a pulsed laser system synchronized with a broadband THz source, cryogenic cooling

of the material of interest as well as the ability to apply magnetic fields. The U4IR beamline

at the National Synchrotron Light Source is one of only half a dozen such systems existing

worldwide.

Previous work indirectly inferred properties of direct gap bulk semiconductor systems or

utilized confinement effects in quantum well structures to push bound state energies to

room temperature [23, 26, 27]. In contrast, by directly probing the population of carriers

in low energy states of bulk GaAs, the dynamic relaxation processes are evident. The ap-

plication of a static magnetic field creates discrete states in the GaAs conduction band and

populations of excited photo-carriers are observed in these states. Within the spectral win-

dow available (20-120 cm−1), the electron cyclotron resonance (ECR) frequency is directly

observed, as well as the exciton binding frequency. As the applied magnetic field increases,

the exciton binding frequency is observed to split into two distinct modes corresponding

to the transition energies between the exciton ground state and the first excited state where

the spin degeneracy has been lifted for ∆l=±1.

In addition, the occupation of these states is not instantaneous upon photo-excitation. Carri-
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ers are observed to be excited into the ECR mode, corresponding to occupation of the Lan-

dau levels in the conduction band, and the excitonic 1s→ 2p+1 transition. The excitonic

transition 1s→ 2p−1 is delayed relative to the other transitions, indicating photo-carriers

are not directly excited into the 2p−1 state, but instead pass through the state during the

relaxation process. The dynamical studies further show the degree of non-parabolicity of

the conduction band.

Exciton excitation and relaxation dynamics

At low excitation densities, intrinsic semiconductor absorption is dominated by optical

transitions of correlated electron-hole pairs with clear excitonic resonances at low tem-

peratures [27]. For excitation well above the bandgap, the photo-carriers undergo very

rapid Coulomb and optical phonon scattering, leading to a direct population of excitonic

states through the optical phonon decay within 0.6-0.9 ns of photo-excitation [24]. As the

carrier density increases, the Coulomb interaction is screened while the conduction and va-

lence band states near the band edge become occupied, producing band filling, absorption

bleaching, and renormalization of the bandgap energy to lower values [27]. The excitons

interact with acoustic phonons and other excitons to form a hot-exciton gas, which thermal-

izes above the lattice temperature [1]. The hot-exciton gas cools by emission of acoustic

phonons in a process similar to photo-excited electron relaxation, and requires surfaces,

defects, or phonons to radiatively recombine [1]. Excited exciton states are not believed to

play a large role in the absorption or relaxation dynamics as their oscillator strengths are

small; instead functioning as intermediate states as excited carriers relax to the zone center

Γ [1].

Many studies have characterized the behavior of excitons in GaAs quantum wells as the

quantum confinement increases the thermal stability of the excitons to room temperature

[23, 26, 27]. The excitonic absorption in a GaAs quantum well is shown in Figure 3.1 for
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Figure 3.1 Dynamics of the heavy hole exciton peak absorption as a function of time delay
for non-resonant 300 K excitation (dashed line); resonant excitation at 300 K (solid line)
and resonant 15 K excitation (dot-dashed line) showing the dramatic change in absorption.
Reprinted figure with permission from [27]. Copyright 1985 by the American Physical
Society.

different excitation conditions: non-resonant excitations induces Coulomb screening, while

resonant excitation produces bleaching of the excitonic absorption. The excitonic bleaching

recovers to a value determined by Coulomb screening as the excitons are ionized by LO

phonons in about 300 fs at 300 K. For 15 K, the LO phonon density is negligible and the

resonant pumping produces a similar bleached absorption signature, followed by a recovery

time on the order of 10 ps, indicating the fast recovery at room temperature is the result of

phonon ionization of the excitons. The bleaching effect is attributed to phase-space filling

of the single particle states during resonant excitation. Ionization by LO phonons produces

carriers with about 25 meV of excess energy, creating higher temperature distributions and

thereby reducing the band filling and screening effects. [27]
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Figure 3.2 Non-resonant exciton formation. a) Exciton formation with 21 meV excess
energy at a lattice temperature of 6 K. The change in conductivity is shown in the left panel
and change in dielectric function is shown on the right for several time delays. The red
lines at t=0 indicate the Drude fit. b) Time evolution of the induced dielectric function
response at 4.1 meV showing a decay of conductive properties. Inset: schematic evolution
of the electron-hole gas dominated by unbound quasiparticles with excitonic correlations
into a population of pure excitons. Reprinted by permission from Macmillan Publishers
Ltd: Nature [23], copyright (2003).

The formation, population relaxation and ionization of excitons in GaAs quantum wells

have been characterized by optical pump-THz probe for resonant and non-resonant exci-

tation. Resonantly excited exciton populations are observed to decay within several hun-

dred ps of photoexcitation and the exciton peak broadens significantly with temperature,

evolving from a Lorentzian oscillator to Drude-like spectrum. However, non-resonantly

excited excitons follow a completely different evolution: features build up after excitation

over hundreds of ps until a sharp exciton line shape is evident (see Figure 3.2a) at 1,000

ps around 7 meV. Two distinct timescales for exciton formation are discussed: a quasi-

instantaneous appearance of excitonic enhancement and a slower full transformation from

a photo-excited plasma to a charge-neutral excitonic phase as in Figure 3.2b. The slow in-

crease from negative to positive dielectric values is attributed to a decreasing contribution

from the conducting electron-hole gas. The formation of excitons at time delays hundreds
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of ps after photo-excitation is characterized by the co-existence of bound and unbound pairs

which eventually forms an insulating state. [23]

Figure 3.3 Theoretical differential absorption spectra for T=2 K (solid), 25 K (dashed) and
100 K (dotted) induced by thermally occupied excitons. a) Total signal, b) Pauli blocking,
and c) Coulomb contributions. Reprinted figure with permission from [28]. Copyright
1999 by the American Physical Society.

Numerical calculations suggest the total differential absorption is similar to the Coulomb

interaction-induced response with additional weak bleaching at the exciton peak induced

by Pauli blocking. Bleaching of the excitonic state from Pauli blocking decreases with

increasing temperature, as can be seen in Figure 3.3a. The Coulomb-induced bleaching de-

creases from 2 to 25 K and increases from 25 to 75 K, indicating coupling of energetically
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higher excitons to the 1s state as seen in Figure 3.3c. The Pauli blocking contribution in

Figure 3.3 is small, suggesting the total signal at these temperatures is essentially the re-

sult of the Coulomb interaction. Furthermore, the calculations indicate a strong non-linear

coupling of low energy free carriers to the 1s exciton state induces the bleaching effects at

all temperatures. [28]

The work presented here continues the analysis of exciton formation and relaxation by

considering the effects in a bulk system quantized by an applied magnetic filed. The exciton

binding energy in bulk GaAs require the sample temperature to stay below 49 K. The

normally degenerate exciton spin states are investigated separately through the application

of a magnetic field. Bleaching of the transitions between the excitonic 1s ground state

and the spin split 2p excited state are observed; however, the dynamics of the bleached

transitions and its implications have never been reported.

Experimental Setup

A commercial bulk semi-insulating (100) GaAs wafer 400 µm thick is held at different

cryogenic temperatures in a superconducting magnet. Magnetic fields up to 10 T are ap-

plied perpendicularly to the sample surface and parallel to the incident beams in the Faraday

geometry. A ps NIR pump laser and FIR probe are incident normal to the sample surface.

The GaAs is excited at photon energies above the bandgap in the low fluence regime. The

probe transmission through the sample is measured using a spectrometer and bolometric

detector. The experimental setup has been detailed previously [29, 30, 31]. A schematic of

the experimental setup is shown in Figure 3.4.
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Figure 3.4 Experimental setup at the NSLS for optical pump-THz probe using the syn-
chrotron storage ring as a broadband probe and synchronizing a laser pump. Reprinted
with permission from [29]. Copyright 2002, AIP Publishing LLC.

Static absorption spectroscopy of GaAs

Static absorption spectroscopy is performed to determine the transmission of the sample,

check for free carrier absorption, determine laser heating of the sample, and characterize

the field-dependent variations of the interband transitions. The static transmission (T0) in

the frequency range of 18-110 cm−1 is measured to be 51.9%. Table 3.1 provides an energy

comparison between common spectroscopic units.

Energy (eV) Wavelength (nm) Wavenumber (cm−1) Temperature (K)
1.24 1000 10,000 2,898

0.124 10,000 1,000 290
0.00124 100,000 100 29

Table 3.1 Energy in different units for comparison.
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Figure 3.5 Temperature dependence of the background exciton population. The excitons
are observed to dissociate around 30 K.

Figure 3.5 shows the temperature dependence of the background exciton population in the

absence of an applied magnetic field. The binding energy of the exciton corresponds to

a temperature of approximately 49 K. The temperatures listed are those measured in the

sample holder and therefore do not take into account laser heating. From the figure, it is

clear that sample heating due to the incident laser causes a local temperature rise of about

15-20 K, dissociating the excitons around a sample holder temperature of 30 K.

The application of a static magnetic field to a bulk semiconductor enhances absorption and

causes oscillations known as the Franz-Keldysh effect [14, 32]. The band edge shifts to

higher energies as the field is increased as can be seen in Figure 3.6 along with oscillations

above the band edge. The shift in the absorption band will be evident in the population of
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Figure 3.6 Field dependence of the GaAs absorption edge at 20 K showing the shift in
absorption with applied magnetic field.

the Landau levels with increasing magnetic field.

Photo-Induced Spectroscopy

The static FIR transmission of the GaAs wafer is measured by comparing populations of

photo-induced carriers when the laser is illuminating the sample to the population when the

laser is blocked. In this manner, the increased absorption from the photo-excited carriers

can be measured. The excitation wavelength of the pump laser is 805 nm. The spectro-

scopic response as a function of applied magnetic field is shown in Figures 3.7 and 3.8 for

sample temperatures of 50 and 5 K, respectively.
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Figure 3.7 Left: Photo-induced Absorption Spectra of GaAs at 50 K as a function of field.
At 0 T, the Drude absorption tail can be seen. As the magnetic field increases, the cyclotron
resonance peak is observed to form and move to higher frequencies with field. Right: The
center frequency of the ECR peaks derived from a Lorentzian fit.

Figure 3.7 shows the static photo-induced spectra as a function of applied magnetic field for

a temperature of 50 K. The data (symbols) are fit with single Lorentzian peaks (lines). At

0 T (black squares), the Drude tail of the conductivity can be seen, indicating a population

of excited carriers. For non-zero applied fields, the ECR frequency is observed to follow

the Landau level field dependence of eB
m∗ . The center frequency of each peak is shown on

the right of Figure 3.7 and the fits shown indicate the observed effective mass m∗=0.073

as well as the accepted static effective mass in GaAs of 0.067. The deviation from the

static effective mass is an indication that the excited carriers are not at the zero momentum

position of the Landau level and instead are at higher momentum positions in the band.

Figure 3.8 shows the static photo-induced absorption spectra obtained at 5 K for different

applied magnetic fields. In contrast to the 50 K data, three peaks are observed for fields

greater than 1 T. A single peak exists at 0 T which was not present at 50 K. This peak is the
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Figure 3.8 Left: Photo-induced Absorption Spectra of GaAs at 5 K. The cyclotron reso-
nance is clearly observed for all non-zero applied magnetic fields, as well as two exciton
transition peaks at different frequencies. Right: The center frequencies of the three peaks
derived from Lorentzian fits as a function of applied magnetic field.

exciton binding energy observed in Figure 3.5. At 1 T, the ECR peak is evident as well as

the exciton peak. By 2 T, the exciton peak has split into two modes, one of which increases

in energy with applied field while the other stays approximately constant. A model com-

paring the mode frequencies with known transitions in the magnetic field-confined bulk

GaAs system is presented in Figure 3.9.

At low temperatures, the equilibrium population of excitons resides primarily in the 1s

state. The standard dipole selection rule ∆l=±1 makes the 1s→2p±1 transitions the strongest.

The same dipole selection rule applies to transitions between the Landau levels which are

only confined to motion around the magnetic field lines and experience parabolic disper-

sion in the~z direction as a result of the experimental geometry. The three experimentally

measured modes correspond well with the theoretical transition frequencies predicted for

Landau levels and the 1s→2p±1 transitions [33] as can be seen in Figure 3.9a.
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(b)(a)

Figure 3.9 Static absorption spectra and transition model at 10 K. a) Mode frequencies as
a function of applied field. Symbols: Experimental data. Lines: Theoretical transitions
within Landau levels and excited bound states, from [33]. b) Schematic depiction of the
energy transition in GaAs in a 5 T applied magnetic field. The applied field quantizes the
conduction band into Landau levels and removes the spin degeneracy of the bound exciton
levels. The dominant transitions occur between Landau levels (indicated by green symbols
and arrows in (a) and (b), respectively), the 1s→ 2p−1 transition (indicated by red symbols
and arrows in (a) and (b), respectively) and the 1s→ 2p+1 transition (indicated by blue
symbols and arrows in (a) and (b), respectively).

Figure 3.10 compares static photo-induced measurements taken for different probe polar-

izations after photo-excitation at 795 nm and 5 K in order to verify the transition assign-

ments. Single spectra measured at 5 T are shown on the left and composite spectra for

fields 0-10 T are shown on the right. No circular polarizer was used in the measurements

in the top panels. The middle panels show the response for left circular polarization of the

probe and the bottom panels show the response for right circular polarization of the probe.

The absorption feature near 37 cm−1 for B=0 is assigned to the 1s→ 2p transition of the
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Figure 3.10 The static photo-induced transmission is shown at 5 K for an excitation wave-
length of 795 nm and approximately 200 mW for different THz probe polarizations. a) and
b) show the spectra for no polarizer (in 1 T increments), c) and d) show the spectra for a
left circularly polarized THz probe (0.5 T increments) while e) and f) give the spectra for a
right circularly polarized THz probe (0.5 T increments). Plots a), c), and e) show a single
5 T field measurement while b), d), and f) show composite spectra for applied magnetic
fields from 0-10 T. Reprinted from [34], Copyright (2014), with permission from Elsevier.
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exciton. As the magnetic field increases, this transition splits into two features with differ-

ent field dependence and can be understood by considering the orbital momentum of the 2p

exciton state. At 0 T, the 2p state quantum numbers are degenerate, but this degeneracy is

lifted in the presence of the magnetic field. The selection rules governing light absorption

require an angular momentum quantum number change of 1; therefore, the allowed transi-

tions from the 1s state with 0 angular momentum are either to the 2p−1 or 2p+1 states. The

circularly polarized probe distinguishes the transition states by their angular momentum

change. Thus, the 1s→ 2p−1 transition is defined by an angular momentum change of -1,

while the 1s→ 2p+1 and the ECR Landau level transitions are characterized by an angular

momentum change of +1. [34]

Figure 3.11 shows the photo-induced spectra of GaAs at 5 T and 5 K for a range of ex-

citation energies above and below the bandgap. From the figure, the three modes are ob-

served to broaden and increase in intensity as the excitation energy decreases. Figure 3.12

shows the result of fitting the static photo-induced spectral modes shown in Figure 3.11 as

Lorentzian oscillators. The oscillator strength and mode widths decrease with excitation

energy above the bandgap of GaAs which is approximately 1.52 eV at 20 K. This likely

indicates a saturation of the available states is taking place [14]. Further evidence of satu-

ration is observed in the time-resolved spectra. Furthermore, the excitonic states decrease

in strength with increased excitation energy, suggesting increased carrier momentum is

disrupting the weakly bound states.

Time-Resolved Pump and Probe Spectroscopy

Transmission spectra for different time delays after photo-excitation are collected and nor-

malized by the transmission spectra measured just before coincidence, in this case approx-

imately 18 ns after the previous excitation pulse. The result is the photo-induced change

in transmission over a spectral window from approximately 25-115 cm−1. Since the stor-
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Figure 3.11 Photo-Induced Absorption Spectra of GaAs at 5 T and 5 K. The bandgap of
GaAs is nominally around 1.52 eV at this temperature and significantly greater absorption
and scattering are observed below the bandgap. The 1s→ 2p−1 transition is located around
30 cm−1, the ECR frequency is at 68 cm−1 and the 1s→ 2p+1 transition is around 105
cm−1.

age ring bunches cannot be time delayed as in a typical pump-probe experiment, the pump

laser instead is triggered at pre-determined time delays with the peak in the convolution

of the two pulses being defined as the zero delay. Measurements are taken for a variety

of photo-excitation energies above the bandgap and for fields where the three modes are

distinct within the spectral window; namely 4-6 T.

Differential Transmission of GaAs

The time-resolved differential transmission spectra at 5 T, 795 nm and 5 K are shown in

Figures 3.13 and 3.14. Figure 3.13 shows the formation of the response while the Fig-
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Figure 3.12 The oscillator strength and width derived from the Lorentzian oscillator fits of
the photo-induced spectral modes in Figure 3.11 are shown as a function of photo-excitation
energy for 5 T and 5 K. The strength and width of the modes decreases as excitation en-
ergy increases, likely the result of saturable absorption. The excitonic states experience
a decrease in peak height with increased excitation energy, suggesting increased carrier
momentum is disrupting the weakly bound states.

ure 3.14 shows its decay at various time delays.

The transient spectra show three modes present in the static spectra of the previous section;

however, the exciton transitions clearly display bleaching of the absorption peak while the

ECR mode grows in strength with photo-excitation. The bleaching suggests phase-space

filling of the states involved in the transition is occurring [27]. The ECR width is observed

to narrow during the first ns after excitation while the exciton modes broaden. Narrowing of

the ECR mode has previously been attributed to electronic relaxation from higher Landau

levels to lower ones, reducing the number of transitions contributing to the mode strength

and thus narrowing the width over time [35].

The strength of the ECR transition relaxes over several ns, indicating the timescale for the
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Figure 3.13 The formation of the differential transmission response at 5 T, 5 K and 795 nm.
Zero time delay is defined as the ECR signal maximum. A transient bleaching is observed
for the exciton transitions while the ECR mode grows in strength.

free electrons to form bound states or recombine and leave the ECR mode. Previous studies

of carrier relaxation dynamics through Landau levels in Be doped GaAs indicated impurity

scattering controls the relaxation rate [36].

Figures 3.15 and 3.16 show the effective mass derived from the ECR resonance as a func-

tion of time for different excitation wavelengths and applied fields. The excited carriers

populate a range of Landau levels with higher effective masses and relax toward the lowest

Landau level as the carriers thermalize [37]. Comparing Figures 3.15 and 3.16, it is clear
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Figure 3.14 The decay of the differential transmission at 5 T, 5 K and 795 nm.

that the application of higher magnetic fields results in the population of higher Landau lev-

els for the same excitation wavelength, consistent with the shifting of the absorption edge

seen in Figure 3.6. The Landau level width is known to narrow with increasing field. This

suggests for the same photo-carrier population densities and energies, electrons in higher

magnetic fields occupy higher momentum states in the conduction band.

Figure 3.17 shows the oscillator strengths of the ECR and exciton transition modes as a

function of time. The left side of the figure shows them as-measured, while the right side

has been scaled and the bleached transitions plotted as positive to aid in comparison. Car-

riers in both exciton transition modes initially populate the 1s state, therefore the bleaching
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Figure 3.15 Effective mass comparison for different applied magnetic fields at 784 nm and
5 K. The effective mass values increase with increasing field, suggesting carriers are able
to occupy higher energy Landau levels for the same excitation energy and the applied field
increases.

observed on the left of Figure 3.17 is a result of differences in final state occupation rather

than a reduction in initial state occupation. The bleached modes are observed to recover

more quickly to the pre-excitation values than the ECR mode.

It can be seen on the right side of Figure 3.17 that the 1s→ 2p−1 transition maximum is

delayed 1 ns relative to the peak of the ECR absorption and the 1s→ 2p+1 transition. Fur-

ther, the 1s→ 2p−1 mode is still increasing in strength while the other two have started to

relax. The timescale of the 1s→ 2p−1 absorption bleach suggests carriers in this bound

transition are affected by the relaxation of warm free carriers through the Landau levels.

The effective mass and oscillator strength variations in time provide evidence of two re-

laxation pathways. Non-zero momentum transitions between Landau levels through elastic
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Figure 3.16 Effective mass comparison for different excitation wavelengths for applied
fields of 4, 5 and 6 T at 5 K.

impurity scattering has been suggested for doped systems [36], where larger momentum

changes are needed for the transition as the applied field increases. The excited carriers

subsequently relax to the bottom of the Landau level through interband scattering. This

explanation is consistent with the observations presented here of free carriers excited into

higher momentum states as the applied field increases. The other relaxation pathway is

a zero angular momentum transition to lower energy levels by resonant scattering of the

free carriers with electrons bound in the 1s level. The bound electrons are then promoted

to the 2p−1 level, resulting in temporary bleaching of the 1s→ 2p−1 transition from fi-

nal state blocking. The subsequent relaxation steps involve lattice thermalization with the

lowest bound electron levels, and is observed as the delayed bleaching of the 1s→ 2p−1

transition.
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Figure 3.17 Oscillator Strengths of the ECR and exciton transitions at 5 T, 5 K, and 784
nm. The left figure shows the oscillator strengths as-measured. The right figures shows
the exciton transition oscillator strengths scaled to the approximate strength of the ECR
transition to aid in comparison of the time evolution of the response. The ECR and 1s→
2p+1 transition are populated on the same timescale, while the 1s→ 2p−1 transition follows
about 1 ns later.

Summary

Two distinct relaxation mechanisms through Landau levels in intrinsic bulk GaAs are ob-

served following photo-excitation at low temperatures. The first is electronic relaxation

through Landau levels and is measured through variations in the effective mass. This relax-

ation is observed to slow with increasing magnetic field, consistent with elastic scattering

between Landau levels. The second relaxation mechanism observed is the transient bleach

of the exciton transition 1s→ 2p+1 which coincides with the electronic relaxation through

Landau levels. Based on the observations reported here, the bleaching of the transition

is likely caused by final state blocking of the 2p−1 exciton level, which has never before

been reported. This work suggests two mechanisms for electronic relaxation are occurring

simultaneously.
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CHAPTER 4

RELAXATION PATHWAYS IN ERAS:GAAS SYSTEMS

Nothing is too wonderful to be true if it be consistent with the laws of nature.

Michael Faraday

Introduction

Gallium arsenide is a semiconductor widely used in microwave and millimeter integrated

circuits, infrared LEDs, lasers, and solar cells. Introducing ErAs nanoparticles provides

a way to controllably tune the optical and electronic properties of GaAs. However, the

fundamental carrier relaxation dynamics need to be fully understood in order to realize

the myriad technical applications for such systems. The following systematic study char-

acterizes the dynamics of high volume fractions (0.5-10%) of randomly distributed ErAs

nanoparticles embedded in a GaAs matrix in the first few picoseconds following photo-

excitation. The relaxation pathways are observed to be highly dependent on photo-carrier

energy and density, as well as ErAs nanoparticle density. The results indicate the interface

between ErAs and the host matrix forms an embedded Schottky barrier which acts as a trap

as well as a source, injecting carriers into the GaAs conduction band. A simple model of

the dynamics in a low fluence regime is presented. The array of high nanoparticle densities

studied and the characterization of the relaxation pathways at multiple carrier excitation

energies represents the most complete fundamental investigation of these systems to date.

Gallium arsenide is the material of choice for high speed photoconductive devices such

as p-n junctions, solar cells, ultrafast optical switches, photomixers, and thermoelectric
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structures [38]. Hybridized metal nanostructure/GaAs systems controlled by ultrafast op-

tical pulses can achieve much faster switching than is attainable by phase change, voltage

driven carrier injection, liquid crystals or modulation of superconductivity [39]. Inter-

est in the embedded nanoparticle ErAs:GaAs composite system stems from the ability to

control the optical and electronic properties of GaAs by incorporating semi-metallic ErAs

nanoparticles without altering the position of the GaAs bandgap [40] and retaining high

quality, atomically sharp ErAs/GaAs interfaces [41, 42]. The composite system displays

tunable photo-carrier relaxation with ultrashort relaxation times spanning two orders of

magnitude [8, 40], while achieving greater film quality [38, 43, 44, 45] and transport char-

acteristics than LT grown GaAs [4, 7, 38, 46, 47, 48, 49, 50]. These features have made

the ErAs:GaAs system highly promising for integration into GaAs-based opto-electronic

devices [4, 8, 51, 52, 53, 54, 55]. However, the fundamental relaxation phenomena of these

systems must be fully characterized before such applications can be realized.

To date, characterization of the relaxation dynamics in ErAs:GaAs composites has focused

on optimizing ultrashort relaxation times in superlattice structures with low ErAs volume

fractions as such systems show promise for THz device applications. These studies utilize

the bonding differences between the ErAs rocksalt and GaAs zinc blende crystal structures,

which introduce localized trap states into the bandgap of GaAs [48, 56]. The trap states

act as non-radiative recombination sites for photo-excited GaAs carriers [5, 6, 8, 40], and

carrier trapping times are altered by varying superlattice spacing [6, 40].

The following work elucidates the relaxation pathways in ErAsx:GaAs1−x nanoparticle sys-

tems by focusing on the ultrafast response of single ErAs:GaAs layers. The sample geom-

etry and high ErAs nanoparticle volume fractions give rise to the unique and unexpected

optical responses observed. These systematic studies show competing relaxation effects ex-

ist in ErAsx:GaAs1−x composites. Photo-carrier trapping by the localized interface states
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and scattering of carriers from the interface states into the GaAs conduction band com-

pete for dominance in the optical response. The strength of each component depends on

the carrier momentum, availability of trap states and density of the excited carriers. The

response is therefore highly sensitive to the photon energy, trap density, and carrier den-

sity. A phenomenological model of a three level system is presented which reproduces the

observed carrier dynamics to a high degree of accuracy. Carrier dynamics are studied for

three photon energies to identify relaxation pathways for each state in the model system.

State of Research

The growth process for these systems has been well characterized for ErAs volume frac-

tions up to 4.5% with high levels of stability and reproducibility [9, 40, 44, 45, 51, 57, 58].

The ErAs:GaAs interface has been characterized electronically, showing evidence of Schot-

tky diode behavior as well as significant levels of dark current [48, 55, 59, 60]. Optical char-

acterization has been limited to superlattice structures with repeat layers of embedded ErAs

nanoparticles, as these structures show promise for THz frequency devices [5, 6, 8, 40].

Growth Process

Erbium arsenide has low solubility in GaAs, leading to precipitates in the GaAs matrix

[44]. The growth of ErAs nanoparticles in GaAs is driven by surface chemistry [40, 57]

where the density and size of the particles may be controlled by the growth parameters:

higher growth temperatures produce larger particles and greater ErAs deposition produces

a higher density or reduced distance between the particles (Figure 4.1) [51, 58]. Depositing

less ErAs than is required to form a complete film produces isolated nanoparticles [9]. In

the low coverage regime, particle size stays roughly constant while the number of particles

increases with Er deposition; however, for coverages larger than 0.5 monolayers (ML) the

particles may extend laterally in the (001) plane or coalesce [9, 45].
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Figure 4.1 AFM and current density of varying ErAs deposition at two growth tempera-
tures. The top panels of a) and b) show the surface topography of the 1.6 ML samples
for both growth temperatures. The remaining panels show the cross-sectional TEM of 0.4,
0.8, 1.2 and 1.6 ML ErAs deposition. c) The average current density derived from multiple
measurements on each sample and the GaAs reference. Reprinted with permission from
[51]. Copyright 2012, AIP Publishing LLC.

The Bulk ErAs:GaAs Interface Structure

Energy band structure calculations of ErAs:GaAs indicate the composite system is not sim-

ply a superposition of the bulk GaAs and ErAs bands; the ErAs remains semi-metallic due

to the presence of interface states sensitive to structural arrangement [61]. Depending on

the crystallographic orientation and the structure at the ErAs:GaAs interface, the bond-

ing character can vary significantly. The (011) interface provides nonpolar termination

for both crystal structures where there are insufficient electrons to form full bonds as the

tetrahedral bonding configuration of GaAs would require [48]. Therefore, the GaAs side

of the interface contains dangling bonds, giving rise to a finite density of electronic states
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within the bandgap corresponding to extended states on the ErAs side of the interface [48].

At the (001) interface, the polar GaAs and non polar ErAs produce two possible models

of the structure exist: a Gallium-terminated ”chain” structure or an Arsenide-terminated

”shadow” structure (Figure 4.2) [48, 62]. In the chain structure, 3/4 filled Ga bonds exist

across the interface and the Fermi level of the ErAs becomes pinned below the conduction

band minimum at the level producing charge neutrality [48]. In the shadow model, the As

bonds are partially filled and the Fermi level is pinned near the valence band maximum

[48]. Fermi level pinning across the interface produces Schottky diode character where the

height of the barrier can be tuned from 100-620 mV by varying composition, doping, and

interface orientation [48, 55, 59, 60].

Figure 4.2 Structural model of the ErAs:GaAs (001) Interface: a) chain model (Ga dan-
gling bond) and b) is the shadow model (As dangling bond). The white spheres are As ions,
red are Er and the grey are Ga. The models represent the local structure at the interface.
Reprinted with permission from [62]. Copyright 1998, AIP Publishing LLC.
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The (001) direction of ErAs can be grown epitaxially on (001) GaAs with a slight distortion

of the ErAs rocksalt structure [57]. ErAs lattice constant is 1.6% larger than that of GaAs,

producing compressive strain [40, 63]. In-plane registry of ErAs films grown over GaAs

indicates nearly perfect stacking of different crystal structures where the interface forms

with Er substituting for Ga sites [43]. TEM and x-ray diffraction (XRD) analysis by mul-

tiple groups [43, 56] indicate the Arsenide-terminated shadow structure is correct, while

TEM by another group [41] indicates the Gallium-terminated chain model is correct for

ErAs thin films epitaxially grown on GaAs. The scanning TEM images in Figure 4.3 show

the interface is atomically abrupt, with no dislocations or planar faults and the As sublattice

is continuous across the interface [41]. Image contrast makes it difficult to determine the

correct model from the [110] direction alone as the spacing between the Er-Ga-As triplet is

near the resolution of the microscope; however in the [11̄0] direction the Ga-As dumbbells

alternate with Er at the interfaces as expected for the chain model [41]. In addition, the

[11̄0] interface shows Ga termination on the GaAs side (indicated by arrow) [41].

Electrical Characterization of the Embedded Nanoparticle ErAs:GaAs Interface

Semi-metallic ErAs nanoparticles act as buried Schottky barriers with overlapping deple-

tion regions [47], potentially depleting both donors and acceptors. The Schottky barrier

height is observed to increase as the number of carriers on the nanoparticles increases [59].

Differential conductivity measurements shown in Figure 4.4 indicate the presence of an

interface state 0.2 eV above the GaAs fermi level which is absent in bulk and thin films of

ErAs. Charges in this state are observed to decay into the GaAs matrix [56].

Previous Optical Studies of Superlattice Structures and Related Systems

For single ErAs thin films epitaxially grown on GaAs, a spectrally narrow (0.6 meV) op-

tical absorption centered at 1540 nm exists due to intra 4f-shell transitions of the Er3+
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Figure 4.3 TEM images of the ErAs/GaAs interfaces. Left: High-angle annular dark-field
TEM images of the ErAs/GaAs interface along [110]. The overlay represents the atomic
column positions consistent with the chain model and the observed image contrast. The
large blue disks represent As atoms and the small red and yellow disks represent Er and Ga,
respectively. Right: High-angle annular dark-field TEM image of the ErAs/GaAs interface
along [11̄0]; perpendicular to [110]. The arrows mark the positions of the last Ga atoms in
the semiconductor. Reprinted with permission from [41]. Copyright 2005, AIP Publishing
LLC.

electrons [64]. In contrast, when the ErAs is embedded in GaAs-based semiconductors,

Er3+ luminescence is noticeably absent [47]. Instead, the incorporation of ErAs introduces

localized states into the compound semiconductor bandgap, creating non-radiative decay

channels which significantly reduce the carrier relaxation time.

The ultrafast optical response of several ErAs:compound semiconductor systems is sum-

marized. Evidence is given to support excited carriers being captured by the localized states

within the first few ps of excitation. The response of the systems to photo-excitation varies

little with photon energy and the carrier capture times may be tuned by varying the spacing

between ErAs nanoparticle-incorporated layers.

The first study discussed measured the optical conductivity of a GaAs reference wafer and

ErAs:GaAs nanoparticle composites in a superlattice geometry using the optical pump-THz
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Figure 4.4 Differential conductance of embedded ErAs nanoparticles. (a) Averaged Differ-
ential Conductance for ErAs nanoparticles and the GaAs matrix. (b) Individual differential
conductance spectra directly above a nanoparticle and moving in incremental steps into the
GaAs matrix. The arrow in part (b) indicates the location of the interface state which is
not present in the separate GaAs or ErAs nanoparticle spectra (a). Reprinted figure with
permission from [56]. Copyright 2011 by the American Physical Society.

probe technique. Figure 4.5 shows the change in electric field and the optical conductivity

for the GaAs reference following 1.55 eV excitation at room temperature. The results indi-

cate a long-lived carrier population is excited by the above the GaAs bandgap and is slowly

evolving to the pre-pump state after 500 ps. In contrast, Figure 4.6 shows the change in

electric field and optical conductivity of ErAs:GaAs superlattices for two different superlat-

tice spacings: L=25 nm on the left and L=50 nm on the right. The ErAs:GaAs conductivity

measurements indicate rapid trapping of carriers excited in GaAs and trapped by the ErAs

nanoparticles on a sub-ps time scale. The trapping is characterized by a single exponential

decay and the carrier lifetime increases for the larger ErAs layer spacing. The mobilities of

the ErAs systems are comparable to the GaAs mobilities, indicating pump induced changes

in the optical conductivity are the result of carrier density changes. The time dependent car-

rier density is given as N(t)=N0e−t/τ and the carrier densities in the ErAs systems return

to pre-pump values within the first few ps. Additionally, the carrier capture times increase
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Figure 4.5 Optical-pump THz-probe of GaAs reference. Left: Normalized change in the
electric field strength for the GaAs reference with a pump fluence of 19 µJ/cm2. Right:
Induced conductivity as a function of time delay for 1.55 eV excitation. Reprinted with
permission from [6]. Copyright 2005, AIP Publishing LLC.

Figure 4.6 ErAs:GaAs superlattice optical pump-THz probe response for 1.55 eV excita-
tion. a) Change in electric field strength for L=25 nm sample. b) Change in electric field
strength for L=50 nm sample. c) Conductivity vs time for L=25 nm sample. d) Conductiv-
ity vs time for L=50 nm sample. Reprinted with permission from [6]. Copyright 2005, AIP
Publishing LLC.
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Figure 4.7 ErAs:GaAs superlattice transient reflectivity. Left: ErAs:GaAs superlattice
differential reflectivity change for different superlattice periods L. Right: ErAs:GaAs su-
perlattice time constant of initial transient decay as a function of superlattice period L.
Reprinted with permission from [40]. Copyright 1999, AIP Publishing LLC.

with the pump fluence as the nanoparticles saturate, resulting in more excited carriers re-

maining in the GaAs conduction band at early times and contributing to the THz signal

until being captured. [6]

The left side of Figure 4.7 shows the ultrafast optical pump-probe response of ErAs:GaAs

superlattices grown with varying distances between superlattice periods but otherwise iden-

tical conditions. The degenerate pump-probe reflectivity response at 1.509 eV shows a sig-

nificant alteration of the response from the GaAs reference with superlattice layer spacing.

The GaAs reference maintains a large reflectivity signal within the time window which is

attributed to initial carrier thermalization, followed by cooling of hot carriers to the conduc-

tion band edge and subsequent recombination. The ErAs systems show an initial positive

transient, followed by a reduction to values close to the baseline within a few ps. The su-

perlattice spacing alters both the magnitude of the response as well as the decay time of

the initial transient, with the shortest spacing displaying a negative transient. The ErAs

containing samples show GaAs-like excitation initially, but the photo-carriers are then cap-

tured by the ErAs nanoparticles which results in the transient decay. The data are fit with
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exponential functions to extract the time constants. The decay time constant is shown on

the right of Figure 4.7 and the error bars are the variation of the measured time constants

with wavelength. Two possible explanations for the increased carrier capture time with

superlattice period are given: 1) the number of capture sites per unit length increases with

superlattice period which assumes the occupation of the capture site is the limiting factor

in capture time and 2) as the period increases, the carriers need more time to reach the

capture sites with travel time being the limiting factor. The quadratic fit shown on the right

of Figure 4.7 is consistent with the diffusion explanation, however it is acknowledged as

too simplistic. [40]

Further work on the ErAs:GaAs system indicates the intrinsic carrier capture time can be

tuned from 190 fs to 17 ps by changing only the GaAs superlattice spacer layer thick-

ness from 10 nm to 400 nm. The authors explain the capture of exited carriers in a two

step process: diffusion toward the ErAs nanoparticle plane and subsequent carrier capture.

However, a simple diffusion model does not accurately fit the observed carrier capture times

and the cause of the deviation remains elusive. [8]

In ErSb:GaAs superlattices, the carrier lifetime is found to depend on the distance between

the superlattice layers, the ErSb deposition amount and ErSb nanoparticle size. Probed at

1550 nm, the ErSb:GaAs superlattices display a change in slope with relaxation time as

seen in Figure 4.8 for different superlattice periods. The time constants τ1 and τ2 derived

from this data are attributed to a fast initial carrier decay and secondary recombination,

respectively. Both lifetimes are observed to increase with layer thickness in Figure 4.9d.

Samples containing more than 0.5 ML of ErSb contained no evidence of the secondary

recombination τ2, likely the result of efficient capture [65].

AFM images of two of the samples grown at different rates (0.04 ML/s (i) and 0.09 ML/s
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Figure 4.8 Left: ErSb:GaSb superlattice normalized differential transmission for different
ErSb depositions in a 30 period, 20 nm spacing superlattice. The inset shows the sample
structure. Right: ErSb:GaSb superlattice normalized differential transmission for different
layer spacings in a 620 nm thick ErSb/GaSb superlattice with 0.1 ML of ErSb per layer.
The number of periods is adjusted to maintain a constant thickness and thus increases the
density of ErSb particles. The left side of the dashed line is fit to obtain τ1 and the right side
is fit to obtain τ2. Reprinted with permission from [65]. Copyright 2004, AIP Publishing
LLC.

(ii)) are shown in Figure 4.9 where the same lattice period and total ErSb deposition of 0.75

ML are maintained. The faster growth rate results in higher densities of smaller particles

while the slower growth rate produces larger, sparsely distributed particles. The lifetime

of the samples with different growth rates is shown in Figure 4.9b and shows that the

smaller, dense distributions of nanoparticles have shorter lifetimes. Figure 4.9c contains

the lifetime as a function of ErSb deposition per layer. The carrier lifetime decreases to an

apparent minimum value on the order of the measurement resolution. [65]

Based on the above studies, the results from single layer ErAs:GaAs systems are anticipated

to show shorter carrier lifetimes for higher ErAs deposition as the inter-particle spacing will

decrease. No significant excitation wavelength dependence or dynamic processes other

than carrier trapping and thermalization are expected. Using a single ErAs layer geometry

should eliminate the inter-ErAs layer diffusion process from the dynamics.

65



Figure 4.9 a) Atomic force microscopy image of 0.75 ML deposition of uncovered ErSb
islands on GaSb grown at (i) 0.04 ML/s and (ii) 0.09 ML/s. b) The calculated lifetime τ1
plotted as a function of growth rate for 0.5 ML ErSb per layer in a 30 period, 20 nm spacing
superlattice. c) The calculated lifetime τ1 plotted as a function of ErSb deposition per layer
for a 30 period, 20 nm spacing superlattice. d) The calculated lifetimes τ1 and τ2 plotted as
a function of period spacing in a 620 nm thick superlattice with 0.1 ML of ErSb per layer.
Reprinted with permission from [65]. Copyright 2004, AIP Publishing LLC.

Single Layer ErAs:GaAs Dynamics

The dynamics of single layer ErAs:GaAs are significantly different from those reported in

superlattices and related Er compound semiconductor systems. Longer carrier lifetimes are

observed with increasing ErAs deposition. Significant wavelength dependence is observed

and suggests a previously unreported dynamics process is taking place.

Sample Structure and Growth

The ErAsx:GaAs1−x is fabricated by collaborators in the Palmstrøm group at the Univer-

sity of California, Santa Barbara. The composite samples are grown in a Vacuum Generator
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V80H molecular beam epitaxy (MBE) chamber on a commercial GaAs wafer. The wafers

were bonded to molybdenum sample holders using indium. The growth conditions have

been detailed elsewhere [56]. The ErAs nanoparticles self-assemble [7, 9, 40, 47, 52] with

particle size and density independently tunable during the growth process [6, 40, 58]. The

growth temperature is held constant at 540◦C during deposition, producing nanoparticle

diameters of about 2 nm [51, 53, 56] for low volume fractions. Each composite sam-

ple consists of a semi-insulating substrate GaAs (001); 250 nm GaAs buffer; 300 nm of

randomly distributed ErAsx:GaAs1−x embedded nanoparticle layer grown by simultaneous

co-deposition of Er, Ga and As; followed by a 10 nm GaAs capping layer to prevent oxi-

dation (Figure 4.11a: inset). The composite layers have ErAs volume fractions of x = 0 to

10%. The ErAsx:GaAs1−x compositions are calibrated by reflection high energy electron

diffraction (RHEED) oscillations on ErAs and GaAs calibration samples. Before the optical

measurements, the samples are unmounted and the back sides are mechanically polished to

remove the indium used during bonding. The 0% volume fraction is used as an additional

reference to ensure the observed response is not due to the growth conditions, including the

possible presence of residual indium from the bonding layer on the back surface.

Experimental Details

The absorption data are acquired by spectroscopic ellipsometry and have been vertically

offset for clarity. For the time-resolved measurements, the output of a mode-locked 76 MHz

Ti:Sapphire laser with approximately 150 fs pulses is divided into cross-polarized pump

and probe beams. The probe beam is time delayed relative to the amplitude-modulated

pump beam, and a lock-in detection scheme is used (see Figure 4.11b). The pump is inci-

dent normal to the sample surface and the probe is incident at 20◦ to the surface normal.

The probe fluence is held constant at 0.5 µJ/cm2 throughout all measurements. The PPR

signal is given as the relative change in reflectivity induced by the pump pulse over the

background reflectivity measured by the probe (∆R
R0

) with a signal strength on the order of
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Figure 4.10 Absorption and Sample Structure of the ErAsx:GaAs1−x composite system. a)
Relative static absorption obtained by ellipsometry for ErAsx:GaAs1−x with x = 0− 10%
and intrinsic GaAs. The black arrows indicate the location of the absorbing features in
the band tails. The room temperature GaAs bandgap is located around 1.42 eV. Inset:
Schematic (not to scale) of the composite sample structures for x = 0−10%. b) Diagram
of the degenerate pump probe experimental setup. c) 1D cut through the ErAs nanopar-
ticle and GaAs matrix illustrating proposed dynamics in the composite system where the
conduction band (CB) and valence band (VB) of GaAs are shown and the ErAs/GaAs in-
terface gives rise to a Schottky trap within the bandgap and above the GaAs Fermi level
(E f ). The shaded areas indicate electron occupation and the arrows illustrate the dynamic
carrier processes.

10−3. Data are fit using multiple exponential functions to extract time constants, with the

error bars as indicators of fit uncertainty.

The PPR response of a semiconductor measures the relative change in the complex index of

refraction induced by optically excited carriers and evolves as carrier densities and energies

change. The signal shape depends on the relaxation pathways present for carrier cooling

and population decay, while the sign of the response depends on the probe energy relative
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to the bandgap [21, 22]. The measurements are all conducted in a low fluence (linear)

regime [15] and therefore not likely to induce Auger, nonlinear, or multi photon absorption

effects. The pump and probe measurements sample the change in carrier population excited

by the pump but detected within the spectral frequency range of the probe. For the case of

degenerate pump and probe, the method is a direct measurement of the population evolution

at the excitation energy. The measurement resolution is limited by the pulse width of the

laser and the accuracy of the optical delay line. The maximum time resolution of the

experimental system described is approximately 0.25 ps.

Results and Discussion

The relative static absorption of the samples is shown in Figure 4.11a for the GaAs fun-

damental absorption edge and band tails at 300K. The x = 0% ErAsx:GaAs1−x displays a

softening of the band edge with respect to the commercial GaAs reference. An additional

absorption feature within the band tails is seen in the ErAs-containing samples (indicated

by the black arrows in Figure 4.11a). This increased absorption feature is attributed to the

ErAs nanoparticles as it is noticeably absent in either the 0% or GaAs absorption spec-

tra. The slope of the band tails is also observed to increase with ErAs incorporation. The

presence of these absorption features and their effects on the dynamics of the system are

presented and discussed below.

Figure 4.11c is a cartoon of the proposed system dynamics in the vicinity of an ErAs

nanoparticle based on the experimental results. The interface between the ErAs and GaAs

matrix forms a localized trap state [48, 56] through which photo-excited carriers can non-

radiatively recombine or scatter back into the GaAs conduction band given sufficient mo-

mentum [38]. The composite systems are modeled as three discrete energy levels (see car-

toon Figure 4.11c) and the relaxation of the excited carrier population is given by coupled

rate equations. Only the evolution of photo-carriers after the zero time delay is considered,

69



with nonlinear and many-body effects neglected. The possibility of defects is also ignored

as the systems are high quality and display no evidence of defects [41, 42]. The absorption

is taken into account with different initial populations for the states, depending on photo-

excitation energy and ErAs volume fraction. The energy levels are the interface trap state

N1; a cool carrier/low energy state near the GaAs conduction band edge N2; and a hot car-

rier/high energy GaAs conduction band state N3. Carriers in these states may either relax

through normal decay channels in the GaAs conduction band states (positive contribution

to overall PPR signal), or they may be captured by the trap state (negative contribution to

signal). Carriers populating the trap state may non-radiatively recombine or scatter into the

GaAs conduction band state N2 (positive contribution to the overall PPR signal). τ1 is the

scattering time for carriers to move from the trap state N1 to the GaAs conduction band

edge N2, τ2 is the GaAs band edge thermalization time, τ3 is the GaAs hot carrier popula-

tion decay time and τ4 is the effective carrier trapping time. Values of τi are taken from the

experimental data and the strength terms Ai are used as fitting parameters. For τ2,3 = 0, the

model produces the response of the GaAs reference sample.

dN3

dt
=−(A3 exp [

−t
τ3

]+A4 exp [
−t
τ4

])N3[t] (4.1)

dN2

dt
= A3 exp [

−t
τ3

]N3[t]−A2 exp [
−t
τ2

]N2[t]+A1 exp [
−t
τ1

]N1[t] (4.2)

dN1

dt
= A4 exp [

−t
τ4

]N3[t]−A1 exp [
−t
τ1

]N1[t] (4.3)

The simulated response of the composite systems is compared to the experimental results

as a means of verifying the relaxation dynamics.

Figure 4.11a shows the PPR of the GaAs reference and ErAsx:GaAs1−x systems photo-

excited below the bandgap at 1.38 eV. The GaAs transient is the result of excited defects or

surface states which decay nearly instantaneously, and is therefore neglected in the analy-
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Figure 4.11 Spectral response at 1.38 eV. a) Differential reflectivity response for x=0.5-
10% volume fractions of ErAsx:GaAs1−x and the GaAs reference for a pump fluence of
approximately 13 µJ/cm2 at 1.38 eV. The solid lines are exponential fits used to extract the
time constants. Inset: Carrier scattering times as a function of pump fluence from experi-
mental spectra. b) Simulations of the system using experimentally derived time constants
at 1.38 eV with scattering from the trap state to the GaAs conduction band. Symbols are
included to aid comparison of simulated and experimental curves. Inset: Diagram of the
model system where the N1 is the trap state and τ1 is the scattering time constant. The
excitation energy is below the GaAs conduction band edge; therefore, the simulated re-
sponse is achieved by direct population of the trap state with carriers scattering into the
GaAs conduction band edge.

sis. The responses of the ErAs containing samples are significantly longer lived than the

GaAs reference and increasingly negative with ErAs incorporation. The interface between

semi-metallic ErAs and semiconducting systems are known to create interface potentials,

or Schottky barriers [4, 55, 59, 60], with different barrier heights depending on the crystal-

lographic directions of the interface [66]. The excitation energy is not sufficient to excite

carriers across the GaAs bandgap; therefore, the initial response at zero time delay is the re-
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sult of carriers excited from the GaAs valence band directly into the trap states or optically

excited ErAs carriers. The excitation energy is above the resonance energy for the trap

level; producing excess carrier momentum and enabling scattering into the GaAs conduc-

tion band edge within a few ps of excitation [38, 67]. The magnitude of the PPR response

at 1.38 eV suggests a correlation between the density of trap states and the ErAs volume

fractions exists. For the 0.5 and 2.5% volume fractions, the PPR response approaches a

non-zero value after the first few ps which is different from the pre-excitation value.

The population of scattered carriers evolves with a single time constant shown as a func-

tion of pump fluence in the inset of Figure 4.11a. The scattering times for the 0.5 and 2.5%

volume fractions have little fluence dependence while the 5-10% volume fractions show a

linear increase in scattering time with pump fluence. The lack of fluence dependence, com-

bined with the non-zero PPR response after the initial decay for the 0.5 and 2.5% volume

fractions indicates the traps for these systems are saturating. The higher volume fractions

have larger numbers of traps available (larger PPR magnitude) and can accommodate sig-

nificantly larger carrier populations before scattering occurs. The scattering times for the

higher volume fractions increase with fluence, suggesting the systems have not reached a

saturation level.

The simulation results in Figure 4.11b show the relaxation of carriers initially populating

only the N1 interface trap state. Trapping behavior was neglected in the simulation as it

was not directly observed in the evolution of the PPR response at 1.38 eV. Carriers in the

trap states (excited from the GaAs valence band or the metallic ErAs carriers) scatter into

the GaAs conduction band N2. The recombination of carriers scattered into the conduction

band occurs at significantly longer timescales and is beyond the scope of the present work.

The simulation results indicate the 0.5 and 2.5% volume fractions are exhibiting saturation

of available states as the response is non zero after the first few ps. This is consistent with

72



-2 0 2 4 6 8 10 12 14 16 18 20

-8

-6

-4

-2

0

2

4

6

8

∆
R

/R
0 [x

10
-3

]

Time Delay [ps]

GaAs
0.5%

5%

2.5%

7.5%

10%

‡

‡

‡
‡
‡
‡
‡
‡‡
‡‡
‡‡‡
‡‡‡‡
‡‡‡‡‡‡‡‡‡‡‡

‡‡‡‡‡‡‡‡‡‡‡‡

+
+
+
+
+
++++++++++++++++++++++++++++++++++++

ıı
ıı
ııı
ııı
ıııı
ııııı

ııııııı
ııııııııııı

ıııı
ÚÚ
ÚÚÚÚ
ÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚÚ

Á
Á
Á
Á
Á
Á
ÁÁ
ÁÁ
ÁÁ
ÁÁÁ
ÁÁÁÁ
ÁÁÁÁÁÁ

ÁÁÁÁÁÁÁÁÁÁÁÁÁÁ
ÁÁ

ÏÏÏÏÏÏÏÏÏÏÏÏÏÏÏÏÏÏÏÏÏÏÏÏÏÏÏÏÏÏÏÏÏÏÏÏÏÏÏÏÏ

0 2 4 6 8 10 12 14 16 18 20

-8

-6

-4

-2

0

2

4

6

8

Time @psD
R
ef
le
ct
iv
ity
C
ha
ng
e
@Ar
b.
D

c) 

GaAs 
0.5% 

5% 

2.5% 

10% 

7.5% 

Energy

!
k

N1

τ1 1.46eV

EF

N2 τ 2

a) b) 

d) 

4 6 8 10 12 14 16
0

10

20

30

40

50

 

 

Sc
at

te
rin

g 
Ti

m
e 

[p
s]

Pump Fluence [uJ/cm2]

2.5%

10%

7.5%

5%

0.5%

Figure 4.12 Spectral response at 1.46 eV. a) Differential reflectivity response for x=0.5-
10% volume fractions of ErAsx:GaAs1−x and the GaAs reference for a pump fluence of
approximately 15 µJ/cm2 at 1.46 eV. The solid lines are exponential fits used to extract the
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the constant scattering times shown in the inset of Figure 4.11a. The increase in scattering

time with fluence for the 5-10% volume fractions suggests large populations of carriers are

excited and the available states are sufficient.

The measurement and simulation of the ErAs:GaAs composites at 1.38 eV indicates scat-

tering dominates the relaxation dynamics for excitation below the bandgap. While trapping

behavior may exist, it is not observed directly on these timescales. Excited carriers initially

populate the trap level, with increased carrier densities producing a more negative response.

The excited carriers readily scatter from the trap level to the GaAs conduction band as a

result of excess carrier momentum. For lower volume fractions, the available relaxation

pathways saturate due to the extra carriers introduced from the ErAs. Higher volume frac-

tions do not exhibit saturation of relaxation pathways even though carrier densities are

higher, providing indirect evidence of an increase in trap density with ErAs volume frac-

tion.

Figure 4.12a shows the response of each sample excited at 1.46 eV just above the GaAs

conduction band edge. The GaAs reference PPR response is characterized by carrier and

lattice thermalization [1]. The ErAsx:GaAs1−x responses show markedly different behavior

from the GaAs reference within the first 20 ps. The response is increasingly negative with

ErAs incorporation at the zero time delay, and a subsequent slow positive rise can be seen.

The initial negative transient is ascribed to the trapping of carriers photo-excited in the

GaAs by the interface states [5, 6, 8, 40]. Except for the 0.5%, the ErAs containing sys-

tems all display essentially instantaneous trapping within the resolution of the present ex-

periment. The negative initial transients indicate the higher volume fractions have sufficient

trap states available to capture the excited carriers. In contrast, the 0.5% system displays

GaAs-like excitation followed by a slow negative transient, likely the result of saturated of
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the trap states.

The slow positive rise for the 2.5-10% composites is attributed to scattering from the

trap state to the GaAs conduction band. The relatively slow time evolution after photo-

excitation implies the formation of low energy carrier distributions. The scattering times

τ1 associated with the positive PPR contribution at 1.46 eV are shown in Figure 4.12c. The

scattering times observed at 1.46 eV are significantly longer than at 1.38 eV, suggesting the

accumulation of a significant population of photo-carriers at the trap states is necessary for

scattering to occur as carriers are not directly excited into the trap level. The lowest volume

fraction shows a decrease in scattering time with fluence. As the PPR for the 0.5% system

indicates the traps are already saturated, the faster scattering time with higher carrier den-

sities reveals the scattering time depends on the photo-carrier density as well as the carrier

momentum and trap density. The 2.5-10% systems show no clear fluence dependence at

this excitation energy, suggesting significant carrier populations exist in the trap states even

for low fluences.

Figure 4.12b contains the simulated response of the ErAs:GaAs composites at 1.46 eV. In

order to produce the results shown in Figure 4.12b, carriers initially populate the trap states

for the ErAsx:GaAs1−x systems. The 0.5% and GaAs reference have initial carrier popu-

lations in the conduction band edge. This implies that while the 0.5% exhibits GaAs-like

carrier excitation, the higher volume fractions trap photo-carriers nearly instantaneously

upon excitation. Once a significant carrier population has accumulated in the trap state,

scattering dominates the response.

Excitation at 1.55 eV shown in Figure 4.13a creates photo-carriers high in the GaAs con-

duction band giving rise to the sharp positive peak in the PPR response resulting from

optical phonon emission followed by carrier thermalization [21, 1]. All of the composite
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Figure 4.13 Spectral response at 1.55 eV. a) Differential reflectivity response for x=0.5-
10% volume fractions of ErAsx:GaAs1−x and the GaAs reference for a pump fluence of
approximately 15 µJ/cm2 at 1.55 eV. The solid lines are exponential fits used to extract the
time constants. b) Simulations of the three level system using experimentally derived time
constants at 1.55 eV with scattering from the Schottky trap state to the GaAs conduction
band. Inset: Diagram of the model used in the simulation at 1.55 eV. Highly excited GaAs
carriers N3 are captured by the trap state τ4, N1 or relax by normal GaAs processes τ3,2 to
the conduction band edge. Trapped carriers may be scattered τ1 into the conduction band
N2. c) Effective carrier trapping time for the ErAs samples measured at 1.55 eV derived
from experimental data as a function of pump fluence. d) Carrier scattering population
times at 1.55 eV derived from experimental data as a function of pump fluence.
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samples studied initially display GaAs-like carrier excitation in the conduction band, sug-

gesting the excited carrier densities are saturating the trap states. For the ErAsx:GaAs1−x

materials at 1.55 eV (Figure 4.13a), two distinct effects are observed as a function of time

delay: a fast negative carrier trapping signature and a slower scattering contribution at

longer delay times.

The effective carrier trapping times are shown in Figure 4.13c. These time constants are

labelled effective because trap emptying must occur before hot carriers can be trapped;

therefore, the values are a combination of carrier capture and trap emptying times. Higher

trap densities are expected to reduce the carrier lifetime based on earlier work [5]. How-

ever, the effective trapping times observed are longer for the higher volume fractions. The

sub-ps timescales measured for the 0.5 and 2.5% ErAsx:GaAs1−x are consistent with pre-

viously observed timescales [6, 8, 40] and show no clear carrier density dependence. For

the 5-10% volume fractions, the trapping time increases with excited carrier density. In-

creasing trapping time with pump fluence was previously attributed to trap saturation where

excited carriers remain in the GaAs until the state is available [6], consistent with the re-

sults presented here.

Carrier scattering times are shown in Figure 4.13d. The carrier scattering for the 0.5 and

2.5% systems is significantly faster at 1.55 eV than 1.46 eV, further suggesting carrier mo-

mentum impacts carrier injection from the trap state to the conduction band. The higher

volume fractions show little change in scattering times above the bandgap, resulting from

very high densities of excited carriers filling available states.

The simulation of the PPR at 1.55 eV is shown in Figure 4.13b in which all three states are

initially populated. Trapping and state occupation dominates the response at this excitation

energy, indicating an energy barrier to trapping exists.
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Conclusions

The characteristic times shown in Figures 4.11, 4.12 and 4.13 are carrier energy, fluence

and trap density dependent. The momentum and density of the excited carriers is critical

for the trapping and scattering processes to occur as occupation of the interface state de-

termines the response. The interface states behave as localized Schottky barriers [38, 67]

and for the right conditions they trap or inject carriers to the GaAs matrix. These behav-

iors have not been reported by previous ultrafast studies of ErAs:GaAs or similar systems

[3, 5, 6, 8, 40, 65, 68, 69].

The unique optical properties suggest ErAs:GaAs systems can be used for adaptive, highly

tailored structures where the injection and depletion of carriers is optically controlled [39]

and unwanted carrier dynamics can be swept out through biasing. Flexibility in the growth

process could prevent stark interfaces and thereby improve charge transfer, lower resistiv-

ity, and tune barrier heights. Specific volume fraction devices could be used for photon

detection at discrete energies or for carrier density detection. However, detailed knowledge

of carrier dynamics is a critical preliminary step in order for ErAs:GaAs composite appli-

cations to be realized.

Competing relaxation pathways are observed in composite ErAs:GaAs systems. Ultrafast

trapping of photo-carriers and carrier injection from localized Schottky states into GaAs is

characterized. The systems exhibit a complex interplay of carrier trapping and scattering

depending on the photo-carrier energy, carrier density, carrier momentum, and trap density

as evidenced in the PPR response. Scattering from occupied Schottky states plays a large

role in the response as it prevents full relaxation of the system on ultrashort timescales.

For sub-bandgap excitation, the localized Schottky state is initially populated, and excited

carriers scatter to the host matrix. Saturation of the trap states is observed for lower volume
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fractions. Near bandgap excitation is characterized by slower dynamics resulting from an

accumulation of a significant population of warm excited carriers in the trap state before

scattering can occur. At high excitation energies, GaAs-like excitation and saturation of the

trap states dominates the initial PPR response, followed by rapid hot carrier trapping and

scattering.

This study goes beyond previous work to fully characterize the fundamental dynamics of a

wide array of nanoparticle densities. A model based on a simple three level system is suffi-

cient to describe the ultrafast response with carrier trapping and scattering effects compet-

ing to explain the observations at different photo-excitation energies. Carrier occupation,

trapping and scattering from the interface state produce the complex observed.

Furthermore, it is unclear at this point whether the higher nanoparticle volume fractions

coalesce into larger particles. This issue could be addressed with TEM characterization or

by using the sensitive optical techniques presented in the following chapter.

79



CHAPTER 5

SURFACE PLASMON POLARITONS IN ERAS:GAAS

An expert is a person who has made all the mistakes that can be made in a very narrow field.

Niels Bohr

Motivation

The flexibility in the ErAs:GaAs growth process offers the ability to tune absorption pro-

files of the composite by varying the ErAs deposition [9]. By embedding the nanoparticles,

the resonance can be enhanced through the production of three dimensional interfaces [67].

Possible applications of IR resonances include data storage, optical filters and waveguides,

solar energy conversion, catalysis, optical modulators, and switches [9, 70, 71, 72].

Quantum confinement effects significantly alter the electronic properties of ErAs as com-

pared to the bulk material [48, 56, 61]. Conflicting reports have emerged on whether the

band structure of embedded ErAs nanoparticles remains semi-metallic or if a confinement-

induced bandgap opens. Several research groups have attempted to answer this question

by performing static absorption and transmission measurements on nanoparticles of known

sizes.

The work presented here supports the picture of semi-metallic ErAs nanoparticles. Static

absorption spectra shows the existence of multiple absorption resonances due to the pres-

ence of the ErAs. Time-resolved reflectivity measurements are presented which show a

strong oscillatory response indicative of surface plasmon polaritons, the first known mea-
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surement of its kind in this system. The frequency of the response shifts to lower en-

ergy with excitation wavelength, moving toward expected GaAs phonon modes. Further,

the highest volume fractions show polarization and power dependence in their response

to ultrafast excitation, suggesting the nanoparticles are ellipsoids. The combined optical

characterization suggests the response is the result of surface plasmon polaritons at the

ErAs:GaAs interface coupling with the GaAs phonon modes.

State of Research

For the ErAs:GaAs composite system, a debate exists in the literature concerning the con-

finement effects on the ErAs nanoparticles and whether it causes a transition to occur for

particles on the nanometer scale. Confinement can produce localized individual energy

levels where the energy states are determined by the system’s boundaries [70].

ErAs Absorption as Transitions Across a Confinement-Induced Bandgap

The infrared absorption peaks in ErAs:GaAs composite systems have been interpreted as

transitions across a confinement-induced energy gap in the ErAs nanoparticles, where the

ErAs undergoes a semimetal to semiconductor transition for nanoparticles less than 3 nm

in diameter. Figure 5.1 shows the absorption data from a series of ErAs:GaAs samples with

ErAs volume fractions ranging from 0.5-4.5%. The magnitude of the absorption peak in-

creases linearly with ErAs incorporation, suggesting an increase in the number of absorbers

present. The change in peak width is interpreted as a result of the nanoparticle size distri-

bution, while the peak shifting with volume fraction is possibly related to hybridization of

the wavefunctions between nanoparticles as their inter-particle spacing decreases [53].
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Figure 5.1 Absorption spectra for 0.5-4.5% ErAs. Left: Absorption data for ErAs:GaAs
grown at 600◦C vs. ErAs volume fraction. Inset: Peak absorption coefficient vs. volume
fraction with a linear best-fit. Reprinted with permission from [53]. Copyright 2008, AIP
Publishing LLC.

ErAs Absorption as a Surface Plasmon Resonance

Evidence for a surface-plasmon in the IR has been observed for varying ErAs layer thick-

nesses and fill fractions [7] as well as strong absorption and enhancement of the local elec-

tric field around the particles [9]. The resonant absorption of the particles can be shifted by

the growth conditions: it is possible to tune the resonant absorption to lower energies by

increasing the ErAs volume fraction [9, 53]. The absorption resonance peak can shift from

1.3 to 2.5 µm, resulting in the ErAs particles changing shape as can be seen in Figure 5.2.

Increased deposition tends to push the resonance to longer wavelengths and also broadens

the resonance, suggesting larger size particle distributions [9, 72].

Figure 5.3 shows the transmission of three superlattice structures at room temperature
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Figure 5.2 Transmission and absorption for ErAs/GaAs superlattices. (a) Transmission
and (b) absorption for 0.25, 0.5, 1 ML ErAs depositions in ErAs/GaAs superlattices. The
period was adjusted to 5, 10 and 20 nm for the 0.25, 0.5, and 1 ML samples, respectively,
in order to maintain the total amount of ErAs in the layer constant. From Reprinted with
permission from [9]. Copyright 2007, AIP Publishing LLC.

grown with varying ErAs layer thicknesses. Samples 1, 2, and 3 all contain 30 composite

layers with ErAs fill fractions of 0.56, 0.85, and 1.13%, respectively. The composite layers

are separated by 40 nm of GaAs and the samples were grown at 630◦C [7]. The attenua-
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Figure 5.3 Normalized transmission for three ErAs:GaAs samples at room temperature.
The GaAs band edge is seen at 0.85 µm as well as an attenuation peak centered at 2.48,
2.55, and 2.59 µm for samples 1, 2, and 3, respectively. The samples differ only in the
thickness of the ErAs layers in the superlattice structure. Reprinted figure with permission
from [7]. Copyright 2003 by the American Physical Society.

tion peak observed is large considering the ErAs layers constitute approximately 1% of the

sample volume.

Experimental Description

In contrast to previous static and ultrafast optical studies, single layers of embedded ErAs

nanoparticle systems with varying volume fractions are examined. Static absorption mea-

surements are performed in the IR and show broad resonance bands not present in the GaAs

reference sample. The frequency of the ultrafast oscillatory response is compared for dif-

ferent volume fractions. The change in frequency with ErAs volume fraction suggests the
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nanoparticle size changes with deposition. Further, slight variations in the PPR response

for different polarizations suggest the largest volume fractions may be slightly elliptical.

Samples Under Investigation

The ErAsx:GaAs1−x is fabricated by collaborators in the Palmstrøm group at the Univer-

sity of California, Santa Barbara. The composite samples are grown in a Vacuum Generator

V80H molecular beam epitaxy (MBE) chamber on a commercial GaAs wafer. The wafers

are bonded to molybdenum sample holders using indium. The growth conditions have been

detailed elsewhere [56]. The ErAs nanoparticles self-assemble [7, 9, 40, 47, 52] with par-

ticle size and density independently tunable during the growth process [6, 40, 58]. The

growth temperature is held constant at 540◦C during deposition, producing nanoparticle

diameters of about 2 nm [51, 53, 56] for low volume fractions. Each composite sam-

ple consists of a semi-insulating substrate GaAs (001); 250 nm GaAs buffer; 300 nm of

randomly distributed ErAsx:GaAs1−x embedded nanoparticle layer grown by simultaneous

co-deposition of Er, Ga and As; followed by a 10 nm GaAs capping layer to prevent ox-

idation (Figure 4.11a: inset). The composite layers have ErAs volume fractions of x = 0

to 10%. The ErAsx:GaAs1−x compositions are calibrated by reflection high energy elec-

tron diffraction (RHEED) oscillations on ErAs and GaAs calibration samples. Before the

optical measurements, the samples are unmounted and the back sides are mechanically pol-

ished to remove the indium used during bonding. The 0% volume fraction is used as an

additional reference to ensure the observed response is not due to the growth conditions,

including the possible presence of residual indium from the bonding layer on the back sur-

face.

The absorption data are acquired by spectroscopic ellipsometry, spectrophotometery and

FTIR. For the time-resolved measurements, the output of a mode-locked 76 MHz Ti:Sapphire

laser with approximately 150 fs pulses is divided into polarized pump and probe beams.
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The probe beam is time delayed relative to the amplitude-modulated pump beam, and a

lock-in detection scheme is used (see Figure 4.11b). The pump is incident normal to the

sample surface. The probe angle of incidence is 20◦ to the surface normal. The PPR signal

is given as the relative change in reflectivity induced by the pump pulse over the back-

ground reflectivity measured by the probe (∆R
R0

) with a signal strength on the order of 10−3.
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Figure 5.4 ErAsx:GaAs1−x and GaAs reference absorption data. Several regions of in-
creased absorption are present in the ErAs-containing samples. The GaAs absorption band
edge is nominally around 872nm at 300 K.
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Figure 5.5 ErAsx:GaAs1−x absorption data with the GaAs reference subtracted out. Plas-
mon absorption bands in the visible and UV part of the spectrum are observed for volume
fractions greater than 0.5%.

Static Infrared Absorption

The incorporation of semi-metallic nanoparticles produces dramatic effects on the absorp-

tion in the visible and IR spectral regions. The static absorption spectra are shown in

Figure 5.4. Multiple absorption peaks are evident in the absorption spectra both above and

below the GaAs absorption edge at 880 nm, suggesting the nanoparticles are semi-metallic

for the volume fractions studied.

Plasmon absorption bands are observed in Figure 5.5 from about 450-900 nm for ErAs

volume fractions 2.5-7.5%. The plasmon absorption band is essentially non-existent for

the 0.5% [70]. All of the ErAs containing samples show an abrupt absorption increase just

below the GaAs band edge at 880 nm.
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Figure 5.6 shows the IR absorption below the GaAs bandgap. A small absorption peak

in the 0.5% sample around 1400 nm can be seen. The 2.5% volume fraction displays a

wide peak near 2000 nm. The 5-10% composites have resonances around 2200 nm. The

redshift in resonance energy with growth is consistent with larger nanoparticles for the

higher volume fractions [9, 70]. Larger size distributions or increased relative proximity

between adjacent nanoparticles could be the source of the broad resonance widths observed

for the 2.5 and 10% samples [72]. The influence of the ErAs absorption on the transient

optical response is examined below.
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Figure 5.6 GaAs and ErAsx:GaAs1−x absorption below the GaAs conduction band edge
showing absorption peaks for all of the ErAs-containing samples (indicated by arrows)
between 1250-2575 nm.
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Time-Resolved Optical Measurements

The dynamics in the previous chapter focused on the transient optical response of the

ErAsx:GaAs1−x composite system within the first few ps following photo-excitation. In

contrast, the dynamics investigated here detail the optical response at later time delays. Ex-

citation is observed to produce a transient oscillatory response in the nanoparticle systems

not present in the GaAs reference. The oscillatory response starts around 25 ps after exci-

tation, indicating a formation time for the effect. Figure 5.7 shows the response of the 10%

volume fraction sample for different pump fluences at 1.55 eV (800 nm). The amplitude of

the oscillations is observed to increase with excitation fluence.
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Figure 5.7 Oscillatory response of 10% ErAsx:GaAs1−x at 1.55 eV for different pump
fluences. The amplitude of the oscillations increases with pump fluence. A delayed onset
of the oscillations of about 25 ps following photo-excitation is noted.
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Figure 5.8 Oscillation frequencies of ErAsx:GaAs1−x as a function of pump fluence and
ErAs volume fraction obtained by Fourier transforms of the PPR signal. The change in
frequency with volume fraction is qualitatively similar to the shift in the absorption peak
observed in Figure 5.6.

All of the ErAs-incorporated samples display oscillations in the transient response for

photo-excitation above the bandgap. The frequencies derived from Fourier transforms of

the oscillating responses are shown in Figure 5.8 for the various pump fluences. The oscil-

lation frequencies of the 0.5 and 2.5% volume fractions are not observed to vary with pump

fluence; however, a slight increase in frequency with fluence is observed for higher volume

fractions. Changes in the frequency with ErAs volume fraction suggest the nanoparticle

size is changing with Er deposition. This is consistent with the static absorption spectra

shown in Figure 5.6 where the resonance peaks are altered with ErAs incorporation. The

overlap in oscillation frequencies and absorption peaks of the 5-10% samples indicates the
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nanoparticles in these composites are approximately the same size.

The frequencies obtained following 1.55 eV excitation are averaged and compared to the

expected phonon frequencies in the (100) direction of GaAs using experimentally derived

values of the index of refraction for each of the ErAs composite samples. Table 5.1 lists the

values for the observed oscillations and the expected phonon frequencies in the composite

system. The GHz scale frequencies observed are slightly higher in energy than the expected

phonon frequencies.

Sample Avg. Frequency [GHz] Phonon Frequency [GHz] Percent Difference
0.5 42.90 43.11 0.49
2.5 44.05 42.74 3.07
5 44.83 42.07 6.56

7.5 44.94 42.30 6.25
10 44.80 42.50 5.42

Table 5.1 The average observed oscillation frequencies compared to the phonon frequency
at 1.55 eV. The average frequencies obtained for different pump fluences are shown in the
second column. The phonon frequencies are calculated using the acoustic wave speed of
GaAs in the (100) direction and values of the index of refraction for each sample obtained
by ellipsometry. The difference between the expected phonon frequency and the observed
oscillation frequency are shown in the final column.

The oscillations persist with little amplitude loss for hundreds of ps, as can be seen in

Figure 5.9 for excitation of the 10% volume fraction at 1.38 eV. Fourier transforms of the

oscillations are shown in Figure 5.10. The phase and frequency are unaltered for differ-

ent pump fluences. The average oscillation frequency for the 10% ErAsx:GaAs1−x volume

fraction at 1.38 eV is 37.69 GHz. The calculated phonon frequency at 1.38 eV for this sam-

ple is 38.59 GHz. The percent difference is thus 2.33%, significantly smaller than the value

obtained at 1.55 eV. This small deviation suggests the resonance of the ErAs nanoparticles
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is coupled to the phonon modes in the GaAs matrix. Combined with the ps formation time

and the increase in amplitude with excitation fluence, the observed oscillations appear to

be coupled surface plasmon phonon-polaritons.
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Figure 5.9 Oscillatory response of 10% ErAsx:GaAs1−x at 1.38 eV for different pump
fluences demonstrating the increasing magnitude with pump fluence and the persistence of
the response over nearly 1 ns. Less attenuation is observed for lower fluences.

Figure 5.11 shows the PPR response of the 10% sample for both s and p incident polar-

izations. The left side shows the oscillation frequencies for s polarization as a function of

pump fluence and the right shows the response for p polarization. The frequency differ-

ence between the two orientations suggests the nanoparticles are elliptical. The s polarized

response shows a stronger fluence dependence, however the p polarization may indicate a

threshold exists for higher energy coupling with greater fluence and carrier densities.
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Figure 5.10 Frequency of the oscillatory response of 10% ErAsx:GaAs1−x at 1.38 eV for
different pump fluences showing the sharpness of the feature. The tails observed from 0-10
GHz are the result of the zero delay influencing the Fourier transform.

The static absorption shows several resonance features for each ErAs volume fraction. Lit-

tle is known about the ErAs dielectric constant [9] and the possible broad size distribution

in each volume fraction further complicates the analysis. Measuring the static absorption

with polarized light should indicate if the broadened modes are the result of closely spaced

nanoparticles [72]. Access to higher intensity IR ultrafast systems could produce inter-

esting fluence dependence results, potentially revealing the nature of the coupling in the

composite system and verifying the possible frequency-fluence threshold for the coupling

of surface plasmon polaritons to GaAs phonons.

Summary

The work presented here discusses the nature of the absorption resonances in ErAs:GaAs

composite systems. For the volume fractions studied, resonance peaks are observed in the
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Figure 5.11 The polarization dependence of the oscillatory response on the pump fluence
for the 10% composite at 1.393 eV. Left: the pump and probe are both s polarized. Right:
the pump and probe are both p polarized. The fluence-dependent response is significantly
stronger in the s direction but the p direction suggests a fluence threshold may exist.

static absorption spectra. These peaks suggest the nanoparticles are increasing in dimension

with ErAs incorporation and a large distribution of sizes may be present. The transient

optical response displays persistent oscillatory components both above and below the GaAs

bandgap. The frequencies of the oscillations are observed to follow the same trend with

volume fraction as the static absorption resonance peaks. Polarization dependence of the

frequency response suggests the nanoparticles may be elliptical.
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CHAPTER 6

CONCLUDING REMARKS

If someday they say of me that in my work I have contributed something

to the welfare and happiness of my fellow man,

I shall be satisfied.

George Westinghouse

Characterizing the optical response of a material system provides valuable information

about the electronic structure, carrier transport, relaxation pathways, and defects in the

system. Detailed knowledge of energy dissipation mechanisms and electronic relaxation

pathways is critical for increasing efficiencies in existing technologies and necessary for

new innovations to occur.

Two distinct relaxation mechanisms in bulk GaAs are reported following photo-excitation

at low temperatures. The first is electronic relaxation through Landau levels and is mea-

sured through variations in the effective mass. This relaxation is observed to slow with

increasing magnetic field, consistent with elastic scattering between Landau levels. The

second relaxation mechanism observed is the transient bleach of the exciton transition

1s→ 2p±1 which coincides with the electronic relaxation through Landau levels. Based

on the observations reported here, the bleaching of the transition is likely caused by final

state blocking of the 2p−1 exciton level, which has never before been reported. This work

suggests two mechanisms for electronic relaxation occur simultaneously: elastic scattering

between quantized conduction band states and Auger-like relaxation through the 2p exci-
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ton state. These findings may have a strong impact on semiconducting energy harvesting

systems. Exciton absorption and recombination is the main energy loss mechanism in solar

cells; therefore, understanding and being able to manipulate or minimize the effects could

further enhance device performance, especially for low temperature applications.

Competing relaxation pathways are observed for short time delays in ErAs:GaAs systems,

which exhibit a complex interplay of carrier trapping and scattering depending on the

photo-carrier energy, carrier density, and trap density. The scattering process plays a large

role in the response as it prevents full relaxation of the system on ultrashort timescales.

For sub-bandgap excitation, the Schottky trap state is initially populated and excited car-

riers scatter to the host matrix. Saturation of the trap states is observed for lower volume

fractions. Near bandgap excitation is characterized by slower dynamics due to the accumu-

lation of warm excited carriers in the trap state before scattering occurs. At high excitation

energies, GaAs-like excitation and saturation of the trap states dominates the initial PPR

response, followed by rapid hot carrier trapping and scattering. A model based on a simple

three level system accurately describes the ultrafast response with carrier occupation of the

trap state explaining the observations at different photo-excitation energies. These studies

goes beyond previous work to fully characterize the fundamental dynamics of a wide ar-

ray of nanoparticle densities in GaAs and suggests the optical response of the system can

tuned by changing the nanoparticle density in addition to the spacing between superlattice

layers. The complexity of the relaxation pathway as described in this work warrants fu-

ture investigation to clearly identify the carrier conductivities, potential barriers and charge

transfer. In addition, more volume fractions should be characterized to determine if the

results presented here are simply a result of the significantly higher ErAs nanoparticle den-

sities compared to other works, or if the multilayer geometry prevents the observation of

the dynamics reported here.
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Composite ErAs:GaAs systems exhibit an oscillatory response highly suggestive of sur-

face plasmon polariton oscillations at the interface between the semi-metallic ErAs and

semiconducting GaAs, which couple to the GaAs phonon modes. The oscillatory response

forms on the order of 25 ps and increases in amplitude with excitation fluence. The fre-

quencies are observed to follow the same trend with volume fraction as the static absorp-

tion resonance peaks, indicating different size distributions exist for the 0.5, 2.5 and 5-10%.

An apparent growth threshold exists in the ErAs:GaAs composite system for depositions

greater than 5% volume fraction. The high volume fraction samples characterized in this

work displayed similar relaxation timescales, absorption resonance peaks, and surface plas-

mon polariton frequencies. These results suggest that for ErAs depositions ranging from

5-10%, the nanoparticles are the same size. This is in contrast to the lower volume fractions,

0.5 and 2.5%, which show static absorption responses consistent with previous low volume

fraction characterization [7, 9] in which particle size increases with ErAs deposition. To our

knowledge, TEM characterization of nanoparticle size and distribution has only occurred

for depositions below 5%. The results indicate a previously unreported growth phenomena

is taking place in addition to the dynamics and warrants further TEM studies.

The work presented in this dissertation discusses three dynamic pathways in GaAs-based

systems previously unreported in the literature. The results and references contained within

indicate the study of GaAs is by no means complete and much remains to be learned from

the archetype compound semiconductor.

97



CHAPTER 7

APPENDIX

Excitonic Calculations

An estimation of the number of unit cells within one GaAs exciton radius using the unit

cell length a = 0.56 nm and the excitonic radius 2.48 from Chapter 2,

0.56nm3

4
3π(13nm)3

(7.1)

is approximately 5×104 unit cells [14].

The n= 1 excitonic state has the largest binding energy based on equation 2.47 with a value

of 4.2 meV for GaAs [14]. Therefore, the highest temperature at which one would expect

to be able to observed stable excitons is

T =
E(1)

kB
=

4.2eV
1.38x10−23J/K

(7.2)

approximately 49 K. Consistent with the observations in Chapter 3 of no excitonic behavior

at 50 K.

Carriers per Island Calculation

The ErAs carrier density is 3×1020 carriers/cm3 [58]. The growth conditions for the ErAs

samples indicate a nanoparticle diameter of 2.2-2.4 nm [56].
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The nanoparticle volume Vnp is therefore

4
3

πr3 = 9nm3 (7.3)

and the number of carriers per nanoparticle is approximately

3x1020

cm3 ∗
1cm3

1021nm3 ∗Vnp = 2.7 (7.4)

The ErAs lattice constant is 5.78 Å. The unit cell volume Vcell is therefore 0.193 nm3. The

number of unit cells per nanoparticle is estimated to be

Vnp

Vcell
= 47 (7.5)

The ErAs unit cell has four Er atoms; therefore, there are approximately 188 Er atoms

per nanoparticle. This indicates most of the Er electrons are bound as the number of free

carriers per nanoparticle is 70× smaller than the number of Er ions in the nanoparticle.

Simulation Code for the ErAs:GaAs Potential Barrier Dynamics

The Mathematica code used for the simulations is based on coupled first order differential

equations. The plot output default shows all the curves on the same figure, but allows one

to manipulate the figure to show each curve individually as well. The code for the 900 nm

(1.38 eV) simulation is shown here.

M a n i p u l a t e [

Module [{ t , z , s o l , p1 , p2 , p3 , p4 , p5 , p6 , k1 , k2 , k3 , k4 ,

k0 , T1 , T2 , T3 , T4 , T5 , T6 , T7 , T8 , T9 , T0 , U1 , U2 , U3 ,

U4 , v0 , v1 , v2 , v3 , v4 , D0 , D1 , D2 , D3 , D4} ,

T1 = . 4 2 7 ; T2 = 1 4 . 4 7 ; T3 = . 3 7 0 2 9 ; T4 = . 5 5 6 8 ;
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T5 = . 8 8 3 1 2 ; T6 = . 9 1 1 7 ; T7 = . 8 5 3 5 ; D0 = . 3 7 0 2 9 ;

D1 = . 5 5 6 8 ; D2 = . 8 8 3 1 2 ; D3 = . 9 1 1 7 ; D4 = . 8 5 3 5 ;

z = I f [ T1 < 475 , 10 , 1 ] ;

U1 = 0∗Exp[− t / T1 ] ; (∗ h o t c a r r i e r c o o l i n g ∗ )

U2 = . 0 0∗Exp[− t / T2 ] ; (∗ band edge r e l a x a t i o n ∗ )

k0 = . 0∗Exp[− t / T3 ] ; (∗ t r a p p i n g t i m e 0 . 5 ∗ )

v0 = 1 .75∗Exp[− t / D0 ] ; (∗ s c a t t e r i n g 0 . 5 ∗ )

k1 = 0∗Exp[− t / T4 ] ; (∗ t r a p p i n g t i m e 2 . 5 ∗ )

v1 = 1 . 0∗Exp[− t / D1 ] ; (∗ s c a t t e r i n g 2 . 5 ∗ )

k2 = . 0∗Exp[− t / T5 ] ; (∗ t r a p p i n g t i m e 5 ∗ )

v2 = .755∗Exp[− t / D2 ] ; (∗ s c a t t e r i n g 5 ∗ )

k3 = . 0∗Exp[− t / T6 ] ; (∗ t r a p p i n g t i m e 7 . 5 ∗ )

v3 = . 6 5∗Exp[− t / D3 ] ; (∗ s c a t t e r i n g 7 . 5 ∗ )

k4 = . 0∗Exp[− t / T7 ] ; (∗ t r a p p i n g t i m e 10 ∗ )

v4 = . 7 6∗Exp[− t / D4 ] ; (∗ s c a t t e r i n g 10 ∗ )
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s o l = NDSolve [{

Ca ’ [ t ] == −U1∗Ca [ t ] , (∗ e q u a t i o n s f o r GaAs ∗ )

Cb ’ [ t ] == U1∗Ca [ t ] − U2∗Cb [ t ] ,

Cc ’ [ t ] == 0 ,

Cd ’ [ t ] == −U1∗Cd [ t ] − k0∗Cd [ t ] , (∗ e q u a t i o n s f o r 0.5% ErAs ∗ )

Ce ’ [ t ] == U1∗Cd [ t ] − U2∗Ce [ t ] − k0∗Ce [ t ] + v0∗Cf [ t ] ,

Cf ’ [ t ] == k0 ∗ ( Cd [ t ] + Ce [ t ] ) − v0∗Cf [ t ] ,

Cg ’ [ t ] == −U1∗Cg [ t ] − k1∗Cg [ t ] , (∗ e q u a t i o n s f o r 2.5% ErAs ∗ )

Ch ’ [ t ] == U1∗Cg [ t ] − U2∗Ch [ t ] − k1∗Ch [ t ] + v1∗Ci [ t ] ,

Ci ’ [ t ] == k1 ∗ ( Ch [ t ] + Cg [ t ] ) − v1∗Ci [ t ] ,

Cj ’ [ t ] == −U1∗Cj [ t ] − k2∗Cj [ t ] , (∗ e q u a t i o n s f o r 5% ErAs ∗ )

Ck ’ [ t ] == U1∗Cj [ t ] − U2∗Ck [ t ] − k2∗Ck [ t ] + v2∗Cl [ t ] ,

Cl ’ [ t ] == k2 ∗ ( Cj [ t ] + Ck [ t ] ) − v2∗Cl [ t ] ,

Cm’ [ t ] == −U1∗Cm[ t ] − k3∗Cm[ t ] , (∗ e q u a t i o n s f o r 7.5% ErAs ∗ )

Cn ’ [ t ] == U1∗Cm[ t ] − U2∗Cn [ t ] − k3∗Cn [ t ] + v3∗Co [ t ] ,

Co ’ [ t ] == k3 ∗ (Cm[ t ] + Cn [ t ] ) − v3∗Co [ t ] ,

Cp ’ [ t ] == −U1∗Cp [ t ] − k4∗Cp [ t ] , (∗ e q u a t i o n s f o r 10% ErAs ∗ )

Cq ’ [ t ] == U1∗Cp [ t ] − U2∗Cq [ t ] − k4∗Cq [ t ] + v4∗Cr [ t ] ,

Cr ’ [ t ] == k4 ∗ ( Cp [ t ] + Cq [ t ] ) − v4∗Cr [ t ] ,

Ca [ 0 ] == . 0 , (∗ i n i t i a l c o n d i t i o n s GaAs ∗ )

Cb [ 0 ] == . 0 ,
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Cc [ 0 ] == 0 . 0 ,

Cd [ 0 ] == . 0 , (∗ i n i t i a l c o n d i t i o n s 0.5% ErAs ∗ )

Ce [ 0 ] == . 0 ,

Cf [ 0 ] == 0 . 2 ,

Cg [ 0 ] == 0 . , (∗ i n i t i a l c o n d i t i o n s 2.5% ErAs ∗ )

Ch [ 0 ] == . 0 ,

Ci [ 0 ] == . 8 0 ,

Cj [ 0 ] == 0 . , (∗ i n i t i a l c o n d i t i o n s 5% ErAs ∗ )

Ck [ 0 ] == . 0 ,

Cl [ 0 ] == 1 . 1 8 ,

Cm[ 0 ] == 0 . , (∗ i n i t i a l c o n d i t i o n s 7.5% ErAs ∗ )

Cn [ 0 ] == . 0 ,

Co [ 0 ] == 1 . 4 1 ,

Cp [ 0 ] == 0 , (∗ i n i t i a l c o n d i t i o n s 10% ErAs ∗ )

Cq [ 0 ] == . 0 ,

Cr [ 0 ] == 1 . 4} ,

{Ca , Cb , Cc , Cd , Ce , Cf , Cg , Ch , Ci , Cj , Ck , Cl , Cm,

Cn , Co , Cp , Cq , Cr } ,

{ t , 0 , z } ] ;

p1 = L i s t L i n e P l o t [

Table [{ t , Ca [ t ] + Cb [ t ] − Cc [ t ] / . s o l [ [ 1 ] ] } ,
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{ t , 0 , z , z / 4 0 } ] ,

P l o t M a r k e r s −> S t y l e [ ”+” , Large ] , PlotRange −> All ,

AspectRat io −> 7 / 5 ,

P l o t S t y l e −> {Thin , Black } ,

Frame −> True ,

FrameStyle −> {Thick , Thick } ,

F r a m e T i c k s S t y l e −> D i r e c t i v e [ Large , 2 0 ] ,

FrameLabel −> {” Time [ ps ] ” ,

” R e f l e c t i v i t y Change [ Arb . ] ” } ,

L a b e l S t y l e −> {FontS ize −> 20 , Bold } ,

ImageSize −> {750 , 700} ,

ImagePadding −> {{70 , 5} , {50 , 1 0}} ] ;

p2 = L i s t L i n e P l o t [

Table [{ t , Cd [ t ] + Ce [ t ] − Cf [ t ] / . s o l [ [ 1 ] ] } ,

{ t , 0 , z , z / 4 0 } ] ,

P l o t M a r k e r s −> S t y l e [ ” \ [ F i l l edDiamond ] ” , Large ] ,

PlotRange −> All ,

P l o t S t y l e −> {Thin , Blue } ,

AspectRat io −> 7 / 5 ,

Frame −> True ,

FrameStyle −> {Thick , Thick } ,

F r a m e T i c k s S t y l e −> D i r e c t i v e [ Large , 2 0 ] ,

FrameLabel −> {” Time [ ps ] ” ,

” R e f l e c t i v i t y Change [ Arb . ] ” } ,

L a b e l S t y l e −> {FontS ize −> 20} ,

ImageSize −> {750 , 700} ,

ImagePadding −> {{70 , 5} , {50 , 1 0}} ] ;
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p3 = L i s t L i n e P l o t [

Table [{ t , Cg [ t ] + Ch [ t ] − Ci [ t ] / . s o l [ [ 1 ] ] } ,

{ t , 0 , z , z / 4 0 } ] ,

P l o t M a r k e r s −> S t y l e [ ” \ [ EmptyDownTriangle ] ” , Large ] ,

PlotRange −> All ,

AspectRat io −> 8 / 5 ,

P l o t S t y l e −> {Thin , Green } ,

Frame −> True ,

FrameStyle −> {Thick , Thick } ,

F r a m e T i c k s S t y l e −> D i r e c t i v e [ Large , 2 0 ] ,

FrameLabel −> {” Time [ ps ] ” ,

” R e f l e c t i v i t y Change [ Arb . ] ” } ,

L a b e l S t y l e −> {FontS ize −> 20 , Bold } ,

ImageSize −> {750 , 700} ,

ImagePadding −> {{70 , 5} , {50 , 1 0}} ] ;

p4 = L i s t L i n e P l o t [

Table [{ t , Cj [ t ] + Ck [ t ] − Cl [ t ] / . s o l [ [ 1 ] ] } ,

{ t , 0 , z , z / 4 0 } ] ,

P l o t M a r k e r s −> S t y l e [ ” \ [ F i l l e d U p T r i a n g l e ] ” , Large ] ,

PlotRange −> All ,

AspectRat io −> 7 / 5 ,

P l o t S t y l e −> {Thin , Brown} ,

Frame −> True ,

FrameStyle −> {Thick , Thick } ,

F r a m e T i c k s S t y l e −> D i r e c t i v e [ Large , 2 0 ] ,

FrameLabel −> {” Time [ ps ] ” ,

” R e f l e c t i v i t y Change [ Arb . ] ” } ,
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L a b e l S t y l e −> {FontS ize −> 20 , Bold } ,

ImageSize −> {750 , 700} ,

ImagePadding −> {{70 , 5} , {50 , 1 0}} ] ;

p5 = L i s t L i n e P l o t [

Table [{ t , Cm[ t ] + Cn [ t ] − Co [ t ] / . s o l [ [ 1 ] ] } ,

{ t , 0 , z , z / 4 0 } ] ,

P l o t M a r k e r s −> S t y l e [ ” \ [ EmptyCi r c l e ] ” , Large ] ,
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Figure 7.1 GaAs Characteristic Timescales for Excitation at 1.46 and 1.55 eV

Average values of the observed characteristic times are used at each photon energy simu-

lated. The strength of each component and the initial population of the states are changed

at each energy.

Figure 7.1 shows the fluence-dependent time constants of GaAs at 1.46 and 1.55 eV used

in the simulation. Radiative recombination is not observed on the timescales reported in

Chapters 3 and 4. For near bandgap excitation, the carriers have small amounts of excess

energy and are referred to as cool. For excitations with excess energy greater than 36 meV,

the carrier distribution is referred to as hot and is capable of emitting longitudinal optical

phonons and scattering, decreasing the population decay time with increasing excitation

energy. This decrease in characteristic time with photon energy is observed in the GaAs

τ2,3 time constants Figure 7.1, where τ2 is the band edge thermalization time and τ3 is a

carrier scattering time. The time constants at 1.55 eV are significantly shorter for a given
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fluence than at 1.46 eV due to optical phonon emission and rapid energy redistribution that

occurs at higher photo-excitation energies. The fluence dependence indicates the effects of

carrier densities on the redistribution of energy. The two GaAs states used in the model

represent the different kinetics occurring for cold and hot electron distributions and are not

meant to imply only two energy states exist in the conduction band.

Phonon Frequencies

Phonon oscillation frequencies are calculated using the longitudinal acoustic wave speed in

the [100] direction of GaAs 4.73 nm/ps [19], the experimentally derived index of refraction,

and the excitation wavelength. Calculations for the GaAs reference and the ErAs:GaAs

composite samples are shown in Table 7.1 for 800 nm excitation.

f =
2vsn

λ
(7.6)

Sample Experimental n value at 1.55 eV Expected Phonon Frequency [GHz]
GaAs 3.62 42.82

0.5 3.65 43.11
2.5 3.61 42.74
5 3.56 42.07

7.5 3.58 42.30
10 3.59 42.50

Table 7.1 Experimental Values of the Index of Refraction and Expected Phonon Frequen-
cies at 1.55 eV
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