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1 INTRODUCTION 
 
 
1.1 Motivation 
 

There is a need to find an inexpensive pain management technique that is free of the side-

effects listed above. Chronic pain is a large public health problem that affects about 100 million 

people annually (US) leading to loss in quality of life and productivity. Apart from that, chronic 

pain also affects economically and drains $ 600 billion (2010) dollars from the U.S. economy. The 

long-term aim of this research is to inhibit transmission of pain signals in humans in a way that is 

free of the side effects of the conventional analgesics and other electrical stimulation methods. 

Currently, there are several types of techniques that are used to treat and manage various types of 

pain. Some of them include Acetaminophen (Tylenol) for muscle, joint or bone pain, 

corticosteroids, NSAIDs (Nonsteroidal anti-inflammatory drugs), anticonvulsants, and opiate pain 

relievers. Apart from the chemical drugs, there are electrical methods also available like the use of 

high frequency currents (Bhadra 2006). Almost all of the pain management techniques involve 

side effects which may include nausea, rash, liver damage, constipation, addiction and subsequent 

withdrawal.  

 

The inhibition of nerve signals using infrared laser light offers an alternative to the 

conventional pain management techniques. It is reversible, non-contact and free of onset 

responses.  In order to devise a strategy towards the development of this pain management 

modality using infrared lasers in the form of a nerve cuff, we need to understand the physiology 

of pain transmission in humans. This will provide us with the limitations and the constraints that 
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we need to keep in mind when designing and developing effective approaches that utilize infrared 

neural inhibition.  

 
1.2 Specific Aims  
 

One of the newer neuromodulation techniques uses pulsed infrared laser light for the 

activation or inhibition of nerves. This method has been shown to be free of electrical artifacts, is 

spatially specific and the light source doesn’t require direct contact with the nerve (Duke 2013, 

Wells 2005). Infrared inhibition has the potential to replace or augment electrical stimulation as 

the preferred method for neuromodulation in humans. One possible clinical application of this 

technique would be the inhibition of pain signals through the development of nerve cuffs that 

selectively inhibit C fibers. These unmyelinated fibers in mammals are responsible for the 

transmission of slow pain signals that lead to chronic pain. To realize this vision, the mechanism 

behind the interaction of infrared laser with excitable unmyelinated nerves has to be understood 

so that an optimum block can be achieved using the cuff. Experiments and computational models 

(Hodgkin 1949, Mou 2012) have suggested that an increase in temperature of water in tissue due 

to infrared laser absorption affects the dynamics of ion channels in the neuron . However, a clear 

mechanism has not yet been described.   

  

The primary objective of this dissertation is to understand the mechanism behind the 

infrared inhibition of action potentials in unmyelinated nerves. Most unmyelinated nerves in 

invertebrates have relatively simple anatomical features due to the absence of complicated 

secondary channels, TRPV (Transient receptor potential) channels, and lack a thick myelin sheath. 

This makes the unmyelinated nerve axon an attractive model to simulate and perform experiments 

to identify the mechanism and to optimize the thermal modulation technique. The conclusions 
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derived from the unmyelinated nerve experiments can then be translated to the unmyelinated C 

fiber setting. The following specific aims have been proposed to the understanding of infrared 

neural inhibition.   

 

Specific Aim 1:  Develop a computational model to simulate effect of elevated 

temperature on neural propagation: A modeling approach was used to explore the mechanism 

by which infrared light inhibits neural activity. The Hodgkin Huxley (HH) model was modified 

by incorporating temperature dependent features (sodium/potassium pump, peak sodium and 

potassium conductances and axial resistances). These features are either not present or assumed to 

be temperature independent in the original HH model. These changes were based on the 

experimentally published results on the squid giant axon. Faster activation of voltage dependent 

potassium ion channels was found to be the major contributor responsible for causing thermal 

block observed at elevated temperatures. The results provided a testable hypothesis for IR-induced 

block which are validated in Specific Aim 2.  

 

Specific Aim 2: Validate hypothesis generated as a result of Aim 1 results: Hypotheses 

derived from the modeling studies were tested in a tractable system of the marine mollusk Aplysia 

californica, where all nerves are unmyelinated. Using isolated nerves (pleural abdominal) from 

Aplysia, it was determined that the ability of infrared light to cause nerve block is compromised 

by inhibiting the activity of voltage-dependent potassium ion channels and is relatively unaffected 

if the activity of voltage-dependent sodium ion channels is blocked. A custom-made 3D printed 

chamber was designed that allowed the administration of selective ion channel blocking agents on 

a specific length of the nerve while the nerve is irradiated with IR light at that specific region of 

the nerve. Results show that selectively inhibiting voltage-dependent potassium ion channels 
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compromises IR-induced thermal block, whereas selectively inhibiting voltage-dependent sodium 

ion channels does not affect IR block. These conclusions were consistent with the modeling 

predictions in Specific Aim 1.  

 

Specific Aim 3: Develop an integrated multiphysics model computational model to 

perform parametric analysis of infrared inhibition in unmyelinated nerves: A multiphysics 

computational model was developed that integrates optical-thermal simulations with neural 

simulations. The model combines an optical-thermal computational model with a 

neurophysiological computational model, which is used to devise design inputs to optimize 

infrared light delivery to nerves in a safe way.   

 

 The content in this dissertation has been organized into the following chapters.  

 

1.3 Outline 
 

Chapter 1 provides an introduction to the problem tackled in the dissertation and mentions 

the introductory justification and the specific aims used to guide the research.   

 

Chapter 2 of this dissertation provides a historical background of the development of the 

technology of infrared neuromodulation. It mentions the efforts undertaken for the development 

of the technology since its invention. A brief explanation of the various scientific principles that 

aid in the understanding behind the phenomenon is also provided. This chapter also provides a 

detailed (but not necessarily exhaustive) review of the current efforts both in the understanding of 

the mechanisms as well as the clinical translation of the technology of infrared neuromodulation. 
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Chapter 3 discusses the development of a computational model to understand the 

mechanism of infrared inhibition in unmyelinated nerves. The computational model developed in 

this chapter was based on the widely accepted Hodgkin Huxley (HH) model with multiple changes. 

The model results suggest that voltage-gated potassium ion channels play a critical role during 

thermal inhibition in unmyelinated axons.  

 

Chapter 4 of the dissertation discusses the experiments performed to test the main finding 

from Chapter 3 of the dissertation. The results shown in this chapter appeared to validate the 

predictions derived from the computational model that potassium channels were critical (necessary 

and sufficient) to produce action potential conduction block in unmyelinated nerves such as those 

found in Aplysia californica.  

 

Chapter 5 discusses the development of a multiphysics model that combines an optical-

thermal computational model with a neurophysiological computational model, to devise design 

inputs to optimize infrared light delivery to nerves in a safe way.   

 

Chapter 6 provides the conclusions of the research work undertaken as a part of the 

dissertation. The chapter also discusses future steps that can be undertaken to make further 

progress in the research.   

 

Appendix A is the final report submitted as a part of the class MGT 6499 (Innovation 

Realization). This report details a commercialization plan and lays out a strategy to commercialize 

the technology of infrared nerve blocks in this dissertation in the future as an alternative chronic 

pain management modality.  
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Appendix B is a SPIE proceedings chapter discussing the initials steps taken in the 

development of the model shown in Chapter 3.  

 

Appendix C details the work done in collaboration with Eric C. Yeats (BE 2019) that 

focuses on simulating the response of a multi axon nerve in response to a time and space varying 

temperature distribution, as is observed during infrared irradiation.   

 

A version of Chapter 3 is published as Ganguly, M., Jenkins, M. W., Jansen, E. D., & Chiel, H. 

J. (2019). Thermal block of action potentials is primarily due to voltage-dependent potassium 

currents: A modeling study. J. Neural Eng. 

A version of Chapter 4 has been submitted to Neurophotonics Letters as ‘Voltage-gated Potassium 

Channels are Critical for Infrared Inhibition of Action Potential: An Experimental Study’. 

A version of Chapter 5 is currently in preparation to be submitted to Neurophotonics Technical 

Reports for peer review.  

 

Appendix B is published in SPIE proceedings as Ganguly, M., Jenkins, M. W., Chiel, H. J., & 

Jansen, E. D. (2016, March). Modeling the effects of elevated temperatures on action potential 

propagation in unmyelinated axons. In Clinical and Translational Neurophotonics; Neural 

Imaging and Sensing; and Optogenetics and Optical Manipulation (Vol. 9690, p. 96901O). 

International Society for Optics and Photonics. 
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Appendix C was submitted as an abstract for a poster presentation by Eric Yeats (EECS 2019) at 

the Biomedical Engineering Society (BMES) Annual Meeting in Atlanta on October 18, 2019. 
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2 BACKGROUND 
 

 

Action potentials, which are the signals units in the nervous system are a result of the complex 

interplay of sodium and potassium channels across the cell membrane. The movement of these 

ions are driven by the electrochemical gradient established between the extracellular and 

intracellular environment of the neuron (nerve cell). These movements are facilitated by special 

ion selective channels located in the cell membrane (ion channels). These channels only allow the 

unidirectional movement of specific ions (sodium, potassium, calcium etc). These channels remain 

closed when the neuron is in its resting potential. When the membrane potential rises due to the 

influence of a stimulus, the voltage gated sodium ion channels open rapidly and allow the 

movement of sodium ions inside the cells, which leads to depolarization of the neuron. As this 

movement proceeds, the voltage gated potassium ion channels open, and as a result, the potassium 

ions are moved outside of the cell causing repolarization of the cell. Rapid influx of sodium ions 

causes the polarity of the plasma membrane to reverse, and the ion channels then rapidly inactivate. 

As the sodium channels close, sodium ions can no longer enter the neuron, and they are then 

actively transported back out of the plasma membrane. Potassium channels are then activated, and 

there is an outward current of potassium ions, returning the electrochemical gradient to the resting 

state. After an action potential has occurred, there is a transient negative shift, called the refractory 

period (Fig. 2-1). 
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Figure 2-1: Phases of an action potential (Source: Kenneth Casey, Wikipedia) 

 

In humans, the nervous system is responsible for the transmission of important sensory and 

motor signals in our body to and from the control centers, the brain and the spinal cord. The major 

component of the nervous system, the nerve cell or neuron, consists of the cell body (soma), the 

axon which contains the nerve terminals and acts as the point of release of neurotransmitters that 

interface with the next nerve cell to transmit the nerve signal over a distance, and the dendrites. In 

mammalian peripheral nervous systems, the axon is covered with a myelin sheath which consists 

of Schwann cells (Fig. 2-2). This layer speeds up conduction across the length of the axon which 

may be useful when fast responses are required, for example, when moving our hand while 

touching a hot object. As with other organs, nerves also malfunction and are prone to diseases. For 

example, in the case of Alzheimer's disease, the nerve cells in the brain start to lose their 

myelination which disables their ability to transmit information efficiently. Sometimes nerve 
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damage may result from injury which may result in paralysis. In this case, it is important to restore 

function to the affected part of the body that the damaged nerve innervates. In other cases, pain 

arising from damage to the sensory neurons (neuropathic pain), it is desirable to inhibit in order to 

reduce the pain sensation and provide comfort to the patient. Hence, artificial control of nerve 

behavior is vital in clinical applications.  

 

 

 

Figure 2-2: Anatomy of mammalian nerve cell (Source: BruceBlaus, Wikipedia) 

 

Electrical stimulation has been the gold standard for the control of nerve behavior. Some 

of the applications of electrical nerve stimulation include the treatment of foot drop (Kottink 2007), 

deep brain stimulation (DBS) (Kern 2007), for disorders such as Parkinson’s disease,  auditory 
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implants for the profoundly deaf (Shannon 2012), and vagus nerve stimulation for epilepsy and 

depression (Groves 2005).  

 

Currently, there are several types of techniques that are used to treat and manage various 

types of pain. Some of them include Acetaminophen (Tylenol) for muscle, joint or bone pain, 

corticosteroids for pain caused by inflammation, NSAIDs (Nonsteroidal anti-inflammatory drugs), 

Anticonvulsants for nerve pain, and opiate pain relievers. Apart from the chemical drugs, there are 

electrical methods also available for the control of pain that includes the stimulation of high 

frequency electrical currents (or in combination with direct currents) to block nerve conduction. 

This technique, called KHFAC (kilo-hertz frequency AC) block is plagued with the problem of 

the occurrence of the 'onset response' which is highly undesirable. 'Onset response' is defined as 

prolonged period of strong activity (lasts for a few seconds) that is produced when KHFAC is 

turned on (Ackermann  2011). Some of the non-conventional methods of pain management include 

hypnotic analgesia and placebo analgesia. Almost all of these pain management techniques involve 

side effects indicating nausea, rash, liver damage, constipation, addiction and subsequent 

withdrawal. There is a need to find an inexpensive pain management technique that is free of all 

the side-effects in the listed above. 

 

 Recently, optical methods of neural inhibition have also been explored and their 

applications in the control of pain is an area of active research. Researchers have used infrared 

pulsed lasers to invoke action potentials in frogs, rats, Aplysia and other organisms (Cayce 2008, 

Duke 2009, Tozburun 2012, Wells 2005). It has been shown to be free of recording artifacts, is 

non-contact, and non-damaging to the nerve tissue. Though a clear mechanism for this 

phenomenon has not been identified, it remains an area of active research (Beier 2014, Plaksin 
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2018, Shapiro, Homma 2012, Thompson 2013, Wells 2005). Some of the studies have shown that 

it is a photothermal effect where the temporal and spatial gradient of temperature rise plays an 

active role in the activation of nerves (Wells 2007). Another study has shown the change in 

membrane capacitance due to temperature rise is an important factor that governs the change in 

transmembrane voltage (Plaksin 2018, Shapiro 2012)  . Studies on the activation of TRPV channels 

(thermosensitive channels) (Albert 2012) and formation of membrane pores  (Beier 2014) during 

infrared neural stimulation have also been studied.  

 

An alternative observation using pulsed infrared lasers was the observation of inhibition of 

nerve signals in the rat sciatic nerve and in Aplysia alike (Duke 2013). The successful use of 

infrared laser light in inhibition of unmyelinated nerves may lead to the development of nerve 

cuffs that can inhibit pain signals carried by unmyelinated C fibers. This requires proper 

characterization of the laser parameters required to observe conduction block in the specific nerve 

without exceeding the thermal damage threshold. A clear understanding of the mechanism behind 

the observation of block is required so that we can make targeted adjustments to the clinical 

applications to make it suitable for patients suffering from chronic pain. In the case of infrared 

nerve inhibition, the primary mechanism of heat generation is through the photothermal interaction 

of laser light by nerve and the surrounding tissues. This includes the distribution of laser light in 

the tissue medium and conversion of the absorbed light into thermal energy (heat), the dissipation 

of heat leading to temperature rise in the vicinity of the laser irradiated zone of the tissue medium. 

The resultant temperature rise then affects the behavior of temperature sensitive voltage-gated ion 

channels (Hodgkin 1949). In the following subsections, principles behind these phenomena and 

the equations governing them are discussed. 
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2.1 Computational models 
 

As mentioned in the section above, the relationship between light distribution inside 

tissues, resultant temperature rise, and the effect of temperature rise on the ion-channel kinetics 

are studied. This section contains an explanation of each of these processes and the tools and 

strategies to model them.  

 

2.1.1 Hodgkin and Huxley model  

Hodgkin and Huxley (HH) model has been used by neuroscientists since the 1950's and 

resulted in Nobel prizes for the original authors. Based on the series of experiments performed by 

Hodgkin, Huxley and their associates (Hodgkin 1952, Hodgkin 1952) on the squid giant axon, the 

electric behavior of the squid giant axon membrane was qualitatively and quantitatively defined. 

For the brief treatment of the Hodgkin Huxley (HH) equations, we assume that the axon is modeled 

as a cylinder with radius of ri and negligible membrane thickness. The extracellular space is 

assumed to be a good conductor and grounded. The membrane has a capacitance of Cm (F/cm2) 

and three parallel membrane conductances, gNa, gK and gleak (S/cm2). gNa and gk are considered to 

be voltage and time dependent. A voltage source is connected in series with each of the 

conductances (or resistances) that represents the Nernst potential (equilibrium potential) of the 

particular ion species. In this case, we have only considered sodium and potassium ions.  
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Figure 2-3: Electrical equivalent of a HH cell membrane (Hodgkin 1952) 

The total membrane current consists of the capacitive current and the ionic current. In the 

HH model, the ionic currents are simplified by assuming linear relationships between ionic 

currents and their Nernst potentials. The total membrane ionic current Iionic is the sum of the 

individual ionic currents and the leak current (IL). 

 

𝐼)*+), = 𝐼. + 𝐼01 +	𝐼3"1                                                                            (2-1) 

and each ionic current (Iionic) can be written as the product of its conductance gion and the driving 

force.  

𝐼)*+ = 	𝑔)*+(𝑉6 − 𝐸)*+)                                                                               (2-2) 

where Vm is the membrane voltage and the Eion is the equilibrium potential (Nernst potential) for 

the ion.  

 

Hodgkin and Huxley predicted that the potassium current depended on the simultaneous 

activation of four gating elements, whose probability of moving into a conducting state is 
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represented by the symbol n. Hodgkin and Huxley found the best fit for the potassium conductance 

data by assuming that there were four of these gates. Since they were assumed to act independently 

of one another, the overall probability of a potassium channel opening was the probability that all 

four of the gates had switched into a conducting state, or n×n×n×n=n4. Thus, if the maximum 

possible conductance for the potassium channels was 𝑔01&&&&&, the overall conductance for the 

potassium channels was 

𝑔01 = (𝑔01&&&&&&)𝑛;                                                                                      (2-3) 

Similarly, the sodium current is dependent on the simultaneous activation of three gating 

elements, whose probability of moving into a conducting state is represented by m and another 

gating element, which was initially open at rest, but then closes with a probability h. The overall 

conductance of the sodium channel is represented by  

𝑔3"1 = (𝑔3"1&&&&&&&&)𝑚=ℎ                                                                                 (2-4) 

Hodgkin and Huxley assumed that there would be some rate (𝛼+) at which a gate that is 

currently not conducting would become conducting and some rate (𝛽+) at which a gate that is 

currently conducting would move into a non-conducting configuration. The total rate of change in 

the probability of gates conducting would be the probability that some gates became conducting, 

minus the probability that same became non-conducting.  

A+
AB
= 𝛼+(1 − 𝑛) − 𝛽+𝑛                                                                               (2-5) 

where 𝛼+ and 𝛽+ are complex functions of the membrane voltage Vm.  

This equation is often written in the following mathematically equivalent form   

A+
AB
= (+DE+)

FG
                                                                                                  (2-6) 
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The voltage dependence of the rate constants 𝛼 and 𝛽 are as follows, based on 

measurements on a squid giant axon at 6.3 o, where n¥ represents the value of n attained after a 

long time and 𝜏+ represents the time constant of the rise of the variable n.  

 

𝛼+(𝑉) =
E(IJKK)

LMMNO
P(Q1RR)

ST ELU
                                                                       (2-7) 

𝛽+(𝑉) = 0.125 Z𝑒
P(Q1\R)

]T ^        (2-8) 

 

𝛼6(𝑉) =
E(IJ;M)

LMNO
P(Q1_T)

ST ELU
       (2-9) 

𝛽6(𝑉) = 4Z𝑒
P(Q1\R)

S] ^         (2-10) 

 

𝛼a(𝑉) = 0.07 Z𝑒
P(Q1\R)

cT ^                    (2-11) 

𝛽6(𝑉) =
L

NO
P(Q1dR)

ST JLU
                     (2-12) 

 

Where V is the transmembrane potential (mV). The resting potential is considered at -65 

mV. However, Hodgkin and Huxley had considered their resting potentials at 0 mV for simplicity. 

A detailed derivation of these equations is outside the scope of this proposal and can be found in 

(Hodgkin 1952).  

 

A summary of the various HH electrophysiological parameters is shown in Fig. 2-4. An 

action potential is generated in a squid giant axon at 6.3 oC (diameter 0.5 mm). Fig. 2-4 shows the 
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membrane voltage (Vm, A), gating variables (m, n, h, B), membrane ionic currents densities (JK, 

JNa, Jleak, C), and the total membrane current densities (Jtotal, D).  

 

 

Figure 2-4: Summary of electrophysiological parameters for an action potential 

 (A) Membrane voltage versus time. (B) Change in gating variables versus time. (C) Ionic 
membrane current densities. (D) Total membrane current density. (Own work) 
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2.1.2 Temperature dependence of action potentials 

The temperature dependence of nerves have been studied since the early 1900's. Bernstein 

first studied the effect of temperature on the electrical activity of nerves and muscles (Bernstein, 

1902). Lucas measured the velocity ratios in temperature differences of 10 oC (Lucas 1908). This 

led to the definition of Q10 for nerves. Q10 is defined as the rate by which biological processes are 

accelerated when their temperatures are increased by 10 oC. Lucas measured the Q10 of about 1.8 

for an amphibian nerve conduction velocity that closely matched with that of muscles and hence 

surmised that conduction process in mammalian nerves and muscles are probably of a similar 

nature. Further improvements were made to our understanding of the temperature dependence of 

ion channel kinetics through the works of Verzar, Gasser, and Tasaki and Fujita (Graham 1931, 

Tasaki 1948, Verzar 1912).   Hodgkin and Katz published their results (Hodgkin 1952) of the 

comprehensive work performed on the stellar nerve of Loligo forbesi (squid giant axon). They 

concluded that the resting membrane potential is minimally affected by temperatures up to ~20 oC, 

but then decreases (become more negative) rapidly beyond that. They measured the derivatives of 

the action potentials at various temperatures and observed the change in the maximum rates of rise 

and fall of the action potentials. They observed that as temperature rises, the rates of fall of action 

potentials accelerate faster than their rates of rise at those temperatures. Tasaki performed the same 

experiments in 1948 on the single motor nerve fibers (myelinated) in toad and observed that 

rheobase (minimum stimulation current amplitude) is not affected by temperature, whereas the 

recovery of the nerve after spike is affected by temperature (Tasaki 1948). Hodgkin and Huxley 

(Hodgkin 1952) in their landmark paper established the Q10 value of 3 for squid giant axon ion 

channel kinetics which is still considered a standard in many temperature dependent nerve models. 

Huxley commented that, based on these observations, at higher temperatures, sodium permeability 

is gradually overtaken by potassium permeability that leads to a block of the onset or propagation 
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of an action potential leading to a heat block  (Huxley 1959). Computer simulations by Chapman  

(Chapman 1967) showed that there was a good agreement between the calculated and the 

experimentally measured conduction velocities of squid giant axons. Studies of temperature effects 

in conduction in myelinated nerves in various animals were studied by Paintal, Moore, Rasminsky, 

Schauf, and Chiu (Chiu 1979, Frankenhaeuser 1963, Paintal 1965, Rasminsky 1973, Schauf 1987). 

Rattay and Aberham (Rattay 1993) commented on the efficacy of Hodgkin Huxley model at 

different temperatures and suggested that the HH model may not be adequate to predict behavior 

or mammalian axons at elevated temperatures.. Rosenthal and Bezanilla (Rosenthal 2000) studied 

seasonal acclimation of giant axons in squid caught in warm and cold waters and measured various 

neurokinetic parameters at different temperatures. They found that the squid giant axons adapt 

seasonally to keep their conduction velocities constant with changing external temperatures. They 

measured the rates of fall and rise of action potentials, conduction velocities, action potential half-

widths and the normalized conduction velocities (raw conduction velocities divided by the square 

root of axon diameter).  Rosenthal and Bezanilla also studied temperature dependence in four 

different species of squid giant axons and found that conduction velocities followed the same trend 

across species at various temperatures (Rosenthal 2002). Mou et al. presented a detailed 

computational modeling study of the temperature dependence of myelinated nerve axon model and 

the effect of axon diameters on the block temperature (Mou 2012). A detailed discussion of this 

chapter can be found in section 2.1.3 where the modeling tool-NEURON is discussed.   

 

2.1.3 NEURON 
 

To predict the behavior of ion channels with temperature, in this dissertation, we have used 

NEURON (Hines 1997). NEURON is a simulation environment for modeling individual neurons 

and networks of neurons. It provides computationally efficient tools for conveniently building, 
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managing, and using models. NEURON has in-built functions that are tailored for conveniently 

controlling simulations and presenting the results of real neurophysiological problems graphically 

in ways that are quickly and intuitively grasped. NEURON is designed to let users deal directly 

with familiar neuroscience concepts. NEURON offers several different, user-selectable numerical 

integration methods. 

• The default integration method is implicit Euler, which provides robust stability and first order 

accuracy in time (sufficient for most applications). 

• Crank-Nicholson method that provides second order accuracy at little additional computational 

cost.  

• Increased accuracy, faster run times, and sometimes both, may be achieved by choosing 

adaptive integration, which adjusts integration order and time step as necessary to satisfy a 

local error criterion.  

User-defined mechanisms such as voltage- and ligand-gated ion channels, diffusion, 

buffering, active transport, etc., can be added by writing model descriptions in NMODL, a high-

level programming language that has a simple syntax for expressing kinetic schemes and sets of 

simultaneous algebraic and/or differential equations. NMODL can also be used to write model 

descriptions for new classes of artificial spiking cells. These model descriptions are compiled so 

that membrane voltage and states can be computed efficiently using integration methods that have 

been optimized for branched structures. 

 

NEURON has traditionally used the Hoc (higher order compiler) interpreter for the setup 

and control of neural simulations. Hoc is an interpreted programming language. NEURON has 

also been developed to be used with Python. Python is a modern programing language and provides 
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convenient syntax, powerful debugging capabilities and support for developing complex 

programs. Python also makes available to NEURON users, powerful scientific computing (SciPy, 

Numpy) and plotting tools (Matplotlib). Because of the benefits of combining NEURON with 

Python, it has been used for neural modeling work in this dissertation. A manual on the use of 

NEURON with Python for beginners can be found in  (Hines 2009).   

 

NEURON has been used for modeling various applications in neuroscience and there have 

been at least 1600 publications in various fields of computational neuroscience as of the end of 

2018. More specifically, and more relevant to our work, Mou et al. showed the dependence of 

threshold block temperature (temperature at which thermal block occurs) with the diameter of 

nerve axon (Mou 2012). They simulated high temperatures at specific nodes in a frog (myelinated) 

sciatic nerve model at varying lengths along the axon. They showed that the threshold temperature 

required for achieving a propagation block is greater than the threshold temperature required to 

produce a generation block. While the results of Mou et al. were substantial and offered new 

insights on conduction blocks, they were unable to provide a clear mechanism of the heat block 

(generation or propagation) observed in nerve due to axonal temperature rise. The heat block 

simulated in the model was confined to specific length of the axon. This spatial distribution of 

temperature is not practical in either electrophysiological setups or in clinical settings.  There was 

also little quantitative or qualitative representation of the change in the gating variables or the ion 

channels due to increasing temperatures over time. 
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2.1.4 Laser irradiation modeling in nerve tissues  
 

Use of MC methods to study light propagation in tissues during photodynamic theory 

(PDT) was first introduced by Wilson and Adam (Wilson 1983). Their simple model consisting of 

a homogenous medium was extended by (Prahl 1989)  to include anisotropy in the tissues and 

better handle the boundary conditions. (Wang 1995)  further extended the existing MC models to 

allow light transport in multi-layered tissue (MCML). A review of the applications of MC model 

for various light distribution applications can be found here (Jacques 2010). Recently, both 

analytical and numerical approaches have been developed to understand the rise in temperature in 

nerve tissues during infrared neural stimulation (INS) (Norton 2013). Thompson et al. predicted 

the distribution of light and the temperature increase from  a single pulse , pulse train and multiple 

emitters(Thompson 2013). They also compared their modeled temperature rises to experimental 

measurements of temperature rise as observed during INS in cochlea. Liljemalm et al. (Liljemalm 

2014) developed a numerical multiphysics model to predict the temperature rise during infrared 

neural stimulation (INS). In all cases, the temperature rise was observed in the range of 1 – 10 oC 

depending on the laser power and the laser pulse repetition rate. To our knowledge, none of the 

existing models combine an optical thermal model with a temperature dependent Hodgkin and 

Huxley model that can predict the effect of the temperature rise on excitable nerves.   

 

2.1.5 Light distribution modeling 
 

Light incident at a tissue surface can undergo either scattering or absorption. A small 

portion of the incident light undergoes reflection at the surface (governed by Snell's Law and 

Fresnel's equations, beyond the scope of this dissertation). The fate of the remaining light is 

decided by the optical properties of the tissue medium. The absorbed light is then either converted 
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to heat energy, mechanical energy, pressure change, or re-emitted as fluorescence or 

phosphorescence, or may drive a chemical reaction through the dissociation of chemical bonds.  

Scattered light from the laser beam undergoes multiple scattering events as it is propagated through 

the tissue. Ideally, this interaction of laser light can be rigorously described in terms of Maxwell's 

equations. That description is beyond the scope of this dissertation, nor is it a practical description 

of light propagation in a complex medium such as tissue. Instead, a heuristic approach based on 

the statistical approximation of photon transport in multiple scattering medium is used. This theory 

governed by the transport equation describes the transfer of energy through a scattering medium 

(it usually neglects polarization but can be included). The transport equation is of the form (Welch 

2010): 

A.(𝒓,𝒔h)
A#

= 𝜇"𝐿(𝒓, 𝒔h) − 𝜇#𝐿(𝒓, 𝒔h) + ∫ 𝑝(;l
M 𝒔h, 𝒔h′)𝐿n𝒓, 𝒔opq𝑑𝜔o + 𝑆(𝒓, 𝒔h)                     (2-13) 

   

where L is the radiance [W/m2.sr], 𝜇"	is the absorption coefficient [1/m], 𝜇#is the scattering 

coefficient [1/m], p is the phase (scattering) function [1/sr] and S is the optical source of the power 

generated at r in direction  𝒔h [W/m3. sr]. This equation relates the gradient of radiance L at position 

r in direction 𝒔h to losses owing to absorption and scattering and to a gain owing to light scattered 

from all other directions 𝒔h′ into direction	𝒔u . This theory treats light propagation as a transport of 

particles (photons). The equation can be derived from Maxwell's equations for special cases where 

each particle lies in the far-field of the other particles and there are no correlations between particle 

positions.  

 

The radiative transport equation (RTE), though very rigorous in its approach, is not easy 

to handle and solve in the closed form. In fact, the RTE can be solved in the closed form in very 

few cases, one of them describing transport in one dimension. Hence the idea of stochastic solvers 
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(Monte Carlo simulations) to replicate the behavior of RTE in tissue medium was introduced 

(Prahl 1989, Wilson 1983).  

 

In a general Monte Carlo (MC) simulation, photon packets are inserted into the medium 

(tissue) at the surface (in case of an external light source) or inside the tissue (in case of internal 

light source). All photons are assigned an initial probability 'weight' of 1 that refers to the size of 

the photon packet. The photon weight undergoes reduction every time the photon undergoes an 

absorption or a scattering event in its propagation pathway.  The reduction of this weight Δ𝑊 is 

calculated as  

Δ𝑊 =	xy
xz
𝑊                                                                                                 (2-14) 

where 𝜇" and 𝜇B are absorption and scattering coefficient of the tissue respectively, and W is the 

initial weight of the photon before the reduction. The absorbed weight is stored in the tissue 

voxel/pixel corresponding to the existing photon position.  

 

The photon is moved a random distance (which depends on a random number between 0 

and 1 and the absorption coefficient of the tissue in the vicinity) on a trajectory defined by the 

direction cosines. The remaining non-absorbed weight is then used to propagate the photon further. 

The step size s is defined as  

𝑠 = E|}	(%)
xz

                                                                                                      (2-15) 

where x is a random number [0,1] and 𝜇B is the total attenuation coefficient [m-1] and is the 

sum of the absorption and the scattering coefficients of the tissue medium. After encountering 

multiple scattering events, the photon's weight becomes progressively smaller ("Drop"). To 

terminate the photon's journey, a "Roulette Method" is used. In this method, a threshold value is 
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chosen (usually 10-4), and when the photon's weight drops below this threshold value, the roulette 

is used. A random number x is generated and if this random number is less than a value called 

"chance" (usually 0.1), then the photon weight is increased by dividing the existing weight by the 

"chance" value. Otherwise the photon is terminated. For chance=0.1 the weight is increased 10 

times. Consequently, 9 out of 10 times the photon is terminated, but 1 out of 10 times the photon’s 

weight is increased 10-fold and the photon continues to propagate. The result is that photons are 

usually terminated, but energy is conserved by the occasional surviving photon being given extra 

weight. Since the number of photons run is large, the result is a statistically averaged result of 

absorbed photons which provides an accurate estimation of light distribution in the tissue (Welch 

2011).   A flow diagram for Monte Carlo calculation for light distribution is as shown in Fig. 2-6.  

 

To calculate the trajectory (direction of propagation) of the propagating photon, two 

scattering angles are calculated: deflection scattering angle q and azimuthal scattering angle j. 

The commonly used function for the deflection angle is the Henyey-Greenstein (HG) function 

which was proposed for describing the scattering of light from distant galaxies by galactic dust. 

The Monte Carlo sampling for the HG function for calculating the deflection angle q is dependent 

on the anisotropy factor g of the tissue and is defined as: 

cos	(𝜃) =
LJ�cEZ SP�c

(SP�1c��^
c

��
                                                                          (2-16) 

where x is a random number between 0 and 1. If g = 1 for a tissue, then cosq is assumed 0 and the 

direction of photon propagation doesn’t change. Usually the value of g for biological tissues range 

from 0.8 to 0.9 which denotes that the biological tissue is mostly a forward scattering material. 

The azimuthal angle is calculated as  

𝜑 = 2𝜋𝑥                                                                                                     (2-17) 
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where x is a random number between 0 and 1. 

 

Figure 2-5: Typical scattering geometry     

An element of solid angles showing the scattering (𝜃 ) and azimuthal angle (𝜑) is shown. 

DA represents a different area in the x-y plane. Unit vector �̂� represents the location of and direction 

of radiance L (Welch 2011, Pg 31) 
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Boundary conditions                                                   

As the photon moves toward the front surface of the 

tissue and attempts to cross the boundary to escape the 

tissue, there is a possibility that the photon will be reflected 

by the surface boundary where the air/tissue interface (or 

external medium/tissue interface) presents a mismatch in 

refractive indices (nf = n or nr = n, for front and rear 

boundaries, respectively). The method chosen for handling 

the boundary is to let a fraction of the photon weight escape 

the tissue as observable reflectance or transmission and let 

the remaining fraction of photon weight reflect back into 

the tissue and continue to propagate. 

Absorbed energy density 

Once all the photons are terminated, the total 

weight A deposited in each pixel is evaluated. This 

weight is normalized by the volume of the pixel and the 

number of photons used to find the absorbed fraction for 

each pixel. The fractional transport Tfractional is then 

calculated by dividing A by the absorption coefficient 𝜇" 

of the pixel. Fluence at each pixel is then incident energy Q times Tfractional.  

 

 

Temperature rise 

Figure 2-6: Algorithm to dictate the fate 

of a photon in a MC simulation 

"Hop" refers to the propagation step taken by 
the photon, "Drop" refers to the reduction in 
weight by the photon after each event, and 
"Spin" refers to the change in direction of 
propagation of the photon after each event 
(Welch 2000, Pg 116)  
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Laser light absorbed by the tissue as a result of irradiation results is converted to heat. This 

generated by the tissue results in local temperature rise. This temperature rise DT is dependent on 

the local thermal properties of the tissue density r, the specific heat c, and the radiant exposure H. 

For short durations (neglecting any heat transfer, for example, short pulse lasers), the temperature 

rise at a point z can be estimated as  

								Δ𝑇(𝑧) = 	 xy�(�)
�,

                           (2-18) 

The transfer of heat energy in biological tissues occurs mainly via conduction. In the 

absence of phase change, some of the heat absorbed by the tissues gives rise to temperature rise in 

and around the laser irradiated zone. The temperature distribution in the tissue is obtained by 

solving the Pennes bio-heat transfer equation (BHTE)(Pennes 1948): 

 

𝜌B)##�O𝑐B)##�O
��z�����

�B
= ∇ ∙ (𝑘B)##�O∇𝑇B)##�O) + 𝑄. + 𝑄6OB                             (2-19) 

 

 

 

where k is the thermal conductivity [W m-1 K-1], 𝜌 is density [kg m-3], c  is specific heat [J kg-1 K-

1], 𝑄6OB is the volumetric metabolic heat generation [W m-3],  𝑄. is the laser generated heat energy 

[W m-3], and Ttissue is temperature of the tissue [K]. The thermal conductivity of a tissue region is 

dependent on the chemical composition of the tissue and the state of the system and can undergo 

changes with temperature and pressure. The boundary conditions at the surface of the tissue 

exposed to the ambient air is considered convective and the internal boundaries in contact with the 

surrounding tissue region are considered isothermal (at a constant temperature) typically 

maintained at the body-core temperature of 37 oC.  
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2.1.6 Optical thermal modeling  
 

Modeling of heat transfer in tissues as a result of laser irradiation have been done for the 

applications of photodynamic therapy (PDT) (Seteikin 2013), retinal applications (Sun 2011), skin 

treatments (Humphries 2013), hyperthermia applications and tumor ablation (Feng 2009). In all 

these applications, a version of the Pennes’ bio-heat equation is used since conduction is the 

primary method by which heat travels through biological tissues. Other heat transfer models may 

also include heat transfer through convection, blood perfusion, radiation or evaporation. Efforts 

have been made to combine Monte Carlo light transport models with heat transfer models. Jaunich 

et al. (Jaunich 2008) modeled and experimentally validated temperature rise in human and mouse 

skin tissues as a result fo short pulse irradiation of two different infrared wavelengths (1064 nm, 

1552 nm). Fanjul-Velez and Arce-Diego (Fanjul-Vélez 2008) monitored temperature rise in vocal 

cord tissue during endoscopic thermotherapy at 1064 nm. Gould et al. developed a three-

dimensional, transient, optical thermal model for measuring temperature rise due to pulse laser 

trains at 800 and 1064 nm (Gould 2014). The list provided above is by no means an exhaustive list 

and provides a helpful direction for curious readers. An excellent review of various models and 

applications of bio-heat transfer equation can be found here  (Diller 2010).  

 

2.1.7 SESE model  
 

We have used SESE (Scalable Effects Simulation Environment) developed at the Air Force 

Research Laboratory at San Antonio, TX  (Bixler 2015, Walsh 2017) for calculating photon 

distribution and temperature rise due to laser irradiation. A time-independent Monte Carlo 

propagation technique is used, where 100,000 (or more) photons are randomly generated across 

the source plane are launched into the tissue underneath. Absorptive and isotropic scattering events 

are implemented to simulate the path of photons upon propagation into the tissue. To accomplish 



 30 

the simulation, a finite-difference explicit/implicit RBSOR (Red-Black Series Over-Relaxation) 

method in SESE is used to solve the heat equation. First, the rays are propagated through the tissue 

and the resultant dose per voxel is set as the irradiation source term 𝑆(𝒓, 𝒔h) (Eq. 2.13). Then a 

surface explicit heat solver method, incorporating a time-step bisection method, is used to calculate 

an initial surface voxel temperature profile. This is then used as a starting point for the subsequent 

body voxel temperature solver method, an implicit RBSOR method.  

 

2.2 Experimental validation of modeling conclusions using Aplysia californica 
 

While computational modeling studies can provide insights into the change in the 

macroscopic and microscopic parameters governing infrared nerve inhibition, experimental results 

are required to provide validity to the predictions derived by the modeling studies. For our studies, 

we have chosen Aplysia californica (sea slug) as our model organism to experiment upon. Aplysia 

serves as excellent model system in our studies because (a) since it consists solely of unmyelinated 

axons of different diameters, thereby enabling research on unmyelinated C fibers in humans; (b) 

we can selectively control large number axons of specific diameter due to large size of neurons; 

(c) different methods of light delivery can be tried relatively easily since the nerves can be exposed 

and isolated for long periods of time (Bedini 2011; Musio 1990). The Aplysia animal model system 

has been successful in efforts to reduce variability during optical neural stimulations (Duke 2012), 

demonstrate optical inhibition (Duke 2013, Lothet 2014). The results from these studies were 

subsequently used to design and perform experiments in higher level animals (Lothet 2017).  
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Figure 2-7: Diagram showing the simple and well characterized nervous system in Aplysia 

californica  

Source: (Moroz 2011) 

 

2.3 Clinical applications of infrared inhibition 
 

As mentioned, the long-term goal of this research work is the translation of this technology 

into clinical applications. An important clinical application is inhibition of nerve fibers that 

transmit chronic pain signals in our body. The long-term goal of this research is to inhibit 

transmission of pain signals in humans in a way that is free of the side effects of the conventional 

analgesics and other electrical stimulation methods.  

 

The inhibition of nerve signals using infrared laser light offers an alternative to the 

conventional pain management techniques. It is reversible, non-contact and free of onset 

responses.  In order to devise a strategy towards the development of this pain management 

modality using infrared lasers in the form of a nerve cuff, we need to understand the physiology 

of pain transmission in humans. This will provide us with the limitations and the constraints that 
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we need to keep in mind when carrying out simulations and trials of our prototypes. This calls for 

a brief understanding of the physiology of pain in the human body.  

 

Pain is a conspicuous sensory experience that warns of danger. In humans, pain is mediated 

by different classes of afferent nociceptive (pain sensing) fibers. These fibers respond to damaging 

stimuli by sending signals to the spinal cord and brain. Thermal or mechanical nociceptors have 

small diameter, thinly myelinated Aδ fibers that conduct at about 5-30 m/s 

(http://thebrain.mcgill.ca/flash/d/d_03/d_03_cl/d_03_cl_dou/d_03_cl_dou.html). These fibers 

provide the sensations of sharp, pricking pain. Polymodal nociceptors transmit sensations of high-

intensity mechanical, chemical, and thermal shocks. They have smaller diameters, unmyelinated 

C fibers and conduct slowly at a speed of around 0.5-2 m/s (Dale 2001). This difference in 

conduction velocity between the fibers can explain why in the event of an injury, we feel a sharp 

and acute pain in the beginning followed by a more diffuse, dull pain. A comparison of the fiber 

sizes of A and C fibers and their conduction rates is shown in Fig. 2-8.   

 

Figure 2-8: Arrangement of the A and C fibers and their rates of conduction 

(Source: Bruno Dubuc, McGill University) 
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Conduction velocity of an action potential is dependent on the axon diameter and the 

axonal resistivity. Assuming identical membrane resistivities, the conduction velocities only 

depend on the axon diameter. Larger axons having higher axon diameters conduct action potentials 

faster than small-diameter axons.  C fibers being smaller than A fibers, conduct action potential 

much slower than A fibers. When unmyelinated C fiber afferents are activated repetitively by 

electrical stimuli, their conduction latency increases gradually (the conduction velocity of the 

afferent decreases). In addition, with increasing stimulation frequency, the amount of this activity-

dependent slowing increases. C fibers present an important target for nerve inhibition given where 

the expertise and research with infrared nerve inhibition in unmyelinated nerve stands at this time. 

A comparison of the different kinds of pain signals carried by Aδ and C fibers is shown in Fig. 2-

9. 

 

 

 

 

 

 

 

 

Figure 2-9: Comparison of the pain signals carried by Aδ and C fibers 

(Source: Bruno Dubuc, McGill University) 

 



 34 

3 THERMAL BLOCK OF ACTION POTENTIALS IS PRIMARILY DUE TO 
VOLTAGE-DEPENDENT POTASSIUM CURRENTS 

 

 

3.1 Abstract 
 

Objective: Thermal block of action potential conduction using infrared lasers is a new 

modality for manipulating neural activity. It could be used for analysis of the nervous system and 

for therapeutic applications. We sought to understand the mechanisms of thermal block. 

 

Approach: To analyze the mechanisms of thermal block, we studied both the original 

Hodgkin/Huxley model, and a version modified to more accurately match experimental data on 

thermal responses in the squid giant axon.  

 

Main results: Both the original and modified models suggested that thermal block, 

especially at higher temperatures, is primarily due to a depolarization-activated hyperpolarization 

as increased temperature leads to faster activation of voltage-gated potassium ion channels. The 

minimum length needed to block an axon scaled with the square root of the axon’s diameter. 

 

Significance: The results suggest that voltage-dependent potassium ion channels play a 

major role in thermal block, and that relatively short lengths of axon could be thermally 

manipulated to selectively block fine, unmyelinated axons, such as C fibers, that carry pain and 

other sensory information. 
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A version of this chapter is published as Ganguly, M., Jenkins, M. W., Jansen, E. D., & 

Chiel, H. J. (2019). Thermal block of action potentials is primarily due to voltage-dependent 

potassium currents: A modeling study. J. Neural Eng. 

DOI: https://doi.org/10.1088/1741-2552/ab131b 

 

3.2 Introduction 
 

Targeted optical manipulation of the nervous system has become an exciting new possibility 

in recent years. Using lasers, it is possible to deliver infrared light to tissue with high spatial and 

temporal specificity to control excitable tissues such as the sciatic nerve (Wells 2005) , visual 

cortex (Cayce 2014) cochlear neurons (Matic 2011), and both embryonic and adult hearts (Jenkins 

2010, Jenkins 2013). The new field of infrared control of excitable tissue has been recently 

reviewed (Thompson 2014). Several possible mechanisms have been suggested for IR-induced 

excitation, including the induction of capacitive currents due to thermal gradients (Plaksin 2018, 

Shapiro 2012), activation of mitochondrial calcium currents (Dittami 2011), endoplasmic 

reticulum (Tolstykh 2017), and direct actions on ion channels (Albert 2012). 

  

More recently, it has been shown that infrared laser light can be used to inhibit both action 

potentials traveling through axons and through cardiomyocytes(Duke 2013, Lothet 2014, 2017, 

Wang 2016). Rather than inducing a thermal gradient, it appears that the inhibitory mechanism is 

due to raising tissue temperature (Duke 2013). Thus, understanding the effects of temperature on 

axonal conduction could be very useful for more precisely designing ways of controlling neural 

activity. 

 



 36 

A recent study demonstrated that IR could selectively block small-diameter axons prior to 

blocking large-diameter axons, both in an invertebrate (the marine mollusk Aplysia californica) 

and in a mammal (the vagus nerve of the musk shrew Suncus murinus) (Lothet 2017). Since 

electrical stimulation or inhibition generally affect large diameter axons before affecting small 

diameter axons (Rattay 1986), a modality such as IR that selectively controls small-diameter axons 

could be the basis for new ways of analyzing neuronal function and could lead to novel therapeutic 

interventions. 

 

 Since IR inhibition was demonstrated in both invertebrate and vertebrate axons, we sought 

to analyze the potential mechanism of thermal inhibition by using computational models of a well-

studied invertebrate model, the squid giant axon (Hodgkin 1952). We chose to focus on the squid 

giant axon because, to our knowledge, it is the only experimental system in which there is both a 

detailed, biophysically-based model of action potential generation and propagation, and detailed 

experimental data about the effects of temperature on detailed characteristics of the action potential 

(i.e., rates of rise, rates of fall, changes in axial resistance) at the level of a single axon (Rosenthal 

2000. Bezanilla 2002).  

 

A mechanism of thermal inhibition had previously been proposed. Initial studies of the 

effects of temperature on the generation of the action potential (Hodgkin 1949) led Huxley to 

postulate that, at higher temperatures, potassium currents overwhelm sodium currents, leading to 

action potential failure (Huxley 1959). Other temperature-dependent changes, however, could 

account for thermal inhibition. Rosenthal and Bezanilla studied the responses of the giant axon in 

squid acclimated to seasonally warm or cold temperatures (Bezanilla 2000)and in squid living in 

temperate or tropical climates (Rosenthal 2002). Their studies suggested that in addition to changes 
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in the kinetics of the voltage-gated ion channels, there may be changes in axial resistance with 

temperature. Other studies suggested that the sodium/potassium pump (Carpenter 1968) and even 

the peak conductances of the voltage-gated channels could change with temperature (Cao 2005). 

 

 Thus, we sought to test Huxley’s hypothesis that activation of voltage-dependent potassium 

ion channels was primarily responsible for thermal inhibition. In the original Hodgkin Huxley 

model, the only mechanism by which temperature affected the model was through the temperature-

dependence of the gating variables – m and h for the voltage-dependent sodium ion channels, and 

n for the voltage-dependent potassium ion channels. Would the same mechanism that Huxley had 

proposed operate in a modified model that more accurately captured the actual experimentally 

measured responses to temperature, and that incorporated changes in peak ion channel 

conductances, axial resistance, and the sodium/potassium pump. By addressing this question, we 

could explore a much broader range of possible models than the original Hodgkin Huxley model. 

We therefore modified the original model to allow it to more accurately capture the experimental 

data, and tested whether the original mechanism proposed by Huxley primarily accounted for 

thermal block. We then sought to determine the effect of scaling of axon diameter to see the 

applicability of these results to small-diameter unmyelinated axons, such as vertebrate C fibers. 

 

The results do support Huxley’s hypothesis that thermally-induced block, especially at 

higher temperatures, is primarily due to increased activation of voltage-dependent potassium ion 

channels in response to depolarization. In response to the depolarizing currents from an advancing 

action potential, the membrane depolarizes. This activates the voltage-dependent potassium ion 

channels, allowing potassium ions to flow out of the neuron, which in turn hyperpolarizes the 

neuron. The hyperpolarizing current through these channels antagonizes the depolarizing current 
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that activated them. Thus, this mechanism effectively and rapidly blocks the propagation of the 

action potential. Note that a hyperpolarizing current is more effective than simply blocking all the 

ion channels, since a depolarizing current from an advancing action potential would propagate 

through the passive region of blocked ion channels, diminishing only as it leaked out through the 

passive components of the axonal membrane (i.e., the leak channels and the capacitance), rather 

than being actively antagonized. 

 

3.3 Methods 
 
3.3.1 Model axon geometry 
 

The squid giant axon varies in size, but a standard length of 100 mm and diameter of 0.5 

mm (500 µm) was chosen based on values reported in the literature (Rosenthal 2000). This 

geometry was implemented in the NEURON simulation environment (Carnevale 2005). In 

general, the differential equations for the model (see below) were numerically integrated using a 

time step of 0.01 ms, and the voltages and ionic currents were measured in each segment of the 

model neuron. For studies in which compensatory current was injected to maintain the resting 

potential (see below), the time step was reduced considerably (to 0.2 µs) to ensure high accuracy. 

 

To ensure stability of all state neurokinetic variables (m,n,h) , the system was simulated 

for a total of 500 ms, and stimulating current was injected into the model after 250 ms. 

Depolarizing current (1 ms duration) was injected within the first segment of the first section of 

the model axons to initiate an action potential. For model axons of diameter greater than 10µm, 

2000 nA of depolarizing current was used. For model axons of diameter less than 10µm, 100 nA 

of depolarizing current was used. 
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To explore how axon diameter affects its response to temperature, we varied axon 

diameters from 0.5 µm to 500 µm. The axon was divided into either two or three sections, each 

having different lengths and properties, i.e., temperature, resistivity, and ionic conductances (as 

described below). The number of segments within each section was chosen to allow for precise 

measurements of threshold block lengths over the entire length of the model axon. In the modified 

Hodgkin/Huxley model, the axial resistances varied with temperature. Thus, to construct regions 

of different temperature, we used the built-in NEURON function connect to ensure that each region 

had the appropriate axial resistance for its temperature. 

 

Segmental currents over the j different segments (where j ranged from 1 to the total number 

of segments) were computed as  

 𝐼#O�6O+B(𝑗) = 	
I�PSE	I�
�y,�PS,�

− 	I�EI�1S
�y,�,�1S

,    (3-1) 

where Vj-1 corresponded to the voltage of the previous segment (if there was a previous segment), 

Vj +1 corresponded to the voltage of the next segment (if there was a next segment), ra,j-1,j 

corresponded to the axial resistance between compartment j-1 and j, and ra,j,j+1 corresponded to the 

axial resistance between compartment j and j + 1. Note that ra = �y
lAc/;

∗ 𝐿, where ra is the axial 

resistance, Ra is the axial resistivity (in W cm), L is the length of the segment in µm, d is the axon 

diameter (in µm), and ra’s units of W-cm µm/µm2 yield 104W. Multiplying this by 10-2 makes it 

possible to report the resistance in MW. 
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3.3.2 Simulating changing temperature in the model 
 

Temperature changes were applied to the model neurons in two ways. First, to determine 

the changes in currents that occur as an action potential encounters a change in temperature, we 

maintained one half of a model axon at the base temperature of 6.3˚C while varying the 

temperature of the second half of the axon. For these studies, the model axon consisted of two 

sections. By increasing the temperature of half of the axon (the second section), we ensured that 

transient currents induced by the initiation of an action potential, which occur at the beginning of 

the first section, were minimized. In the NEURON simulation environment, temperature is a global 

variable that is uniformly applied to every segment. Temperature was changed to be a local 

variable so that it could be accessed and modified at each segment independently. Ordinarily, 

NEURON uses the TABLE command in the .mod file to access a look-up table for all segments; 

by commenting out this command in the .mod file, the NEURON program evaluated the 

differential equations at every segment, rather than using the default parameters in the lookup table 

to decrease run time. This usually increased the simulation duration by a factor of about five. 

 

 To approximate a continuously changing temperature profile that might be induced by a 

thermal source such as a laser, temperature profile T(x) was calculated, that interpolated smoothly 

between an initial temperature T1 (6.3˚C) and a final temperature T2 (25˚C) at all points x along 

the axon, such that the temperature began to change from its initial value T1 at location a along the 

axon (10 mm before the midpoint, or 40 mm from the beginning of the axon) and reached 

temperature value T2 at location b along the axon (10 mm after the midpoint, or 60 mm after the 

beginning of the axon). The temperature reached an intermediate temperature value of (T2 + T1)/2 

at the midpoint between points a and b, i.e., at (a + b)/2: 
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 𝑇(𝑥) = 	𝑇L + (𝑇� − 𝑇L)𝐹(𝑥, 𝑎, 𝑏),     (3-2) 

 𝐹(𝑥, 𝑎, 𝑏) = 	
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1,																																															𝑥 ≥ 𝑏.

 (3-3) 

 

 Second, temperature change was applied along the central region of a model axon to 

determine the minimum length of elevated temperature that could block action potential 

conduction. The axon was modeled using three sections, and the length of the central section that 

was subjected to elevated temperatures was systematically varied until the action potential no 

longer propagated beyond the region of block. We classified an action potential as blocked if the 

potential at the end of the axon never exceeded -60 mV, which is far below the threshold for 

initiating an action potential. Note that the resting potential of the model is -65 mV, so that this is 

a fairly conservative criterion. 

 

3.3.3 Temperature-dependent parameters and functions 
 

To capture the response of the neuron to changing temperatures, several features of the 

original Hodgkin/Huxley model became functions of temperature: (1) a temperature-varying Q10 

factor for the gating variables of the Hodgkin/Huxley model based on the experimental 

measurements of Rosenthal and Bezanilla (2000), (2) the peak potassium and sodium 

conductances varied with temperature, (3) a temperature-dependent sodium/potassium pump, and 

(4) the axial resistance as a function of temperature (a schematic comparing the original and 

modified Hodgkin/Huxley model is shown in Fig. 3-2A). After describing the detailed 
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modifications that were made to the model, the entire set of equations is shown (below, Model 

Equations). 

 

(1) The Q10 factor: In the standard Hodgkin and Huxley model (Hodgkin 1952), 

temperature dependence is captured by altering the rate constants for the three gates controlling 

the voltage gated ion channels. The m gate (sodium activation), the h gate (sodium inactivation) 

and the n gate (potassium activation) are modified to account for changes in temperature. The 

corresponding modified rate constants are am and bm for the m gate, ah and bh for the h gate, and 

an and bn for the n gate. The values are changed by using the Q10 relationship, which is 

 𝑄LM 	= 	 (
�c
�S
)

ST
(¯cP¯S).      (3-4) 

where temperature T2 is greater than temperature T1, rate R2 is measured at T2, and rate R1 is 

measured at T1. If both sides of the equation are raised to the power �cE�S
LM

, it is possible to solve 

directly for R2 at temperature T2 as 

 

  𝑅� = 	𝑅L𝑄LM
¯cP¯S
ST .      (3-5) 

 

Thus, for example, to modify the differential equation for the n gate (see below, Model Equations), 

since rate constants an and bn are multiplied by the same factor to adjust them for temperature, the 

right-hand side of the entire differential equation for n is multiplied by the Q10 term of equation 

(5). The same factor is used to modify the right-hand sides of the differential equations for the m 

and h gates. In the original Hodgkin and Huxley model, a fixed value of 3 was used for Q10 for all 

temperature ranges, and the base temperature (T1) was set at 6.3˚C (Hodgkin 1952). Thus, the 
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factor by which all the differential equations for gates m, n and h were multiplied simplified to 

3
¯cP\.d
ST . 

 

An earlier study of the change in the shape of the action potential (Hodgkin 1949, their 

Table 2) showed that the Q10 for the rates of fall (illustrated in their Figure 1B), an approximate 

measure of the activity of the voltage-dependent potassium gates, changed in the temperature 

ranges 5˚C to 10˚C, 10˚C to 20˚C, and 20˚C to 30˚C. They also observed changes in the Q10 for 

the rate of rise with temperature, though these changes were smaller. These data suggested that the 

Q10 factors multiplying the differential equations for m, n and h were different and varied with 

temperature. We therefore used a systematic grid search to simultaneously find sets of Q10 values 

for all three gates, varying them from a value of 1.0 (temperature independent) to 3.0 (the original 

Hodgkin/Huxley model value) in increments of 0.1. Values that did not allow the model to generate 

an action potential were excluded. For those values that did generate an action potential, the total 

amplitude of the action potential (measured from the resting potential to the peak of the action 

potential) was determined, by comparing these values to the amplitudes actually determined 

experimentally at that temperature (Hodgkin 1949, their Table 1 [c], p. 243). Among those sets of 

Q10 values producing total amplitudes within 5% of those measured experimentally, errors for 

maximum rates of rise and fall of the resulting action potentials were evaluated (see below, 

equations (3-11) – (3-13)), choosing the Q10 values that led to the smallest errors (Fig. 3-9). 

 

As a result of the systematic and exhaustive search, the multiplicative factor was found to 

be slightly different for each gate, and will be designated as fm(T), fh(T) and fn(T) for the m, h and 

n gates (respectively). Each of these are piecewise continuous functions: 

 



 44 

 𝜙6(𝑇) = 	
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  (3-6a) 
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  (3-6c) 

 

 (2) Sodium-potassium pump: In the original Hodgkin and Huxley model, the 

sodium/potassium pump was not incorporated, because their initial studies suggested that the 

resting membrane potential was unchanged by temperature (Hodgkin 1952). In the studies of 

Rosenthal and Bezanilla (2000) in Loglio pealei, however, the resting potential varied with 

temperature and season, suggesting that components of the resting potential were temperature 

dependent. Studies in other molluscan species, such as Aplysia californica (Carpenter 1968) and 

Anisodoris nobilis (Gorman 1970), demonstrated that a temperature-dependent sodium-potassium 

pump significantly contributed to changes in the resting potential with temperature. (Rakowski 

1989) characterized an electrogenic sodium-potassium pump in the squid giant axon that 

exchanged 3 sodium ions for 2 potassium ions. Equations of (Van Egeraat 1993) for the pump 

currents were used, based on the study of Rakowski et al. (Rakowski 1989), and incorporated 
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temperature-dependence based on the studies in Anisodoris (Gorman 1970). The Q10 for the pump 

conductance from its change in permeability ratio of PNa/PK from 0.028 at 4˚C to 0.0068 at 18˚C 

was used (Gorman 1970), yielding an estimated Q10 of 1.88 (using equation (3-1)), which was then 

used to scale the peak pump conductance, gNaKinitial. Given that the pump exchanges three sodium 

ions for two potassium ions, the pump equations are: 

 

 𝑔3"0(𝑇) = 𝑔3"0)+)B)"·	1.88
(¯P\.d)
ST , 

  𝐼3"_¹�6¹ = 3	𝑔3"0(𝑇)n𝑉6 − 𝐸¹�6¹q, 

 𝐼0_¹�6¹ = 	−2	𝑔3"0	(𝑇)(𝑉6 − 𝐸¹�6¹),     (3-7) 

 

where INa_pump and IK_pump are the sodium and potassium currents due to the pump, respectively, Vm 

is the membrane potential, and Epump is the reversal potential of the pump. 

 

 (3) Peak sodium and potassium conductances: In the original Hodgkin and Huxley model, 

the peak sodium and potassium conductances, �̅�3" and �̅�0, were assumed to be constant and 

independent of temperature. As reviewed above, more recent work suggests that these values may 

vary with temperature. 

 

To estimate the peak conductance values, rates of rise and rates of fall were extracted from 

Figure 3 of Rosenthal & Bezanilla (Rosenthal 2000) using the program DataThief 

(www.datathief.org). The center of the triangle indicating the mean data value was extracted as 

well as the values of the top and bottom error bars to provide a measure of the errors associated 

with each data point. In the model, the peak of the derivative of the rising phase was used as an 
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estimate of the peak rate of rise, and the peak of the derivative of the falling phase was used as an 

estimate of the peak rate of fall (Fig. 3-1B). 

 

A systematic grid search was used to determine the peak sodium and potassium 

conductance values that minimized the difference between the rates of rise and fall observed 

experimentally (Rosenthal 2000) and those observed in the model (see below for details of how 

errors were minimized; Fig. 3-1C). The data at each of the temperatures reported by Rosenthal & 

Bezanilla were then fit by exponentials: 

 

 𝑔06"%(𝑇) = 	1.60	𝑒E	(
¯Pc¼.]]
Sc.]R )c,  

 𝑔3"6"%(𝑇) = 	0.42	𝑒E	ª
¯PdS.]d
dS.\c ¬

c

,      (3-8) 

 

where the maximum potassium and sodium conductances, gKmax and gNamax, have units of S/cm2 

(Fig. 3-1D shows plots of these functions). 

 

 (4) Axial resistance: Earlier work showed that the product of the axial resistance and the 

membrane capacitance could be estimated by the time constant of the rise of the foot of the action 

potential and its conduction velocity (Brown 1976). In this study, the “foot” was defined as the 

region of the simulated action potential between the time points when the action potential begins 

(i.e., the time that the potential increased by 1% above the resting membrane potential; another 0.1 

ms of data prior to this (100 points) was added to improve the exponential fit) and halfway between 

this point of onset and the point at which the derivative of the action potential reached its maximum 

value (Fig. 3-1B, region indicated by the blue line). The resulting data was fit to an exponential, 
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whose time constant, tfoot, was then used for estimating the axial resistance (see below). The time 

constant of the model action potential shown in Fig. 3-1B was 179.9 µs. 

 

 Conduction velocity was calculated as a function of temperature by measuring the time it 

took the action potential to travel between two points along the axon separated by 8 mm on either 

side of the midpoint of the axon. For all conduction velocity studies, the model axon was brought 

to the same uniform temperature along its entire length. The time of arrival of the action potential 

was determined as the instant when the action potential reached half its maximum value at a 

specific point on the axon. Conduction velocity was then calculated by dividing the distance 

between the two points on the axon by the time it took the action potential to travel between the 

points. 

 

 Having measured the time constant, tfoot, and the conduction velocity, q, from the model, 

we then determined the product of the membrane capacitance per unit area (Cm, in µF/cm2) and 

the axial resistivity (Ra, kW cm) from the equation 

 

  𝑅"𝐶6 = 	 �
�F½¾¾z¿c

       (3-9) 

 

where r is the radius of the axon (Jack 1975, pp. 116 – 118). To derive this equation, it is assumed 

that the conduction velocity of the action potential is large relative to the electrotonic velocity, i.e., 

the passive propagation of signals along the axon; in addition, it is assumed that the extracellular 

resistance is negligible relative to the axial resistance.  
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To illustrate the computation for a specific example: at 5˚C, the time constant of the foot 

of the simulated action potential, tfoot, was 179.9 µs (Fig. 3-1B); the conduction velocity of that 

action potential, q, was 11.3 m/sec. The simulated axon diameter is 500 µm, so that its radius is 

250 µm. The resultant value of RaCm is  �KM	LMP\6OBO�#
�(LÀÁ.Á	LMP\	#O,*+A#)(LL.=	6OBO�#/#O,*+A)c

	, which equals 

0.0054 s/m or 0.0054 Ω Farads/m. This value is similar to the value shown in Figure 5B of 

(Rosenthal 2000) for axons at 5˚C from squid acclimatized to the cooler temperature of May 

(Please note that the units shown in their figure 5, ΩFarads cm, do not appear to be correct, based 

on our email and Skype conversations with the authors). Rosenthal and Bezanilla also determined 

experimentally that the capacitance of the membrane did not vary significantly from 1 µF/cm2 in 

both warm and cold seasons. Thus, the equation for the axial resistance, Ra(T), in W cm, as a 

function of temperature (in ˚C; the coefficient of determination R2 for the fit is 0.94) is 

 

Ra(T) = 56.84	𝑒EM.M=	�       (3-10) 

 

3.3.4 Error analysis for average model parameters 
 

To fit parameters to the actual data, the squared deviations were minimized between model 

measurements for a given set of parameter values and the original data for the rates of rise and fall 

at each temperature. To capture changes both in the rate of rise and the rate of fall, a systematic 

grid search was used, varying the peak potassium and sodium conductances from their initial 

values in the Hodgkin/Huxley model in increments of 0.02 S/cm2, and testing for two failure 

conditions: (1) spontaneous activity in the absence of any excitatory input, which indicated that 

the potassium conductance was too small to maintain a stable resting potential, and (2) failure to 
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generate an action potential in response to excitatory current, indicating that the potassium 

conductance was large enough to overwhelm the inward sodium current. 

 

The peak rate of fall was determined in the model action potential by finding the maximum 

of the derivative of the falling phase (Fig. 3-1B). The error in the rate of fall was computed using 

equation (3-11): 

 

 𝐸Â"··	(𝑇)) = 	 Ã
Ä��Å(��)	EÄ��z(��)

Ä��Å(��)
Ã,      (3-11) 

 

where 𝐸Â"··	(𝑇)) is the error at temperature Ti during the falling phase of the action potential, 

𝐹O%¹(𝑇)) is the rate of fall measured experimentally at temperature Ti, and 𝐹O#B(𝑇)) is the estimated 

rate of fall from the model at temperature Ti. 

 

The error in the experimentally measured rate of rise and that produced by the model was 

also computed. The peak rate of rise was determined from the derivative of the rising phase of the 

model action potential (Fig. 3-1B). Errors in the rate of rise were computed using equation (3-12): 

 

𝐸�)#O	(𝑇)) = Ã���Å(��)	E���z(��)
���Å(��)

Ã	,      (3-12) 

 

where 𝐸�)#O	(𝑇)) is the error at temperature Ti in the rising phase, 𝑅O%¹(𝑇)) is the rate of rise 

measured experimentally at temperature Ti, and 𝑅O#B(𝑇)) is the estimated rate of rise from the 

model at temperature Ti. 
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 Total error was then computed by summing the squares of the errors at each temperature 

over the entire set of temperatures that were matched, which were 5˚C, 7.5˚C, 10˚C, 12.5˚C, 15˚C, 

17.5˚C, 20˚C, and 25˚C (based on the measurements of Rosenthal and Bezanilla (Rosenthal 2000)). 

Thus, the final computed error was 

 

 𝐸B*B"· = 		∑ Z���Å(��)E���z(��)
���Å(��)

^
�

"··	�� + 	∑ ZÄÇÈÉ
(��)EÄ��z(��)
Ä��Å(��)

^
�

"··	�� .  (3-13) 

 

The total error is plotted on a logarithmic scale (Fig. 3-1E) for several variations of the model. The 

results demonstrate that if only the sodium/potassium pump is temperature dependent (Fig. 3-1E, 

second set of bars), or if only the peak sodium and potassium conductances are varied as a function 

of temperature (Fig. 3-1E, third set of bars), error is not reduced as much as if both features of the 

model vary with temperature (Fig. 3-1 E, fourth set of bars). Since Rosenthal and Bezanilla 

(Rosenthal 2002) observed that at 29.5˚C the action potential in Loligo pealei was blocked, this 

information was used to determine the value for gKmax at this temperature. 

 

Similar optimization was performed for the temperature dependence of the axial resistivity. 

The simulations were initialized with the standard Hodgkin/Huxley model value of membrane 

resistivity of 35.4 Ω-cm and the conduction velocity at a given temperature Ti was evaluated as 

described above. The resultant conduction velocity was compared with the published results, and 

membrane resistivity was changed until the modeled conduction velocity was within 1% of the 

experimentally published values. No other parameters were varied to adjust the conduction 

velocity. 
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3.3.5 Accounting for experimental error 
 

In the original experimental data (Rosenthal 2000), measurements of the rates of rise and 

fall had accompanying error bars. Not only the mean values shown in the data plots were measured, 

but also the values of the error bars were measured, and those values were propagated through the 

model. This provides some estimate of the errors of the parameters, which are the maximum 

sodium and potassium conductances, the axial resistivity, and the product of RaCm. Fig. 3-1F 

illustrates this for one parameter at one temperature (17.5˚C): the range of measured values for the 

rates of fall are shown along the x axis; the function relating the rate of fall to the peak potassium 

conductance is plotted, and the corresponding range in the peak potassium conductance parameter 

is indicated along the y axis. The arrow points to the measured mean value of the parameter. 

 

3.3.6 Model equations 
 

These are the model equations that were used in each segment of the NEURON model: 

 

  𝐶6 	
AIÊ
AB

= 	−𝑔.(𝑉6 −	𝐸.) − 𝑔06"%(𝑇)𝑛;(𝑉6 − 𝐸0) −	𝑔3"6"%(𝑇)𝑚=ℎ(𝑉6 −

𝐸3") −	𝐼3"Å�ÊÅ −	𝐼0Å�ÊÅ + 𝐼#O�6O+B, 

 

  A6
AB
= 𝜙6(𝑇)(𝛼6(1 − 𝑚) − 𝛽6𝑚), 

 

  Aa
AB
= 𝜙a(𝑇)(𝛼a(1 − ℎ) − 𝛽aℎ), 

 

  A+
AB
= 𝜙+(𝑇)(𝛼+(1 − 𝑛) − 𝛽+𝑛), 



 52 

 

  𝛼+(𝑉) =
EM.ML(IJKK)

NO
P(Q1RR)

ST ELU
 

 

  𝛽+(𝑉) = 0.125 Z𝑒
P(Q1\R)

]T ^ 

 

  𝛼6(𝑉) =
EM.L	(IJ;M)

NO
P(Q1_T)

ST ELU
 

 

  𝛽6(𝑉) = 4Z𝑒
P(Q1\R)

S] ^ 

 

  𝛼a(𝑉) = 0.07 Z𝑒
P(Q1\R)

cT ^ 

 

  𝛽6(𝑉) =
L

NO
P(Q1dR)

ST JLU
 

 

  𝑔06"%(𝑇) = 	1.60	𝑒E	(
¯Pc¼.]]
Sc.]R )c,  

 

  𝑔3"6"%(𝑇) = 	0.42	𝑒E	ª
¯PdS.]d
dS.\c ¬

c

 

 

  𝑔3"0(𝑇) = 𝑔3"0)+)B)"·	2
(¯P\.d)
ST  

 



 53 

   𝐼3"¹�6¹ = 3	𝑔3"0(𝑇)n𝑉6 − 𝐸¹�6¹q 
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3.3.7 Fixed parameter values 
 

Parameter Symbol Value (units) 

Leak conductance gL 0.3 mS/cm2 

Membrane capacitance Cm 1 µF/cm2 

Maximum pump conductance gNaK 7 µS/cm2 

Pump reversal potential  Epump -220 mV 

Squid giant axon radius r 0.25 mm 

Leak reversal potential EL -51 mV 

Potassium ion Nernst 

potential 

EK -74 mV 

Sodium ion Nernst potential ENa 53 mV 

3-1: Summary of constant parameters used in NEURON 

3.3.8 Code availability 
 

The simulation environment NEURON was scripted using Python to search for parameter 

values while minimizing errors, as described above. The Python package “numpy” was used for 

numerical analysis, and the package “matplotlib” was used for plotting data. Fits of data to curves 

were done using MATLAB's Curve Fitting toolbox. All code used in the modeling and 

optimization for this chapter are available for download under the appropriate licenses from the 

GitHub repository: (https://github.com/mohitganguly/IRBlock_Vanderbilt).  
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3.3.9 Compensatory current 
 

To test the role of voltage-dependent ion channels on thermal block, the conductances of 

all or some of the channels were set to zero, similar to experimental manipulations such as applying 

the drug TTX to block voltage-dependent sodium ion channels, or the drug TEA to block voltage-

dependent potassium ion channels (Prinz 2004). Doing so has a significant side effect: the resting 

membrane potential changes, as it depends in part on the currents through the voltage-dependent 

ion channels. Thus, to separate the effects of removing ion channels from the resulting changes in 

resting membrane potential, we used compensatory current, which is based on the concept of 

dynamic clamp to restore the membrane potential to its original resting potential. Conceptually, 

the idea is simple: one can computationally “remove” a particular ionic current by computing the 

value of current that should be generated through that ion channel, and then inject the opposite 

amount of current; a similar approach can be used to computationally “add” a particular ionic 

current. 

 

To show a specific example of how this was done, in Fig. 3-6A, the schematic lower axon 

has a central section whose peak potassium conductance, gKmax, is set to zero (indicated by the 

orange rectangle). The schematic lower axon has its potassium channel conductances set to zero 

in the central region (indicated by the red rectangle). Into each segment of the central region in the 

lower axon, a compensatory current clamp is inserted (using a new NEURON function, 

specifically written for this purpose, kd.mod). For each of the segments in this central section, 

corresponding to the identical segment in the axon above it, the program determines the current of 

the upper axon, IK (x, t), at that location over time, and injects the negative of this current into that 

segment of the lower axon, Iclamp. The injected current negates the current change due to the absent 
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ion channels in the lower axon. Thus, the compensatory current clamp restores the lower axon to 

its original resting potential despite the absence of the potassium ion channels. 

 

To provide an objective measure of the discrepancy between the original values and those 

in the axon receiving compensatory current, the mean square error was computed between the peak 

voltage changes along the control axon as compared to the peak voltage changes along the axon 

whose central region was subjected to compensatory current. Fig. 3-6B is a plot of the mean square 

error as the step size for the compensatory current is varied, demonstrating the importance of using 

a very small step size to keep the error low because of the high conduction velocity of the squid 

giant axon. 
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Figure 3-1: Temperature-dependent modifications of the original Hodgkin Huxley model 

A. To find the valid set of Q10 values for all three gates (m, n, h), we performed an exhaustive 
three-dimensional grid search to arrive at the correct Q10 parameter. At a specific temperature, the 
Q10 values for each gate (m, n, and h) were systematically varied from 1.0 (gates not temperature 
dependent) to 3.0 (the value in the Hodgkin/Huxley model) in increments of 0.1, totaling 20*20*20 
= 8,000 cases. In each of these cases, the total amplitude of the action potential was evaluated, if 
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an action potential was generated. We defined the total amplitude as the absolute difference 
between the resting potential and the peak of the action potential. These total amplitudes were then 
compared against the experimentally reported values obtained at that specific temperature 
(Hodgkin and Katz, 1949). We focused on the set of Q10 values that produced action potentials 
whose total amplitudes were within 5% of the reported values. Among the selected sets of values, 
we evaluated the errors for maximum rates of rise and fall, using equations (3-11) – (3-13). The 
combined errors for rates of rise and fall of action potentials are plotted. The Q10 values for each 
of the gates are shown along the three axes. Each dot in the figure represents a set of Q10 values 
that produce an action potential whose peak amplitude is within 5% of the experimentally reported 
values. The color of each dot represents the sum of the errors for the particular set of Q10 values. 
The range of error values are shown by the adjoining color bar (using a logarithmic scale). As the 
color of the dot changes from red to blue, the error decreases. The Q10 values associated with the 
least error (shown with a red arrow) were chosen for the particular temperatures. The figure shows 
the analysis for 5˚C. Similar analyses were done for 10˚C, 15˚C, 20˚C and 25˚C. B. Measurements 
from the model action potential that were compared to the data of Rosenthal & Bezanilla (2000). 
The model action potential shown here was generated by the modified Hodgkin/Huxley model at 
5˚C. The maximum rate of rise, the maximum rate of fall, and the onset of the foot of the action 
potential are all indicated. See Methods section for how these were used for parameter estimation. 
C. To find the sodium and potassium maximum conductance that fit the maximum rates of rise 
and fall of action potential recorded experimentally, we performed an exhaustive grid search by 
varying the maximum sodium conductance from 0.12 S/cm2 (original value in the Hodgkin/Huxley 
model) to 0.5 S/cm2, and the potassium maximum conductance from 0.036 S/cm2 (original value 
in the Hodgkin/Huxley model) to 1.5 S/cm2, in increments of 0.02 S/cm2. Errors were calculated 
at each point of these values. The expression used to calculate the errors between the 
experimentally reported maximum rates and the simulation-derived rates are described in 
equations (3-11) – (3-13) in the Methods. For a particular pair of maximum sodium and maximum 
potassium conductances, the sum of the errors observed for the maximum rates of rise and 
maximum rates of fall are plotted (plot shows the results obtained from searches at 25˚C). The sum 
of the errors smoothly decreases as the sodium and potassium conductance increase without any 
local minima or maxima. At points with low values of sodium maximum conductance and high 
values of potassium conductance, an action potential was not generated, and hence the errors for 
those value pairs are not shown in the plot. The red arrow shows the point where the sum of the 
errors reached the global minimum. We used the sodium and potassium conductance obtained at 
this point as the basis for the peak sodium and potassium conductances in the modified 
Hodgkin/Huxley model. This analysis was repeated for all the temperatures reported in the 
experimentally published work, which ranged from 5˚C to 25˚C. D. Variation of the peak sodium 
(blue) and potassium (green) conductances with temperature (equation (3-8)). The R2 value for the 
Gaussian fits is > 0.99. See the text for details. E. Errors in rates of rise (Erise, green), rates of fall 
(Efall, red) and total error (Etotal, blue) plotted on a logarithmic scale for three versions of the model 
(equations (3-11) - (3-13)). The errors associated with the unmodified Hodgkin/Huxley model are 
shown in the left-most group of bars; the errors associated with the Hodgkin/Huxley model to 
which a temperature-dependent Na/K pump were added are shown in the next group of bars; the 
errors associated with the Hodgkin/Huxley model and temperature-varying peak conductances are 
shown in the next group of bars, and the errors associated with the Hodgkin/Huxley model which 
has both a temperature-dependent sodium-potassium pump and the modified peak conductances 
are shown in the right-most bars (we refer to this as the modified Hodgkin/Huxley model, or the 
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mHH model). The mHH has the smallest errors. F. Translating errors in the original data (rate of 
fall at 17.5˚C) into error ranges for the estimated model parameters. See Methods for details.  
 

 

3.3.10 Incorporating temperature dependence improves model accuracy 
 

Incorporating temperature-dependence into the peak sodium and potassium conductances, 

the sodium/potassium pump, and the axial resistance led to model outputs that more closely 

matched experimental observations in squid giant axons (Rosenthal 2000) than those predicted by 

the original Hodgkin/Huxley model. Modified model predictions of the influence of temperature 

on rates of action potential rise and fall (Fig. 3-2B), axial resistance multiplied by membrane 

capacitance (Fig. 3-2C), and conduction velocity (Fig. 3-2D) better matched the experimental 

results than those predicted by the original Hodgkin/Huxley model. 
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Figure 3-2: Comparison of HH and mHH models 
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A. Schematic indicating how the modified model incorporates more temperature-dependent 
features than the original Hodgkin/Huxley model. The symbol r represents axial resistivity. B. 
Comparisons of model outputs to experimental data measuring rates of rise or fall of squid action 
potentials (dots and error bars correspond to data from Rosenthal and Bezanilla (2000)). Red line 
labeled mHH ROR shows the modified Hodgkin/Huxley model fit to data for rate of rise, whereas 
the black line labeled HH ROR shows the predictions of the unmodified Hodgkin/Huxley model 
for the rate of rise. Red line labeled mHH ROF shows the modified Hodgkin/Huxley model fit to 
data for rate of fall, whereas the black line labeled HH ROF shows the predictions of the 
unmodified Hodgkin/Huxley model for rate of fall. C. Comparison of measured product of 
membrane capacitance and axial resistance (RaCm) to values predicted by the two models. Black 
line, triangles and error bars are values measured by Rosenthal and Bezanilla (2000) in squid giant 
axons. Red line, dots and error bars correspond to values predicted by the modified 
Hodgkin/Huxley model. The dashed line, which is temperature-independent, corresponds to the 
value used in the original Hodgkin/Huxley model. D. Comparisons of measured conduction 
velocity to model predictions. Note that the red line corresponding to the mHH model yields a 
better match to the experimental data (dots and error bars) than the black line corresponding to the 
original Hodgkin/Huxley model. 
 

3.4 Results 
 
3.4.1 Increasing temperature leads to a net increase in hyperpolarizing current 
 

It was determined whether adding temperature-dependence to components of the original 

Hodgkin/Huxley led to qualitatively new behavior, or primarily altered the quantitative response 

of the modified model to temperature. Since most temperature manipulations generate a smooth 

change from an initial temperature to a final temperature, an action potential was generated along 

a model axon whose first half was at the control temperature of 6.3˚C, and then smoothly changed 

the temperature of the second half of the model axon to 25˚C (see equations (3-2) and (3-3), 

Methods; Figs. 3-3A, B). By generating the temperature change near the middle of the axon, it was 

ensured that initial currents at the point of action potential initiation were gone by the time the 

action potential encountered the change in temperature. The consequence of a gradual change in 

temperature was a clear increase in net hyperpolarizing (outward) current for both the original 

Hodgkin/Huxley model (Figs. 3-3C – F, position 2) and for the modified model (Fig. 3-3G – J, 

position 2) at the center of the region undergoing a change in temperature. In the region at the 
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control temperature, the relative ratio of outward to inward current was more similar for both 

models (Figs. 3-3C – F and 3-3G-J, position 1). In the region that was at the new, higher 

temperature in the modified model, the ratio of outward to inward current was also increased (Figs. 

3-3G – J, position 3), although the currents were much smaller. 

 

Figure 3-3: Effect of Gaussian temperature rise on AP propagation 
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Net increase in hyperpolarizing current in the central region of an axon in response to an action 
potential as the axon’s temperature is smoothly increased from 6.3˚ to 25˚C around the center of 
the axon. A. Schematic of experiment. The left-hand side of the model axon (0.5 mm diameter) 
was held at 6.3˚C, and then, from 40 to 60 mm from its left-hand side, its temperature was smoothly 
increased to 25˚C (see Methods, Simulating temperature changes in the model, equations (2) and 
(3)). An action potential was initiated using a current pulse of 2000 nA (1 ms duration) injected 
into the left-hand side of the axon, and the sodium, potassium and net currents were measured at 
the center of the axon. Sodium current, potassium current, net current and charge transfer were 
measured at three positions: Position 1 – region of the axon at the control temperature (25% along 
its length). Position 2 – center of axon, region within which temperature is changing (50% along 
its length). Position 3 – region of the axon at the new, higher temperature (75% along its length). 
B. Temperature profile along the axon, ranging from 6.3˚C to 25˚C from 40 mm to 60 mm. C – F. 
Results for the Hodgkin/Huxley model. C. Inward sodium current. D. Outward potassium current. 
E. Net current. F. Inward versus outward charge transfer. The ratio was 5.76. G – J. Results for 
the modified Hodgkin/Huxley model. G. Inward sodium current. H. Outward potassium current. 
I. Net current. J. Inward versus outward charge transfer. Both models show a net increase in 
hyperpolarizing (outward) current in the central region as temperature increases in response to an 
action potential; in the modified model, the net outward current is also larger in the region of 
elevated temperature.  
 

 To better understand the development of the net hyperpolarizing current as a function of 

temperature, the temperature change was confined to a single step change (Fig. 3-4A), since in 

Fig. 3-3, it was observed that the changes in currents primarily occur where the axon shows 

significant changes in temperature. Both the original Hodgkin/Huxley model and the modified 

model qualitatively showed similar responses: as temperature increased from 5˚C to 25˚C, the 

sodium inward current became shorter (Figs. 3-4B and 3-4F, for Hodgkin/Huxley model and for 

modified model, respectively), due to the increased speed of sodium ion channel inactivation. Over 

the same temperature range, the potassium outward current became faster and larger (Figs. 3-4C 

and 3-4G, for Hodgkin/Huxley model and modified model, respectively), due to the increased 

speed of potassium ion channel activation. As a consequence, the net current (Itotal) became 

increasingly outward (hyperpolarizing) with increasing temperature as the membrane was 

depolarized by the action potential (Figs. 3-4D and 3-4H for Hodgkin/Huxley model and modified 
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model, respectively). For both models, much more outward charge was transferred relative to 

inward charge (Fig. 3-4E and 3-4I). 

 

 

Figure 3-4: Effect of step temperarure rise on AP propagation 

Sharply increasing temperature at the center of an axon leads to a net increase in 
hyperpolarizing current in response to an action potential. A. Schematic showing that the left half 
of the model axon (0.5 mm diameter) was kept at the control temperature of 6.3˚C, whereas the 
right-hand side was kept at temperatures of 5˚C, 15˚C or 25˚C. An action potential was initiated 
using a current pulse (2000 nA, 1 ms duration), and currents were measured at the middle of the 
axon, right at the transition between the control and the experimental temperatures. B – E. 
Measurements of sodium current (INa), potassium current (IK), total current (Itotal), and normalized 
charge transfer at 5˚K, 15˚C and 25˚C for the Hodgkin/Huxley model (respectively). Area under 
curves in parts B and C were computed (total sodium or potassium currents, respectively), and 



 65 

then normalized to the inward sodium current predicted by the Hodgkin/Huxley model at 5˚C 
(currents are measured in units of mA/cm2; when integrated over time, the resulting units are 
pC/cm2). The actual sodium current at 5˚C used for normalization was 0.27 pC/cm2). F – I. Results 
of the same measurements for the modified Hodgkin/Huxley model. Note that for both models, 
the ratio of outward to inward current (number at the top of the box in sections E and I) increases 
as temperature increases. Thus, with increasing temperature, a net hyperpolarizing current 
develops in response to the action potential. Note the larger y-axis scale for charge transfer in the 
modified Hodgkin/Huxley model. 
 

 

3.4.2 Voltage-dependent ion channels are necessary for thermal block 
 
In both models, increased temperature alters both the sodium and the potassium ion 

channels, so both could contribute to thermal block. To determine the contributions of the voltage-

dependent ion channels to thermal block, we changed the temperature of a model neuron in its 

center while selectively removing ion channels computationally from that central region, and then 

initiating an action potential at one end of the axon. The voltage changes were recorded at the 

beginning of the central region at which the temperature change occurred, and at the end of the 

model axon (Figs. 3-5A and 3-5K, points marked 1 and 2). In both models, when all ion channels 

were present, a minimum length was determined and temperature at which action potential 

propagation was blocked (35˚C applied to a 5.6 mm length at the center of the axon for the 

Hodgkin/Huxley model, 29.5˚C applied to an 0.9 mm length at the center of the axon for the 

modified model, which were the minimum lengths at which the action potentials propagation were 

blocked for the respective models).  

 

As the action potential reached the region of changed temperature, its amplitude was 

significantly reduced (red lines in Figs. 3-5B and 3-5L for the Hodgkin/Huxley and modified 

Hodgkin/Huxley models, respectively; blue lines show the action potential when the central region 

is at the control temperature of 6.3˚C). No action potential was recorded at the end of the model 
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axon (red lines in Figs. 3-5C and 3-5M for the Hodgkin/Huxley and modified Hodgkin/Huxley 

models, respectively; blue lines show the action potential when the central region is at the control 

temperature - the action potential propagates through the central region unchanged to the end of 

the axon). 
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Figure 3-5: Role of ion channels in heat block 
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Voltage-gated ion channels are critical for thermal block, and voltage-dependent potassium 
channels dominate the block at higher temperatures. A and K. Schematic of the experiment. The 
central region of a model axon was changed to a temperature, Tx, that blocked action potential 
propagation for the original Hodgkin/Huxley model (A) and for the modified model (K). Regions 
of the axon before and after the central region were kept at the control temperature of 6.3˚C. An 
action potential was initiated at the left-hand side of the model axon with a current of 2000 nA (1 
ms duration), and the propagating action potential was measured as it reached the region of 
changed temperature (point labeled 1) and at the end of the axon (point labeled 2). B – C, L – M. 
Control responses. When the central region remained at 6.3˚C, the action potential propagated 
normally through the region and reached the end of the axon (B, C and L, M, blue lines). As the 
action potential reached the central region subjected to a higher temperature, it was reduced in 
amplitude (B, L, red lines; compare to blue lines), and it was completely blocked at the end of the 
axon (C, M, red lines). D-E, N-O. The conductances of both the voltage-gated sodium ion and 
potassium ion channels were set to zero in the central region. When the temperature of the central 
region was not changed, the action potential shape changed slightly as it reached the region without 
ion channels (D, N, blue lines), but by the end of the axon, its shape was again similar to the control 
action potential (E, O, blue lines). When the central region is subjected to an increase in 
temperature, there is no change in the action potential in the Hodgkin/Huxley model (D, E; the red 
lines are completely covered by the blue lines). A slight widening of the action potential is visible 
in the modified Hodgkin/Huxley model as the action potential reaches the region at a higher 
temperature (N, red line), but the action potential at the end of the axon is identical to that generated 
when the central region is at its original temperature (O; red line is covered by blue line). F – G, 
P – Q. Voltage-dependent potassium channels are sufficient to induce thermal block. The 
conductance of the voltage-dependent sodium ion channels was set to zero in the central region. 
The peaks of the action potentials were slightly reduced when the central region was at its original 
temperature (F, P, blue lines), but the action potentials at the end of the axon were similar to 
control action potentials (G, Q, blue lines). In contrast, increasing the temperature of the central 
region blocked action potentials. The action potential was reduced as it reached the region of 
increased temperature (F, P, red lines), and was completely absent at the end of the axon (G, Q, 
red lines). H – I, R – S. Voltage-dependent potassium channels are necessary to induce thermal 
block. The conductance of the voltage-dependent potassium ion channels was set to zero in the 
central region. As the action potentials reached the central region, they were slightly wider than 
normal (H, R, blue lines), but were similar to control action potentials at the end of the axon (I, S, 
blue lines). Action potentials were not blocked by increased temperature; they narrowed as they 
reached the region of increased temperature (H, R, red lines), but were essentially similar to control 
action potentials at the end of the axon (I, S, red lines; in S, the blue line covers the red line). J, T. 
Minimum lengths required to block the action potential when all voltage-gated ion channels are 
intact (light green line) are similar to those needed to block when only voltage-gated potassium 
ion channels are present (red line), especially at higher temperatures. At low temperatures, the 
original Hodgkin/Huxley model is also affected by the effects of temperature on the voltage-gated 
sodium ion channels (dark green line). At high temperatures, the voltage-gated potassium ion 
channels clearly dominate the block length (J), and these channels dominate at all temperatures in 
the modified model (T). The dashed lines in J and T (at 35˚C and 29.5˚C, respectively), correspond 
to the results shown in parts A – I and K – S of this figure, respectively. 
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 To demonstrate that all of the voltage-gated ion channels were necessary for thermal block, 

we set the conductances of both the sodium and potassium voltage-gated ion channels to zero 

within the central region. Removing ion channels can change the resting potential of the central 

region because the voltage-dependent ion channels contribute significantly to the resting potential. 

Since, at rest, the membrane is primarily permeable to potassium ions, removing all ion channels 

will tend to depolarize the membrane. In turn, a depolarized membrane will alter the states of 

voltage-dependent ion channels on either side of the central region. To eliminate this potentially 

confounding factor, a compensatory current was applied to the central region to ensure that it 

remained at the control resting potential after ion channels were removed computationally (see 

Methods, Compensatory Current, and Fig. 3-7). 

 

When the action potential encountered the central region, its amplitude decreased and the 

waveform broadened (Figs. 3-5D and 3-5N, blue lines). By the time the action potential reached 

the end of the model axon, it was identical to the control action potential (Fig. 3-5E and 3-5O, blue 

lines). Removing all the voltage-dependent ion channels did not prevent passive currents from 

propagating through the region in which the ion channels were blocked, and these passive currents 

re-activated an action potential that propagated to the end of the model axon. 

 

When the central region was subjected to an increased temperature, the Hodgkin/Huxley 

model showed no changes (Figs. 3-5D and 3-5E; the red lines corresponding to the increased 

temperature condition are completely covered by the blue lines). The lack of response is 

predictable, as all of the temperature-dependent aspects of the model have been removed. In the 

modified Hodgkin/Huxley model, both the axial resistance (Fig. 3-5D) and the sodium/potassium 

pump depend on temperature. When the central region was subjected to an increased temperature, 
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the action potential showed a small increase in width relative to the control (Fig.  3-5N, red line), 

but the action potential at the end of the axon was essentially unchanged (Fig. 3-5O; the red line 

is covered by the control blue line). Thus, both models clearly require the voltage-dependent ion 

channels to generate thermal block in response to increased temperature. 

 

3.4.3 Voltage-gated potassium channels are necessary and sufficient for thermal block 
 
To determine if voltage-gated sodium ion channels are necessary for thermal block, we set 

the conductance of the voltage-gated sodium ion channels to zero. We did not modify the 

conductance of the voltage-gated potassium ion channels. Again, compensatory current was used 

to ensure that the resting potential was unchanged by computationally removing the voltage-gated 

sodium ion channels. In both models, when the central region was kept at the control temperature 

of 6.3˚C, the action potential peak was reduced as it reached the central region (Figs. 3-5F and 3-

5P for the Hodgkin/Huxley and modified models, respectively, blue lines). Passive currents were 

able to propagate through the region and re-activate an action potential, which arrived at the end 

of the axon essentially unchanged (Figs. 3-5G and 3-5Q, respectively, blue lines). When the central 

region was subjected to increased temperature, the peak of the action potential was significantly 

reduced in both models as it reached the region of increased temperature (Fig. 3-5F and 3-5P, 

respectively, red lines). The action potential was completely blocked by the end of the axon (Figs. 

3-5G and 3-5Q, respectively, red lines). These results demonstrate that voltage-gated sodium ion 

channels are not necessary, whereas voltage-gated potassium ion channels are sufficient alone to 

induce thermal block. 

 

 To determine if voltage-gated potassium channels are necessary for thermal block, we set 

the conductance of these channels to zero, but did not modify the conductance of the voltage-gated 
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sodium ion channels. Again, we used compensatory current to ensure that the resting potential was 

unchanged despite the computational removal of the voltage-gated potassium ion channels. In both 

models, when the central region was kept at the control temperature of 6.3˚C, the action potential 

broadened slightly as it reached the central region (Figs. 3-5H and 3-5R for the Hodgkin/Huxley 

and modified models, respectively, blue lines), but propagated normally to the end of the axon 

(Fig. 3-5I and 3-5S, respectively, blue lines). When the central region was subjected to increased 

temperature, the action potential narrowed slightly as it reached the central region (Figs. 3-5H and 

3-5R, respectively, red lines), but propagated through and reached the end of the axon essentially 

unchanged (Figs. 3-5I and 3-5S, respectively, red lines). Under these conditions, voltage-gated 

potassium ion channels are necessary for thermal block, and voltage-gated sodium channels are 

not sufficient alone to induce thermal block. 

 

 To generalize these results, minimum block lengths for all four conditions (all voltage-

gated ion channels intact, all voltage-gated ion channels blocked, voltage-gated sodium ion 

channels blocked, or voltage-gated potassium ion channels blocked) were measured in both 

models, with compensatory current applied to ensure no change from the resting potential after 

computational removal of ion channels. Since voltage-gated sodium ion channels contribute 

depolarizing current and voltage-gated potassium ion channels contribute hyperpolarizing current, 

the block lengths when all ion channels are intact should lie midway between the block lengths for 

either of the two voltage-gated ion channels alone. If one of the voltage-gated ion channels 

dominates, then the block lengths when all ion channels are intact should lie closer to the block 

lengths for that ion channel alone. The data suggest that, at the lowest temperature that can cause 

block in the Hodgkin/Huxley model, both voltage-gated sodium and potassium ion channels 

contribute to the block, but as the temperature is raised, the block length is dominated by the 
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voltage-gated potassium ion channels (Fig. 3-5J). In contrast, for the modified Hodgkin/Huxley 

model, at all temperatures capable of inducing block, the block length associated with the 

potassium channels dominates (Fig. 3-5T). 

 

 As another way of testing the role of the different voltage-dependent ion channels in 

thermal inhibition, we changed the temperature-dependence of the gating variables m, h and n in 

the modified Hodgkin Huxley model. By setting the Q10 of n to 1, we ensured that the voltage-

dependent potassium ion channels would not open more rapidly as the axon temperature increased. 

After this modification, application of increased temperature did not induce block of the action 

potential (data not shown). In contrast, after setting the Q10 of m and h to 1, eliminating the 

temperature-dependence of the voltage-dependent sodium ion channels, increased temperature 

could still induce block (data not shown). Because it is not currently feasible to eliminate the 

temperature-dependence of ion channels, we did not pursue this approach further. 

 

 Applying compensatory current to an axon may be experimentally challenging, so we 

determined whether qualitatively similar results were observed if the central region’s resting 

potential was allowed to change after computationally removing voltage-dependent ion channels 

in either the original Hodgkin/Huxley model or the modified model (Fig. 3-7A and F). As 

expected, in both models, computational removal of all voltage-dependent ion channels from the 

central region caused a small depolarization of the central region and regions around it (Fig. 3-7B 

and G); computational removal of all voltage-dependent potassium ion channels caused a larger 

depolarization (Figs. 3-7C and H); and computational removal of all voltage-dependent sodium 

ion channels caused a small hyperpolarization (Figs. 3-7D and I). Despite these changes in 

potential, the qualitative results we obtained for length of block needed as a function of temperature 
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were very similar to those obtained using compensatory current (Figs. 3-7E and J; compare Fig. 

3-7J and T): at higher block temperatures, the length of the block was clearly dominated by the 

voltage-dependent potassium ion channels. In the Hodgkin/Huxley model, at lower block 

temperatures, the voltage-dependent sodium ion channels clearly played an important role in 

determining block length (Fig. 3-7E). In the absence of compensatory current, the central region 

of the axon depolarizes once the voltage-gated potassium ion channels are blocked. In turn, this 

depolarization reduces the inward current through the voltage-dependent sodium ion channels 

because they inactivate in response to depolarization. The depolarizing current is also partially 

shunted by the increased conductance when the voltage-dependent sodium ion channels are 

activated. The net result is the same: the block lengths when all ion channels are intact lie between 

block lengths for either of the two voltage-gated ion channels alone. 

 

Figure 3-6: Effect of compensatory current 

A. Schematic illustration of the compensatory current experiment. (Top schematic) The currents 
were measured from a model neuron whose voltage-dependent potassium ion channel 
conductances were maintained at their control values (indicated by orange rectangle), and whose 
temperature was at 6.3˚C throughout (see Fig. 3-7H for the potential change in the central region). 
(Bottom schematic) The opposite current was injected into each of the corresponding segments of 
the second axon whose peak potassium conductances were set to zero (indicated by the red 
rectangle) to ensure that the second axon maintained its original resting potential despite the 
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removal of the voltage-dependent potassium ion channels. B. Mean square error in change in 
voltage along the length of an axon in the presence of compensatory current compared to a control 
axon as a function of integration step size. See Methods. 
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Figure 3-7: Role of ion channels in heat block (no compensatory current)  
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Small changes in membrane potential due to removal of ion channels do not significantly alter the 
minimal lengths necessary to block action potential propagation, and still demonstrate that voltage-
gated ion channels, especially potassium ion channels, are critical for thermal block. In addition, 
thermal block for single action potentials is sufficient to block repetitive firing. A, F. Schematics 
of the experiments for the Hodgkin/Huxley model and the modified Hodgkin/Huxley model, 
respectively. An action potential was initiated at the left side with an injected current pulse (2000 
nA, 1 ms). Ion channel conductances were altered, and the central region of the model axon was 
subjected to an increase in temperature. The minimum length needed to block the conduction of 
the action potential was determined. Unlike the data in Figure 6, compensatory current was not 
used to ensure that the resting potential was kept at its original value (-65 mV) after the ion channel 
conductances were manipulated. B, G. Setting the conductances of both the sodium and potassium 
voltage-gated ion channels to zero induces a depolarization of the membrane towards the leak 
conductance’s equilibrium potential in both the Hodgkin/Huxley (B) and modified 
Hodgkin/Huxley (G) models. C, H. Setting the conductance of the voltage-gated potassium ion 
channels to zero induces a depolarization of the membrane in both the Hodgkin/Huxley (C) and 
modified Hodgkin/Huxley (H) models. D, I. Setting the conductance of the voltage-gated sodium 
ion channels to zero induces a hyperpolarization of the membrane in both the Hodgkin/Huxley (D) 
and modified Hodgkin/Huxley (I) models. E, J. Despite the small changes in potential when ion 
channel conductances are eliminated, the lengths necessary to block action potential conduction 
are dominated by the voltage-gated potassium ion channels for both models, especially at higher 
temperatures. At the lowest block temperatures, the Hodgkin/Huxley model (E) is also 
significantly affected by the block lengths of the voltage-gated sodium ion channels. 
 

 

Since neurons generally fire repetitively in response to stimuli, we tested whether a thermal 

block that was sufficient to stop an action potential could also block repetitive firing (Fig. 3-8A). 

Thermal block sufficient to block a single action potential was able to block repetitive firing, 

whether induced by a steady depolarizing current (Fig. 3-8B), or by individual depolarizing current 

pulses (Fig. 3-8C). 
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Figure 3-8: Heat block in repetitive firing 

Block of single action potentials also blocks repetitive firing. A. Schematic of experiment: current 
was injected on the left-hand side, the axon was raised to a temperature sufficient to induce block 
of a single propagating action potential, and potentials were recorded at the points labeled 0 and 
1. B. Repetitive firing (80 Hz) due to a steady depolarizing pulse (2000 nA; duration is indicated 
by the green line above the action potentials) is completely blocked by the same conditions that 
block a single action potential. Action potentials are measured prior to the block region (blue line, 
at 25% of the length of the axon; point labeled 0 on the schematic diagram), and membrane 
potential is measured at the end of the axon (green line, at 90% of the length of the axon, point 
labeled 1 on the schematic diagram). Small residual filtered versions of the original action potential 
appear at the end of the axon, but the action potential does not propagate past the block region (see 
inset, which shows an expanded view of the green line contained within the box; the potential 
measured at the end of the axon is a small passive response). C. Repetitive firing (66.67 Hz) due 
to individual current pulses (2000 nA, 1 ms duration, 15 ms period; small green lines above each 
action potential indicate time of current injection) is completely blocked by the same conditions 
that block a single action potential. Once again, the action potentials propagate normally until the 
block region (blue line, measured at the point labeled 0 in the schematic), and only small residual 
passive versions appear at the end of the axon (green line, measured at the point labeled 1 in the 
schematic), but the action potential does not propagate past the block region. 
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3.4.4 Thermal block length scales with the square root of axon diameter 
 
Unmyelinated fibers range widely in size across phylogeny; some are as small as 0.2 µm 

(e.g., unmyelinated C fibers in a muscle nerve or a cutaneous nerve;(Gardner 2013)). We sought 

to determine the minimal thermal block lengths as a function of fiber diameter. A mathematical 

analysis of the cable equation predicted that modalities acting on the surface of axons would scale 

with the square root of the diameter of the axon (Lothet 2017, Supplemntary information). In the 

mathematical model, a generalized form of the cable equation was derived in which the 

dependence of membrane capacitance and resistance and axial resistance was made explicit. The 

equation was then rewritten to re-scale length by the square root of the axon diameter, and in this 

new coordinate system, the dependence of all the terms on axon diameter could be factored out, 

making the new equation independent of axon diameter. In turn, this immediately implied that if 

one axon has diameter d1, and could be blocked by a high-temperature region whose minimum 

length was L, then an axon of diameter d2 would be blocked by a high temperature region of 

minimum length 𝐿ËAc
AS

. These mathematical predictions have been confirmed by the experimental 

studies in Lothet et al. 2017, which demonstrated that thermal inhibition could selectively block 

small-diameter axons before large-diameter axons in both an invertebrate nerve (from Aplysia 

californica) and the vertebrate vagus (from the musk shrew Suncus murinus). The conduction 

velocity and length constant of an unmyelinated axon also scale with the square root of axon 

diameter (Debanne 2011, Hodgkin 1954). These observations suggest that the spread of current 

away from the region of increased temperature should also scale as the square root of the axon 

diameter. Thus, if voltage changes were plotted against the distance scaled by the length constant 

of the axon, which is proportional to the square root of the axon diameter, the resulting voltage 

changes should be independent of axon diameter. 
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 The length constant of an unmyelinated axon is defined from the solution of the cable 

equation after time-dependent changes in voltage have died out while a steady current is injected 

into the cable, yielding 

 

 𝑉6(𝑥) = 	𝑉M𝑒E%/Ì,        (3-14) 

 

where Vm(x) is the membrane potential Vm at point x along the cable, V0 is the voltage at the point 

of current injection, and l is the length constant (Jack 1975). Note that when the original voltage 

V0 has fallen by 1/e of its original value, x = l. Thus, to determine the length constant of an axon 

with a region of increased temperature, we injected a steady hyperpolarizing current, and 

determined the distance at which the hyperpolarization had fallen to a value of 1/e of its value at 

the point of injection. For a 500 µm axon, this value was 3.96 mm. The length constant of the same 

axon at its original temperature was 3.93 mm (a difference of 1%). To determine how the current 

spread scaled with axon diameter, an action potential and its blocked version were also determined 

for a 10 µm diameter axon, and then rescaled by the length constant (the length constant was 0.56 

mm; note that 3.96 is equal to 0.56 times the square root of the ratio of the diameters, i.e., 0.56 x 

ËKMM
LM
	 = 3.96, as predicted by the square root scaling law). 

 

 To determine the spatial extent of an action potential in the absence of block, an action 

potential was initiated in response to a stimulating current (2000 nA for 1 ms) in an axon at its 

original temperature. At the instant the peak of the action potential reached the middle of the axon, 

we recorded the voltage along the entire axon (Figure 3-9A, blue line). Note the large spatial extent 
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of the action potential. It is also worth noting the difference in shape from the action potentials 

shown in Fig. 3-5: in that figure, we record the change in voltage over time at the initial point of 

the block region and at the end of the axon, so we look at the time profile at a single point in space. 

In contrast, here we record the change in voltage over the entire length of the axon (i.e., over all 

space) at a single instant in time. To determine the effect of the spatial extent of the thermal block 

on the action potential, an action potential was initiated while the minimum length along the axon 

necessary for thermal block (1.12 mm) had its temperature increased to 29.5˚C, starting at the 

middle of the axon. At the identical time after the stimulating current initiated the action potential, 

we recorded the voltage along the entire axon. Note the large spatial extent of the block (Fig. 3-

9A, green line). We rescaled these results by the axonal length constant so they could be compared 

to results obtained in axons of different diameters (Fig. 3-9B). We then repeated the simulation 

using a 10 µm diameter axon (Fig. 3-9C); when the results were rescaled by the length constant, 

they were essentially identical to those observed in the 500 µm diameter axon (Fig. 3-9D; compare 

Fig. 3-9B). 

 

The scaling of thermal block suggested that it would act first on smaller-diameter axons, 

rather than on larger-diameter axons. Once axons are scaled by the square root of their diameters, 

the spatial spread of voltage at a fixed point of time becomes identical. In turn, this implies that 

the voltage changes experienced by the voltage-dependent ion channels will also be identical, and 

thus the currents induced by these depolarizations will be identical. As a consequence, this 

numerically confirms the mathematical model of (Lothet 2017 – Supplemental Material), which 

demonstrated that the length of block would scale with the square root of axon diameter. In 

contrast, extracellular currents are known to act on larger-diameter axons before smaller-diameter 

axons, since these currents scale as the square of the axon diameter (Rattay 1986). To further test 
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the predictions of the mathematical analysis (Lothet 2017), we determined the minimum lengths 

of the central region that needed to be increased in temperature to induce thermal block as a 

function of axon diameter. As predicted by the mathematical model, the block lengths scaled 

linearly with the square root of the axon diameter (Fig. 3-10). The scaling effects were observed 

for the Hodgkin/Huxley model (Fig. 3-10A), as well as for the modified Hodgkin/Huxley model 

(Fig. 3-10B) even at diameters that are similar to those of unmyelinated C fibers in vertebrates 

(Fig. 3-10C). Furthermore, as temperatures were increased, the minimum block length decreased 

for both models (Fig. 3-10). 

 

 

Figure 3-9: Spread of block currents during heat block 
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Spread of effects of block currents beyond the region of elevated temperature in the model squid 
giant axon scales with diameter. A. At the time that the peak of the action potential reached the 
middle of aa 500 µm diameter axon at its original temperature in response to a stimulating current 
(2000 nA for 1 ms), the voltage along the entire axon was plotted (blue line). The action potential 
occupies a large fraction of the entire length of the axon. The action potential was again induced 
as the temperature of the central region was increased to 29.5˚C, and at the identical time, the 
voltage along the entire axon was plotted (green line). Note that the voltage of the second action 
potential is identical to the first at the beginning and at the end of the axon. Anterior to the region 
of block, however, the voltage of the second action potential begins to significantly change relative 
to the voltage of the first action potential; these changes continue beyond the region of elevated 
temperature as well. The red line indicates the region of block. B. Effect of spread of block currents 
rescaled by the axonal length constant. Data in panel A were rescaled by the length constant of the 
original axon (see text). The red line indicates the region of block. C. Effect of spread of block 
currents beyond the region of elevated temperature in a smaller unmyelinated axon. The 
simulations done in panel A were repeated in a 10 µm diameter axon. The effect of the block 
currents clearly extends beyond the region of elevated temperature. Red line indicates region of 
block. D. Effect of spread of block currents rescaled by the length constant. Data in panel C were 
rescaled by the length constant of the original 10 µm axon (see text). After rescaling, results in the 
10 µm diameter axon are essentially identical to those in the 500 µm diameter axon (compare 
panels B and D). Red line indicates region of block. 
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Figure 3-10: Scaling of block lengths with axon diameter 
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Thermal block length scales with the square root of axon diameter. A. Thermal block length scales 
linearly with the square root of axon diameter in the unmodified Hodgkin/Huxley model, and 
length decreases with increasing temperature. B. Thermal block length scales linearly with the 
square root of axon diameter in the modified Hodgkin/Huxley model, and the minimum length 
required for thermal block decreases with increasing temperature. C. Expanded view of region 
highlighted by a square in panel B. The linear relationship between the square root of axon 
diameter and threshold block length is observed for axon diameters similar to those of vertebrate 
unmyelinated C fibers. 
 

 

3.4.5 Action potential initiation can be thermally blocked 
 

When an action potential is initiated in the initial segment of the axon, the currents 

generated are larger than those generated by the propagating action potential (Kole 2008). Since 

the thermal blocks described above were applied to a propagating action potential, thermal block 

of action potential initiation might be different (schematics of experiment shown Fig. 3-11A and 

D, respectively). To determine how thermal block of initiation scales with axon diameter, we first 

determined the minimum current needed to initiate an action potential for a given diameter axon. 

Whenever an action potential is initiated using a very short current pulse, there is little time for 

activation of voltage-dependent ion channels, and thus the current needed to reach the voltage 

threshold is inversely proportional to the passive input resistance of the cable. In turn, this implies 

that the minimum current needed to initiate an action potential would scale as the square root of 

the axon diameter cubed (Jack 1975, p. 32). Indeed, the minimum currents needed to initiate an 

action potential scaled in this way for both the Hodgkin Huxley and the modified model (Fig. 3-

11B and E, respectively). When thermal block was applied to either model after it was stimulated 

by the appropriate threshold current to initiate an action potential, the inhibition block temperature 

again scaled with the square root of axon diameter (Fig. 3-11C and F, respectively). 
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 These results suggest that thermal block in unmyelinated axons, especially at higher 

temperatures, are primarily due to the activation of voltage-dependent potassium ion channels in 

response to depolarization, which induce a strong hyperpolarization and thus block action potential 

initiation and propagation, and can act preferentially to block smaller-diameter axons before 

larger-diameter axons. 

 

 

Figure 3-11: Scaling of thermal block of action potential initiation 
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A. Schematic of the model axon for the Hodgkin/Huxley model, indicating the initial region (10 
mm) that was used to determine the minimum current needed to initiate an action potential at the 
control temperature (6.3˚C) and then subjected to an increase in temperature to determine the 
minimum temperature to block action potential initiation. B. Scaling of minimum current needed 
to initiate an action potential in the Hodgkin Huxley model. Minimum current (pulse length: 0.5 
ms) was determined for axons whose diameter was 1µm, 10µm, 100 µm, 300 µm and 500 µm. 
The minimum current scales with the axon diameter raised to the 3/2 power. See text. R2 = 0.99. 
C. The minimum temperature needed to block action potential initiation using the threshold current 
determined for each axon diameter in the Hodgkin/Huxley model scales linearly with the square 
root of the axon diameter. R2 = 0.97. D. Schematic for initial increase in temperature of modified 
Hodgkin/Huxley model. Because the potassium currents generated by the model are much larger, 
a smaller region of the axon can be subjected to an increase in temperature (2.5 µm). E. Minimum 
current for inducing an action potential again scales with the axon diameter raised to the 3/2 power. 
R2 = 0.99. F. Minimum temperature for block when action potentials are initiated by the 
appropriate threshold current scales linearly with the square root of axon diameter. R2 = 0.97. 
 

3.5 Discussion  
 
To our knowledge, this is the first study to provide quantitative evidence for a mechanism 

of thermal block that was originally suggested by Huxley (Huxley 1959): thermal block at higher 

temperatures is due primarily to activation of voltage-dependent potassium ion channels (Fig. 3-

4). Thermal block also appears to work for repetitive firing as well as for single action potentials 

(Fig. 3-5). In our previous study (Lothet 2017, Figures 2, 3 and Supplemental Figure 5), we 

demonstrated that thermal inhibition could block a repetitively stimulated compound action 

potential. The results shown in Fig. 3-5 suggest that the mechanism of this block is the same as the 

mechanism that blocks a single propagating action potential.  

 

The data presented in this chapter also provide further support for the prediction of a 

mathematical model based on the cable equation (Lothet 2017 – Supplemental Materials) that 

treatments that act on surface ion channels (such as infrared light or drugs) will have effects that 

scale as the square root of the diameter of the axon (Figs. 3-6, 3-7 and 3-8). In turn, this implies 

that small-diameter axons will have lower thresholds for responding to such treatments than will 
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large-diameter axons. Since extracellular electrical currents, a major modality for affecting neural 

activity, preferentially affect large-diameter axons before affecting small-diameter axons (Rattay 

1986), the results presented in this study open up a range of new approaches to analyzing nervous 

system function, and new ways to alter physiology or to treat diseases that selectively affect small-

diameter unmyelinated axons  (Dubin 2010, Duchesne 2016, Pekala 2016).  

 

 The modified Hodgkin/Huxley model presented in this chapter more accurately describes 

the response of squid giant axons to changes in temperature than does the original Hodgkin Huxley 

model (Fig. 3-2). The modified model still has significant limitations. It does not fully capture the 

complexities of the activation and inactivation of the sodium ion channel (e.g., (Clay 1998, 

Sangrey 2004)), which may be important for fully understanding the response of axons to 

increasing temperatures. It does not capture the sub-classes of voltage-dependent potassium ion 

channels that have been described in the squid giant axon (Rosenthal 2012), which could account 

for some aspects of temperature responses (Garrett 2012). Finally, if the modified model were to 

be applied to studies of unmyelinated C fibers in vertebrates, it would also need to capture the 

properties of other ion channels that are known to be present and sensitive to temperature, such as 

TRP channels (Cortright 2007, Patapoutian 2003, Voets 2014). Despite these limitations, both the 

original and the modified Hodgkin/Huxley model are in substantial qualitative agreement, and the 

results presented in this study are an important step towards developing a fuller understanding of 

a novel modality for modifying neural activity. 

 

Previous studies of invertebrate axons have indicated that the operating temperatures of 

poikilotherms (such as fish, lizards, insects, or mollusks) range from above freezing to about 40˚C, 

and that animals can tolerate changes in temperature over this range both through changes in 
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behavior and in properties of their neurons (Galarza-Muñoz 2011, Janssen 1992, Prosser 1981, 

Robertson 2012). In contrast, the operating temperatures for homeotherms is about the top of the 

range for poikilotherms, and homeotherms can generally tolerate only a few degrees of change in 

temperature. Elevated temperatures can block unmyelinated fibers in the gray matter of 

mammalian cerebellum and hippocampus, which may contribute to many of the symptoms of fever 

(Pekala 2016). In the periphery, temperature can significantly affect the transmission of motor 

signals in patients suffering from de-myelinating diseases such as multiple sclerosis (Schauf  

1974), as well as in normal subjects (Rutkove 1997). Thus, applying the results of these studies to 

vertebrate axons will require the development of models more suitable to vertebrate operating 

temperatures. 

 

 The model we have presented has implications for understanding thermal block in 

mammalian systems. Studies of individual unmyelinated C fibers in primates that are sensitive to 

both temperature and mechanical stimuli suggested that fatigue in response to high temperature 

stimuli, which increased strongly with temperature, might be due to prolonged hyperpolarization; 

the authors point out, however, that transduction of the signals and initiation of action potentials 

might also play an important role (Peng 2003). A recent study in myelinated peripheral human 

sensory and motor axons demonstrated that safety factors were reduced in response to 

hyperthermia, which could lead to thermal block, and modeling of the results suggested that a 

major factor underlying these changes was alterations in slow potassium ion channels. In addition, 

a hyperpolarizing activated cation current, Ih, was reduced, and this could also reduce recovery of 

axons from hyperpolarization due to activity (Howells 2013). As the investigators point out, the 

sensitivity of these myelinated fibers to temperature has significant implications for their responses 

to fever and to demyelinating diseases such as multiple sclerosis. 
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 To generalize the conclusions shown in this chapter to vertebrate unmyelinated axons, it 

will also be critical to characterize the role of the other voltage-activated channels that have been 

found in these axons, such as TRP channels, many of which are thermally sensitive (Cortright 

2007, Patapoutian 2003, Voets 2014). In very fine axons, in which there are many fewer ion 

channels, it may be necessary to modify the kinetics of ion channels, which differ across species 

(Krouchev 2015), as well as incorporate channel noise and the non-uniform distributions of ion 

channels along the axon (Neishabouri 2014). Capturing the changes in the resting potential, which 

could affect the voltage-activated channels, may require incorporating the temperature-

dependence of the chloride channels (Pusch 1997). If the constricted extracellular space affects the 

external resistance, the model could also be modified to incorporate the effect of this resistance 

(Wu 1997).  

 

 Other investigators have begun to create models of the effects of infrared laser light on 

neural excitability. To model the excitatory effects of infrared light, a model modified the 

capacitance of the Hodgkin/Huxley model in response to increasing temperature. The resulting 

model generated action potentials in response to rapid temperature increases (Fribance 2016). The 

mechanisms, targets and progress in modeling thermal excitation has been recently reviewed in 

(Ford 2018, Thompson 2014, Zhao 2016). A modeling study of Xenopus myelinated fibers 

indicated that high temperatures from a continuous wave laser focused on single nodal regions 

could block action potential initiation or propagation, which they argued was consistent with faster 

sodium inactivation and stronger potassium channel activation. These investigators also showed, 

experimentally, that electrical stimulation thresholds to evoke an electrical response increased in 

response to laser heating (Mou 2012).  
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Developing better models of the effects of laser light, and other thermal modalities for 

affecting neural activity, may provide important insights into the relationship between the spatio-

temporal dynamics of temperature and neuronal function during disease. In the periphery, 

temperature can significantly affect the transmission of motor signals in patients suffering from 

de-myelinating diseases such as multiple sclerosis (Schauf 1974), as well as in normal subjects 

(Rutkove 1997). 

 

 Finally, these results suggest that the predictions of the mathematical model (Lothet 2017 

– Supplemental Materials) that smaller-diameter axons may have lower thresholds for response 

than larger-diameter axons to any modality that acts along their surface. Thus, cuff applications of 

ion channel blockers or agonists may selectively affect the sub-population of smaller-diameter 

axons, and this in turn could lead to new approaches to analyzing the nervous system, or to novel 

treatments of diseases that affect smaller-diameter axons. 

 

3.6 Conclusion 
 

In conclusion, a range of models of thermally-sensitive unmyelinated axons suggest that 

thermal inhibition, especially at higher temperatures, is due to the faster activation of voltage-

dependent potassium ion channels. In turn, these channels generate a hyperpolarizing current that 

effectively blocks depolarizing currents. The minimum length needed to block action potential 

initiation, propagation, or repetitive firing scales with the square root of an axon’s diameter. 

Manipulations of relatively short axonal regions containing voltage-dependent potassium ion 

channels could selectively block fine, unmyelinated axons, such as C fibers, that carry pain and 

other sensory information. 
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4 IMPORTANCE OF POTASSIUM CHANNELS DURING INFRARED INHIBITION 
IN APLYSIA CALIFORNICA 

 

 

4.1 Abstract 
 

 Elevated temperatures induced by infrared laser irradiation have been shown 

experimentally to inhibit action potential (AP) generation and propagation in rats and in Aplysia. 

It is hypothesized that laser-induced water absorption locally increases temperature in the axon 

which leads to abnormal opening and closing rates for voltage-gated ion channels. Through 

modeling studies, we have shown that potassium channels are required to observe thermal block 

in squid giant axon model. In this work, experimental evidence for this modeling conclusion is 

shown. Pleural abdominal nerves from Aplysia californica were placed in a specially designed 

chamber. Suction electrodes were placed at both ends of the nerve. The nerve was subjected to 

infrared irradiation (1875 nm), and a thermal block was obtained. Thereafter, using the custom 

chamber the potassium channels in the nerve were blocked by applying a potassium channel 

blocker, tetraethylammonium (TEA) only at a spatially confined region (2.5- 3 mm), 

approximately at the center of the axon length, around the region of irradiation. The thermal nerve 

block that was seen when the nerve was irradiated was abolished in the presence of TEA. This 

effect was reversible as the thermal block was restored when TEA in the region was removed after 

multiple washouts.  Control experiments using sodium current blockers (choline chloride and 

tetrodotoxin - TTX) failed to block the propagation of compound action potentials in the setup.  

These observations suggest that potassium channels are necessary and sufficient to cause thermal 

block in unmyelinated nerves, as predicted by our modeling studies.  
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A version of this chapter is currently submitted to Neurophotonics Letters as ‘Voltage-gated 

Potassium Channels are Critical for Infrared Inhibition of Action Potential: An Experimental 

Study’ 

4.2 Introduction 
 

Precise control of neural activity (neuromodulation) is a challenge that has major scientific 

and clinical applications for treating and managing symptoms and conditions which are 

neuropathic in origin (Mekhail 2010). Electrical methods of neuromodulation have been used for 

some time, primary applications being in chronic pain management, pacemakers, cochlear 

implants (Verrills 2016). These techniques suffer from disadvantages like surgical complications, 

lead migration, lead breakage, and tolerance buildup (Bendersky 2015). There is a need for an 

alternate modality of neuromodulation that can mitigate, if not completely eliminate these 

disadvantages (Chernov 2012). Use of infrared (IR) irradiation on nerves could be one such 

method. It has been previously shown that infrared light can be used for excitation (Duke 2009, 

Wells 2007, Wells 2005) and inhibition of nerves (Duke 2013, Lothet 2014, 2017, Wang 2016) . 

Duke et al (Duke 2013) were able to inhibit both the generation and propagation of compound 

action potentials in rats and sea slugs (Aplysia californica). Lothet et al. (Lothet 2014) were able 

to observe inhibition in Aplysia using a combination of high frequency electrical stimulation and 

infrared laser irradiation. Using this method , they were able to eliminate onset responses often 

associated with the nerve blocks during high frequency electrical conduction block (Ackermann 

2010). Wang et al. (Wang 2016) were able to obtain spatially specific contraction blocks in quail 

embryo hearts.  The technique of infrared inhibition of nerves is spatially precise and can be 

targeted to particular axons. It has also been shown that the IR inhibition can selectively target 

small diameter axons (Lothet 2017). In this study, they were able to selectively inhibit small 
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diameter axons in sea slugs (Aplysia californica) and musk shrew (Suncus murinus) by varying 

the levels of radiant exposure of the irradiated infrared light. The ability to target axons of small 

diameters helps motivate IR (infrared) inhibition as a modality that can target finer pain carrying 

fibers causing undesirable side effects on other larger axons.   

 

Understanding the mechanism of action of IR on nerves is critical to exploit the potential 

of IR inhibition as a clinical or even experimental modality.  It is believed that heating caused by 

IR absorption of nerves is responsible for observing inhibition (Ganguly 2016, Huxley 1959, Mou 

2012). From prior simulations using a Hodgkin Huxley based computer model in NEURON 

(Ganguly 2016), we hypothesize that the mechanism underlying infrared inhibition of action 

potentials is a thermally-driven enhancement of the activation of voltage-gated potassium ion 

channels. When a depolarizing current travels through a region of heated axon, it is counteracted 

by hyperpolarizing currents through those ion channels (Ganguly 2016). The role of increased 

potassium channels in causing thermal block have also been mentioned in previous literature 

(Beam 1983, Lee 1990, Liu 2003). Using the NEURON model (chapter 3 in this dissertation), we 

have shown that removing voltage dependent potassium channels in a localized region of the axon 

eliminated the ability of elevated temperatures to induce propagation block of action potentials 

along the axon. As a control, using the same NEURON model, we have also shown that blocking 

voltage dependent sodium ion channels does not eliminate the ability of elevated temperatures to 

cause thermal block (Please refer to Figs. 3-5 and 3-7).  

 

To experimentally test both these hypotheses derived from the modeling studies, we have 

used a tractable system of the marine mollusk Aplysia californica. Aplysia have unmyelinated 

axons that range from 1-10s of microns in diameter (Bedini 2000, Moroz 2011). Using excised 
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nerves (pleural abdominal) from Aplysia, we sought to determine whether the ability of infrared 

light to cause nerve block would be compromised by inhibiting the activity of voltage-dependent 

potassium ion channels and would be relatively unaffected when the activity of voltage-dependent 

sodium ion channels is blocked. Conduction blocks have been reported to disappear when 

potassium channel blocker is introduced. Multiple studies done by Eliasson et al. (Eliasson 

1989, Eliasson 1991, Eliasson 1986) showed that conduction blocks, which were produced as a 

result of nerve heating (RF heating 45-50 oC) ,were abolished when using potassium channel 

blockers, 4-aminopyridine and tetraethylammonium (TEA). At that time, they couldn’t provide 

a suitable explanation for their observation. Additional studies by Bostock et al. (Bostock 1981) 

and  Wu et al. (Wu 2001) have confirmed that effects of nerve heating are reversed by the 

application of potassium channel blockers. To the best of our knowledge, our results provides 

the first instance of the effects of both potassium and sodium channel blockers in an 

unmyelinated nerve system, during infrared inhibition.  These observations suggest that 

conduction blocks generated through thermal modalities appear to share a common underlying 

mechanism with other inhibition modalities, for example focused ultrasound inhibition (Prieto 

2018).  

 

In this study, we have designed and fabricated a 3D printed chamber (details in Methods 

section) that allowed us to administer selective ion channel blocking agents on a specific length of 

the nerve while simultaneously irradiating that region with IR light. This allows us to monitor the 

effect of selectively blocking ion channels on the effect of the infrared light to block propagation 

of nerve signals in Aplysia californica. Results appear to suggest that selectively inhibiting 

voltage-dependent potassium ion channels compromises IR-induced thermal block, whereas 
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selectively inhibiting voltage-dependent sodium ion channels does not affect IR block 

significantly. This conclusion is consistent with our modeling predictions.  

 

4.3 Methods 
 
4.3.1 Aplysia preparation and nerve dissection  
 

Aplysia californica weighing 250–350 g (Marinus Scientific, Long Beach, CA) were 

maintained in an aerated aquarium containing circulating artificial seawater (ASW) kept at 16–

17°C. The animals were fed dried seaweed every 1–3 days. Aplysia were anesthetized with an 

injection of 333 mM MgCl2 (~50% of body weight) prior to dissection. Once they were 

anesthetized, they were dissected and the right pleural abdominal (PA) nerve was removed and 

placed in a custom chamber containing Aplysia saline (460 mM NaCl, 10 mM KCl, 22 mM 

MgCl2, 33 mM MgSO4, 10 mM CaCl2, 10 mM glucose, 10 mM HEPES, pH 7.6).  Because the 

nerve was removed from its associated ganglion, little or no spontaneous neural activity was 

observed.  

 

4.3.2 Aplysia electrophysiology, electrodes, stimulation protocol 
 

The pleural abdominal (PA) nerve was suctioned into nerve-recording electrodes to record 

their electrophysiological response. Nerve-recording electrodes were made by hand-pulling 

polyethylene tubing (1.27 mm outer diameter, 0.86 mm inner diameter) over a flame and cutting 

them to the desired diameter. Recording electrodes were suction-filled with Aplysia saline prior to 

suctioning of the nerve. Nerve signals were amplified (×10000) and band-pass filtered (300–500 

Hz) using an AC-coupled differential amplifier (A-M Systems, Sequim, WA), digitized using an 

Axon Digidata 1440A digitizer (Molecular Devices, San Jose, CA) and recorded using Clampex 

computer software (Molecular Devices, San Jose, CA). Monophasic stimulation current was 
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supplied by a WPI A365 stimulus isolator (World Precision Instruments, Sarasota, FL) for all 

experiments (stimulation parameters 200 µA, tp = 2 ms, 1 Hz).  

 

 

Figure 4-1: Schematic of experimental setup 
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(A) Schematic of experimental setup. The setup consists of a nerve in a three-dimensional chamber 
(shown in B) that consists of three sections (1,2,3). The sections at the ends (shown in blue) contain 
normal saline to allow for generation and recording of compound action potentials. The section in 
the middle (2, shown in red) contains saline solution with ion channel blockers. The nerve is 
irradiated with infrared laser in the middle section and suction electrodes are used at the ends allow 
for stimulation and recording for compound action potentials in the nerve. (B) Computer aided 
design of the nerve chamber used for our experiments. The screw (S) shown allows for change in 
the length of the gap of the middle section of the chamber, which exposes the nerve to the ion 
channels used in the experiments. Dimensions shown in mm. Pi and Po are the inlet and outlet flow 
ports. The ‘600’ on the chamber doors show that the doors have a 600 µm sized groove that allows 
for the nerve to lay under without any damage when the doors are slid down.  
 

4.3.3 Light delivery to nerve 
 

The laser system consisted of a tunable diode laser (Capella Neurostimulator; Lockheed-

Martin-Aculight, Bothell, WA) with wavelength λ = 1875 nm coupled to a 400 μm diameter fiber 

optic (Ocean Optics, Dunedin, FL). The optical fiber (multimode) was secured in place using 

micromanipulators (Fig 1A). The laser was triggered at 200 Hz with 200 µs pulses for all 

experiments. Radiant exposures per pulse at the fiber output were calculated after measuring the 

power output using a power meter. The optical fiber was maintained in contact with the nerve 

surface for all irradiation experiments.  

 

4.3.4 Chamber design and structure   
 

A specially designed chamber was fabricated for the experiments. The chamber, as shown 

in Fig. 4-1B, consists of 3 sections. The chamber was 3D printed on a black Formlabs Standard 

Resin (https://formlabs.com/store/us/form-2/materials/black-resin/), 50 µm layer height, on a 

Form 2 printer (Formlabs Inc., Somerville, MA). The sections within the chamber were separated 

using 3D printed partitions using HP 3D High Reusability PA 12 to perfect the finer details of the 

doors. Resin was used for printing since it provided a good balance between quality and cost. An 
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SLA (stereolithography) printing method was used to fine print the small features. The chamber 

was printed in black to act as good contrast when working with Aplysia californica nerves, which 

are whitish in color. The Formlabs Standard Resin prints were compatible with black paint 

polishing. A fine screw is used to adjust the width of the middle section according to the 

experimental requirements. The screw has a 0.5 mm thread spacing which allows to move the 

chamber by 0.5 mm with each turn. For experiments described in this chapter, this width was 

maintained between 2.5-3 mm. This width is short enough to allow the transmission of nerve 

signals from the largest nerve units to pass through the section under the presence of voltage-gated 

sodium ion channel blockers. The width was also wide enough to allow reliable placement of the 

optical fiber in contact with the nerve. The partitions have tiny grooves (diameter 600 µm) to allow 

for the nerve to fit snugly when the partitions were gently placed down on the nerves. Any 

additional leaks were plugged by brushing the edges of the partitions with ‘Vaseline’ (Unilever, 

London/Rotterdam) petroleum jelly. ‘Vaseline’ was used since it provides a good seal and is 

biocompatible with biological tissues.  

 

4.3.5 Channel blockers and inhibitors  
 

In order to test our hypotheses derived from computational modeling studies, as mentioned 

in the introduction, we used a voltage gated potassium ion channel blocker (Tetra-ethyl chloride, 

TEA), a sodium chloride substitute (choline chloride), and voltage gated sodium ion channel 

blocker (Tetrodotoxin). Tetra-ethyl ammonium chloride (50 mM) solution was prepared by adding 

tetraethylammonium chloride (Sigma Aldrich, St. Louis, MO) to a version of the Aplysia saline 

(410 mM NaCl, 50 mM TEA, 10 mM KCl, 22 mM MgCl2, 33 mM MgSO4, 10 mM CaCl2, 10 

mM glucose, 10 mM HEPES, pH 7.6). In this modified saline solution, an identical concentration 

(50 mM) of sodium chloride was replaced by tetraethylammonium chloride.  This was done in 
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order to maintain the osmolarity of the TEA solution with that of the control Aplysia saline. The 

concentration and the saline recipe was consistent with past studies of TEA on Aplysia (Hermann 

& Gorman, 1981, 1979). The rationale for using TEA in our study is that since TEA blocks voltage 

dependent potassium channels, it tests the hypothesis that activation of voltage dependent 

potassium channels is critical for observing IR blocks.   

 

Choline chloride solution was prepared by adding choline chloride (Sigma Aldrich, St. 

Louis, MO) to a control (normal) Aplysia saline, in which sodium chloride is replaced by an equal 

concentration of choline chloride (460 mM), to maintain osmolarity (460 mM ChCl, 10 mM KCl, 

22 mM MgCl2, 33 mM MgSO4, 10 mM CaCl2, 10 mM glucose, 10 mM HEPES, pH 7.6).  

 

Tetrodotoxin (TTX, 1 mg) was purchased from Enzo Life Sciences (Farmingdale, NY). 

The toxin was diluted to 1 mM and then aliquoted to 300 µL tubes. To prepare a 60 µM TTX 

saline solution, contents from two of the 300 µL of 1 mM TTX are added to normal Aplysia saline 

solution to make the final volume of the solution 10 mL. The concentration of tetrodotoxin in 

saline is chosen to be consistent and in range of that observed in published experimental studies in 

Aplysia (Futamachi 1982, Geduldig 1970, Miller 2011). The effect of all ion channel blockers was 

reversible which was confirmed by performing recordings after washing off the ion channel 

blocker solutions through multiple washouts. The effect of TEA took 2-4 washouts over 

approximately 30 minutes to be washed out. The effect of TTX took 2-3 washouts over 

approximately 15 minutes to be washed out. The pH of all versions of saline solutions used were 

adjusted to 7.6, which is the same as that of the normal Aplysia saline. All solutions were brought 

to room temperature prior to infusion in the chamber. Use of choline chloride and TTX disrupts 

sodium currents by blocking sodium influx and voltage dependent sodium channels respectively. 
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Hence their use will help test the hypothesis that voltage blocking dependent sodium channels 

don’t significantly affect IR blocks.  

 

4.3.6 Methodology, Characterization of block  
 

Our nerve recording protocol consisted of multiple recordings of 20 second intervals. The 

nerve was electrically stimulated at a frequency of 1 Hz. Each recording consisted of three phases, 

1) the time when the laser is OFF (t = 0-5 secs), 2) the time when the laser is ON (t = 5-15 secs), 

and 3) the time when the laser is OFF (t = 15-20 seconds), as shown in Fig. 4-2. Phase 3 of the 

recording allows for the nerve to recover from the thermal block induced by the IR laser irradiation 

during the second phase of the recording. In each study, the power of the laser was adjusted to 

obtain a complete block of the compound action potential within the first five seconds of the laser 

turning on. The radiant exposure hence determined was kept constant for the entire duration of a 

study. Studies mentioned in the chapter consisted of three experimental conditions. First, normal 

saline solution was introduced in the middle section of the chamber for control recordings. In the 

other two experiments, the saline was replaced by the ion channel blocker solutions (TEA and 

Choline/TTX). The study was conducted in a series of experiments in A-B-A-C-A (Fig 4-3) or A-

B-A-D-A (Fig 4-4) format. Experiment A refers to the observation of an IR block in the control 

saline solution, before any ion channel blocker is introduced (Fig. 4-3B, 4-4B). In the experimental 

condition involving the use of TEA, experiment B refers to the observation of IR block failure in 

the presence of IR (Fig. 4-3F), and experiment C refers to the observation of IR block in the 

presence of choline chloride in the chamber (Fig. 4-3J). In the experimental condition involving 

the use of TTX, experiment D refers to the observation of IR block in the presence of TTX in the 

chamber (Fig. 4-4J). In the experimental condition involving the use of TEA, experiment B refers 

to the failure to observe thermal blocks in the presence of IR (Fig. 4-3F) The height of fluid in the 
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middle was kept slightly higher than the surrounding sections to prevent fluid flow from the 

surrounding sections into the middle section. Once an observation was recorded (block or block 

failure), the ion channel blocker solution was washed off and replaced by fresh control saline 

solution, until the amplitude of the compound action potentials was restored to the level observed 

prior to the introduction of the ion channel blocker solution. Washouts and replacement of solution 

was done by first sucking off the ion channel blocker solution using a 2 mL disposable dropper 

and introducing the replacement solution (fresh saline) using another disposable dropper. During 

each of the experimental conditions with a nerve, the radiant exposure was kept constant 

throughout. Six nerves were used for the study that exposed the nerves to TEA and choline 

solutions. Three nerves were used for the study exposing nerves to TEA and TTX solution. The 

order of the TEA and choline application was varied, and it wasn’t found to have any effect on the 

final outcome of the study. 

 

4.3.7 Data acquisition and analysis  
 

Compound nerve action potentials (CNAPs) were acquired at 50 kHz. Clampex (Molecular 

Devices, San Jose, CA) was used to record acquired data in the computer.  After acquisition, data 

analysis was performed using a combination of AxoGraph X (Axograph Scientific, Berkeley, CA), 

Matlab (Mathworks, Natick, MA) and Microsoft Excel (Microsoft, Redmond, WA). Each 

recording was divided into three phases (laser off 0-5 sec, laser on 5-15 sec, laser off 15-20 sec, 

Fig. 4-2 top). The rectified area under the curve (rAUC) was evaluated for signals in each phase 

of the recording. The average of the areas under ‘laser on’ phase (phase 1, 3) were plotted and 

analyzed for significance. For the ‘laser off’ phase (phase 2), rAUC for the signals observed 

between t = 11-15 seconds of the recordings were considered. This was done to ascertain that IR 

blocks had been established for stimulations where rAUC was calculated. Using the truncated time 
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frame allows to calculate average rAUC over five events (stimulus), which is equal to the number 

of events in rAUC calculations in phase 1 and phase 2. The areas were normalized to the average 

area calculated for when the laser was off, during the first phase of the recording. Similar analysis 

have been used in the past for analyzing infrared inhibition in Aplysia (Lothet 2017).  

 
4.4 Results 
 
4.4.1 Control block (IR block in saline) 

 

The effect of using IR irradiation is shown in Fig. 4-2. These recordings show a recording trace 

from a representative thermal block experiment. In the specific study shown in Fig. 4-2, the 

block was obtained within 2 seconds (Fig 4-2A shown in red). Activity returns when the laser 

is turned off, 10 seconds after it was switched on, demonstrating that the effect of the IR 

irradiation is reversible and doesn’t compromise the functionality of the nerve. Higher temporal 

resolution views of signals from each phase are shown in Fig. 4-2B,C,D. This can be ascertained 

when the average of the normalized areas under the curve is analyzed. The areas of pre- and 

post-laser irradiation (phase 1 and phase 3 of the recording) do not differ significantly (p> 0.05). 

The normalized area under the curves for phase 2 are smaller than that of both phase 3 and 

phase 1 and is significantly different (p< 0.05). The comparison of areas is shown in Fig. 4-3 

(D, H, L) 
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Figure 4-2: Recording obtained in normal Aplysia saline 

 (A) Recording showing a block obtained when the nerve is in normal Aplysia saline. The laser is 
switched off for the first 5 seconds (green), switched on the next 10 seconds (red), and switched 
off for the last 5 seconds (green) of each recording. In the recording shown, thermal block is 
observed within the first two seconds of the laser being switched on. The nerve returns to normal 
activity immediately after the laser switched off showing the reversibility of the block mechanism 
and indicating that the irradiation is non-damaging in nature. (B, C, D). Three signals from the 
recordings are shown at higher temporal resolution in each of the three phases of the recording 
(pre-irradiation (B), during irradiation (C), and post irradiation(D)). In each of the signals shown, 
the electric stimulation artefacts are removed. (Laser parameters  l = 1875nm, optical fiber size = 
400 µm, f = 200Hz, tp = 200 µs, Ho = 183 mJ/cm2) 
 

4.4.2 Effect of TEA 
 

Once the control saline is washed off from the middle section of the chamber, and TEA 

(tetraethyl ammonium chloride) rich saline solution is added to the middle section of the chamber, 

the blocking effect of IR irradiation as observed during the control saline block disappeared (Fig. 
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4-3F). Signals observed during the ‘laser on’ (second) phase of the recordings were significantly 

similar (p>0.05) to the areas observed prior to the laser on phase (Fig. 4-3, D,H,L) The time taken 

for TEA to take effect was variable in different experiments (34 ± 12 mins). The effect of TEA 

was reversible and usually required three to four washouts with approximately 5 mL saline in each 

washout. 

 

4.4.3 Effect of choline chloride 
 

When choline chloride is added to the middle section of the chamber, the block effect of 

the IR irradiation appears to be unaffected. These results are shown in Fig. 4-3 I-L.  

 

 

Figure 4-3: Representative signals from a nerve undergoing block (Choline) 
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High temporal resolution views of representative signals from a nerve undergoing block under the 
effect of various ion channel blockers. (Laser parameters  l = 1875nm, optical fiber size = 400 
µm, f = 200Hz, tp = 200 µs, Ho = 183 mJ/cm2). Thermal inhibition is observed in control (normal) 
saline (B), and in choline chloride (J) when the IR laser is switched on. Thermal inhibition fails 
when the potassium channel blocker (tetraethylammonium chloride TEA) is used (F). These 
effects are quantified in the form of rectified areas under the curve (D, H, L, n = 6). All areas are 
normalized to the area under curve prior to laser irradiation (black arrow). Signals prior to, during, 
and after laser irradiation in control saline (A-C), in TEA (E-G), and in choline (I-K) are also 
shown.  
 
 
4.4.4 Effect of TTX  
 

The effect of the addition of TTX (Fig. 4-4) is similar to that observed to the effect of 

choline chloride. The nerve was monitored for two hours post introduction of TTX to allow TTX 

enough time to take effect. Under the influence of TTX, some smaller peaks of the compound 

action potential seemed to disappear (Fig. 4-4I). When the nerve was exposed to IR light in the 

presence of TTX, thermal block was observed (Fig. 4-4J). Similar to other channel blockers TEA 

and choline, the effect of TTX is also reversible.  In these experiments, the effect of TTX was 

observed as the reduction of CAP amplitude and reduction in area under the compound action 

potential. Effects of TTX were reversible as TTX was washed out using 2-3 washouts with 

approximately 5 mL of saline in each washout. These effects are consistent with published 

experimental results and prior modeling results.  
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Figure 4-4: Representative signals from a nerve undergoing block (TTX) 

High temporal resolution view of representative signals prior to, during, and after laser irradiation 
in control saline (A-C), in TEA (E-G), and in TTX (I-K) are also shown. Thermal inhibition is 
observed in control (normal) saline (B), and in TTX (J) when the IR laser is switched on. Thermal 
inhibition fails when the potassium channel blocker (tetraethylammonium chloride TEA) is used 
(F). These effects are quantified in the form of rectified areas under the curve (D, H, L, n = 3). All 
areas are normalized to the area under curve of the saline prior to laser irradiation (black arrow). 
Signals prior, during, and after laser irradiation in control saline (A-C), in TEA (E-G), and in TTX 
(I-K) are also shown.  
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4.5 Discussion  
 

In this chapter, it was shown that blocking voltage gated potassium ion channels using TEA 

in a region of the pleural abdominal nerve of Aplysia californica disrupts the ability of infrared 

irradiation to cause thermal block. Additionally, it was also shown that weakening either sodium 

current influx (using choline chloride) or blocking voltage gated sodium ion channels (using TTX) 

doesn’t have any significant effect (p>0.05) on the thermal block observed. These observations 

suggest that the voltage gated potassium channels are critical to infrared mediated thermal blocks 

in unmyelinated nerves such as that of Aplysia. It also suggests that sodium channels do not play 

a significant role in establishing a thermal block. These observations are consistent with the results 

predicted using computational models (Ganguly 2016) (also refer to Chapter 3 of the dissertation). 

 

Tetraethyl ammonium chloride (TEA), when added to the nerve was able to reverse the 

thermal blocks in the nerve. It took around 30-45 minutes to take effect. TEA is expected to work 

by the diffusion of tetraethyl ammonium ions into the nerve and binding with the potassium ion 

channels thereby undermining their effect to conduct potassium currents through them (Armstrong 

2004, Hille 1967). The time for TEA to show this effect was required likely due to the need for 

TEA to properly diffuse through the nerve.  

 

Choline chloride was substituted for sodium chloride in one of the solutions tested, which 

eliminated extracellular sodium around the middle region of the nerve. This removed the sodium 

currents influx in that region of the nerve (Baker 1969). When the laser is on, choline also appeared 

to get rid of the ‘resistant’ components of the CAPs which were visible when blocks were obtained 

in control saline solutions. (Fig. 4-3B versus Fig. 4-3I). These components are evident in the form 

of small ‘fuzz’ visible when observing thermal block in control saline (Fig. 4-3B). In control saline 



 108 

experimental conditions, these ‘resistant’ signal components seem to disappear when the laser 

power was increased (result not shown). However, in our studies, it was not desirable to increase 

the power level to such extents in order to avoid thermal damage to the nerve. These seemingly 

thermally resistant signal components have been observed in past experiments with Aplysia when 

higher levels of stimulation currents are used (Lothet 2017).  Adding tetrodotoxin in the chamber 

section had effects similar to that observed with choline. The concentration and time required for 

TTX was determined using whole bath experiments. These thermally resistant units may represent 

axons that have sodium ion channels that are resistant to higher temperatures, but conduct sodium 

ions, and thus are sensitive to choline substitution, and are blocked by TTX.  

 

The three-dimensional printed nerve chamber suffers from some design challenges. The 

current design of the chamber doesn’t allow for the fine movement of partitions and working with 

gap distances below 2 mm is fraught with issues of visibility and reliable placement of optical 

fibers on the nerve. This hinders the use of chamber when studying the differential effect of ion 

channel blockers on finer axon diameters. Future iterations for design improvements are currently 

under preparation. Due to imperfections and limited spatial precision of three-dimensional printing 

and the space occupied by the nerve itself, there is a possibility of small leaks between the sections 

in the center and the adjacent ones. Even though we tried to seal the openings with Vaseline, there 

might arise a possibility of some sodium ions from adjacent sections (section 1 and 3 as shown in 

Fig 4-1B) to be present in the middle section of the chamber, and potentially partially negate the 

use of choline for sodium current block. Maintaining the solution in the middle section to be higher 

than the adjacent sections also minimized any movement of solutions into the middle section 

through hydrostatic pressure. However, the use of sodium channel blocker TTX in the center 

section will negates the effect of any leakage from the adjacent sections, since TTX directly blocks 
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sodium ion channels, blocks any sodium current that may arise due to potential leakage of sodium 

ions into the center compartment of the chamber.  

 

It has been shown that elevated temperatures also modulate potassium conductance in 

mammalian systems. Beam and Donaldson showed that in mammalian systems, potassium 

activation kinetics appear to change with rise in temperature (Beam 1983).  Their results suggested 

that change in temperature leads to change in kinetic transition states in potassium channel gating. 

Work by Fleischmann et al. showed that outward currents in ferret muscle cells, which are 

dominated by voltage dependent potassium currents, increased markedly when the bath 

temperature rose from 22 to 35oC (Fleischmann 1993). They believed that this increase in current 

is due to the effect of temperature on maximum conductance of potassium ion channels, and the 

kinetics of these currents were likely similar to that exhibited by A-type potassium currents, which 

are the rapidly inactivating alpha subunits of the voltage-gated potassium channels. Peak 

potassium conductance has also been reported to increase progressively when human T 

lymphocytes were heated to above room temperatures (Pahapill 1990). It was suggested that the 

increase in conductance resulted from both the increase in unit conductance and the increase in the 

number of so called “sleepy” channels. While all of the above studies examined mammalian 

systems, we believe that our study is the first to highlight the role of potassium channels during 

thermal block in an unmyelinated axon system like Aplysia caused by infrared laser irradiation.  

 

4.6 Conclusion 
 

In this chapter, it is shown that blocking potassium channels using TEA disrupts the block 

of compound nerve action potential caused by IR irradiation on the pleural abdominal connective 

nerve in Aplysia californica. Disrupting sodium currents using choline chloride and TTX was 
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unable to significantly alter IR block. These observations suggest that potassium channels are 

critical for IR block. These observations align with the modeling predictions in NEURON. The 

conclusion about the role of potassium channels in IR block is consistent with observations in 

which block was obtained using alternative thermal block modalities.  
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5 AN INTEGRATED MODEL FOR OPTIMIZING LASER INDUCED THERMAL 
INHIBITION IN NERVES 

 

 

5.1 Abstract  
 

Infrared (IR) laser light (e.g. wavelengths 1.45 µm or 1.87 µm) can induce thermally 

mediated action potential (AP) block in Aplysia and rat nerves. This phenomenon of AP block is 

reversible and appears safe, but the relationship between the input laser parameters and the 

resulting laser-induced inhibition of APs is not clearly understood. This prevents optimization and 

adoption of this technology for clinical applications and limits its use in the research setting. We 

present a comprehensive computational model that integrates optical-thermal simulations, which 

consists of Monte-Carlo simulation, to determine light distribution and heat source which is fed 

into a finite difference thermal model which calculates the temperature distribution as function of 

space and time. The output from the optical-thermal model component is used by a 

neurophysiological model based on the NEURON simulation environment which calculates the 

effect of the temperature rise on the initiation or propagation of APs. An Arrhenius thermal damage 

parameter integrated into the model calculates which laser parameters are most likely to cause 

thermally induced changes in the nerve. We observe that the maximum temperature rise due to 

infrared irradiation at the nerve surface occurs when the optical fiber delivering laser energy is 150 

μm from the nerve. At radiant exposures used in neural inhibition experiments, IR fiber diameters 

below 400 μm are prone to cause thermal damage during thermal inhibition in nerves. The model 

also predicts that expanding the spatial extent over which the laser light is delivered decreases the 

minimum temperature rise for thermal block in unmyelinated axons. The model provides a novel 

tool to explore parameter space of infrared nerve inhibition, and design devices to selectively and 

safely block AP propagation in nerve fibers.  
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A version of this chapter is being prepared to be submitted to Neurophotonics Technical Reports 

for peer review 

 

5.2 Introduction 
 

Pulsed infrared light irradiation alters the excitability of nerve tissues. It can either generate 

action potentials (Duke 2009, Izzo 2006, Wells 2005, Wells 2007, Wells 2005) , or it can inhibit 

action potentials generation and propagation in myelinated and in unmyelinated nerves (Duke 

2013, Lothet 2014, 2017, Walsh 2016). Currently, a comprehensive mechanism to explain these 

observations is lacking. However, studies have pointed to different factors that could be 

responsible for the observation of action potential generation. These mechanistic factors include 

change in membrane capacitance with heat, activation of heat sensitive channel proteins, and 

change in membrane porosity.   Infrared inhibition of action potentials, however is well established 

to be a photothermal driven process (Lothet 2017), in which the temperature rise caused due to 

laser irradiation influences ion channel activity in the nerve cells (Huxley 1959). It has been shown 

through experiments and computational modeling that elevated temperatures leads to reduction in 

amplitude of action potentials (Hodgkin 1949, Mou 2012, Rattay 1993). As the temperature of 

nerve is increased, eventually, there is no propagation of action potential beyond the region of 

elevated temperature. At this point, the hyperpolarizing potassium ion channel kinetics overwhelm 

depolarizing sodium channel ion kinetics.   

 

While existing studies have uncovered mechanism for inhibition, they have not focused on 

the techniques to control infrared nerve inhibition. There is little understanding on the exact 

relationship between the rise in nerve temperature and the electrophysiological response of the 

nerve axon. This rise in temperature is governed by the infrared beam characteristics, which 
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include the irradiance, wavelength, pulse repetition rate, laser beam diameter, and the distance of 

the laser fiber from the nerve surface (Thompson 2013). The heat generated in the nerve tissue is 

also dependent on the number of laser delivery fibers present. A careful selection of laser 

parameters is required that can cause temperature rise high enough to result in neural inhibition, 

but not so large that it causes thermal damage during the irradiation process. Theoretically, the 

parameter space that needs to be optimized is infinite and hence, a careful and refining of 

parameters is required. A computational model will be a useful tool to study the relationship 

between the laser induced thermal transients and electrophysiological response of the nerve.  

Ideally, this model should be capable of accepting laser parameters as input and produce a 

neurophysiological response of the nerve as output. This output will allow us to determine if the 

temperature rise due to laser irradiation causes nerve inhibition or not. Apart from the inhibition 

response, the model should also alert us if the selected laser parameters have potential to cause 

thermal damage. The assembly, validation, and preliminary application of such a model is the 

purpose of this chapter.      

   

In this chapter, a multiphysics model is developed that combines an optical-thermal 

computational model with a neurophysiological computational model. The optical-thermal model 

evaluates the temperature rise in the nerve tissue as a result of the infrared laser irradiation. This 

is done in two steps. The first step in this process is the distribution of light inside the tissue (Wang 

1995), which is evaluated using Monte Carlo simulations. The deposition of light inside the tissue 

is then used a heat source to evaluate temperature rise inside the tissue, using Pennes’ bioheat 

transfer equation (Pennes 1948). Once the temperature rise is evaluated, a temperature dependent 

neurophysiological model evaluates the behavior of nerve axon in response to that rise in 

temperature. These components and their governing equations are explained in detail in the 
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Methods section. Since infrared inhibition entails transient elevation of temperature in the nerve 

(Lothet 2017), the nerve is vulnerable to thermal damage in the form of thermal denaturation (or 

other mechanisms) of proteins in the nerves (Sapareto 1984). Infrared lasers allow us to deliver 

optical energy to a localized space and hence control the resultant temperature rise to prevent nerve 

damage. Hence there is a need to strike a balance between the inhibitive (potentially valuable) and 

damaging effects of infrared irradiation. Multiple damage models have been used to evaluate the 

safety of using the specific inhibition laser parameters. 

   

There are multiple published models that study laser irradiation on nerves. However, none 

of these models account for all components of laser-nerve interactions (light distribution, heat 

transfer, and temperature dependent action potential generation and inhibition). Current models 

either analyze the temperature rise due to the infrared irradiation or use artificial temperature 

distributions to study neurophysiological responses to temperature rise. Thompson et al. predicted 

the distribution of light and the temperature rise from a single pulse (Thompson 2012), pulse train 

and multiple emitters (Thompson 2013). They also compared their modeled temperature rises to 

experimental measurements of temperature rise as observed during INS (infrared nerve 

stimulation) in cochlea. Liljemalm et al. (Liljemalm 2014) developed a numerical multiphysics 

model to predict the temperature rise during INS. In all cases, the temperature rise was observed 

in the range of 1 – 10 oC depending on the spatial configurations, the laser power, and the pulse 

frequency of the laser beam. Mou et al. (Mou 2012) showed the dependence of threshold block 

temperature (temperature at which thermal block occurs) with the diameter of nerve axon. They 

simulated high temperatures at specific nodes in a frog (myelinated) sciatic nerve model at varying 

lengths along the axon. They showed that the threshold temperature required for achieving a 

propagation block is greater than the threshold temperature required to produce a generation block.  
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Using their results, they showed that axonal dynamics have a bigger role to play than the local ion 

channel dynamics in the arrest of a propagating action potential. These results were unable to 

provide a clear mechanism of the heat block (generation or propagation) observed in nerve due to 

axonal temperature rise. The heat block simulated in the model was confined to specific spatial 

nodes. This spatial confinement of temperature is not practical in either experimental 

electrophysiological setups or in clinical settings.  There was little quantitative or qualitative 

discussion of the change in the gating variables or the ion channels due to increasing temperatures 

over time. You et al. (You 2017) published their study in which they used a combined electrical 

and infrared heating to study neural responses in mammalian nerves. In this chapter, they 

combined the results of a combined Monte Carlo light distribution followed by a temperature rise 

evaluation. They used the results to study the neurophysiological responses in a frog sciatic nerve 

computational model. This study shows that a multiphysics model produced by combining a light 

distribution, heat transfer and neurophysiological response is not only possible, but also useful to 

study nerve responses to infrared irradiation. You et al.'s specific study was limited to the 

application of a combined electrical infrared inhibition for selective stimulation of the sciatic 

nerve, previously shown experimentally by Duke et al. (Duke 2013). We can use a similar setup 

to establish a modeling platform to study infrared inhibition of unmyelinated nerves, perform 

parametric evaluation of laser parameters to minimize temperature rise, and explore the feasibility 

for using alternate modalities of temperature rise that can result in neural inhibition.   

Once the model is developed, the efficacy of using various laser parameters for inhibition 

are studied. Efficacy of a set of laser parameters to produce infrared nerve inhibition is measured 

in terms of whether irradiation with these particular laser parameters is capable of producing a 

thermal block without causing thermal damage. The relevant laser parameters considered are laser 

fiber diameter, the separation of the fiber from the nerve surface, and the number of laser spots. 
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Other laser parameters such as repetition rate and irradiance were chosen in accordance to those 

used regularly during experimental work (Ford 2017). The conclusions derived through parametric 

calculations help develop mechanistic hypothesis and inputs for experimental design, and a path 

towards a future medical device development. An example is shown in this chapter. The hypothesis 

that use of adjacent optical fibers instead of one fiber reduces the threshold temperature rise 

required for inhibition is tested using the model. Lastly, in order to show that this computational 

model can be combined with sources of heat other than infrared laser irradiation, an example of 

neural inhibition using resistive heating is shown. A helical steel coil is envisioned that is placed 

around a model nerve axon and current is passed through it. The heat generated due to the 

resistance of the wire leads to rise in temperature in the nerve surface that then influences the 

action potential propagation in the nerve axon.   

 

5.3 Model setup 
 

The model used to study the electrophysiological behavior of nerve axons consists of three 

different model components (Fig. 5-1A) each governing their own physical phenomena (Eq. 2-1 

to 2-13). When nerve tissue is irradiated with laser light, the distribution of infrared light inside 

the biological tissue (nerve tissue in this case) is governed by the radiative transport equation, and 

the wavelength dependent tissue optical properties (absorption coefficient and scattering 

coefficient, Eq. 5-1). In this chapter, we have used the Monte Carlo light distribution method to 

evaluate the spatial distribution of laser light in the tissue (L. Wang et al., 1995). Followed by the 

evaluation of light deposition inside the tissue, the deposited energy is converted into heat resulting 

in temperature rise inside the tissue. This relationship between the delivered energy and 

temperature rise is governed by the Pennes' bio-heat equation (Eq. 5-2). Laser induced temperature 

rise is evaluated in the nerve, and the resulting temperature distribution is extracted and used to 
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predict the change in the electrophysiological changes in the propagation of action potential. The 

relationship between temperature rise and action potential propagation is governed by the Hodgkin 

Huxley model equations (Eqs. 2-1 to 2-13). To calculate the light distribution and resultant 

temperature rise, SESE (Scalable Effects Simulation Environment) has been used (Beier 2014, 

Walsh 2016). Results from SESE have been used in NEURON to evaluate the electrophysiological 

response of the axon to spatio-temporal variation of temperature along the axon. In the following 

section, the tools and the equations used will be discussed in detail along with the assumptions in 

each of the modeling components.   
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Figure 5-1: Schematic of the model components used in the computational model 

 (A) Schematic of the model components used in the computational model. The optical-thermal 
model evaluates the temperature rise in the nerve tissue as a result of infrared laser irradiation. 
Once the temperature rise is evaluated, its subsequently used in a temperature dependent 
neurophysiological model that evaluates the behavior of nerve axon in response to rise in 
temperature. SESE (Scalable Effects Simulation Environment) is used for calculating light 
distribution and temperature rise in nerves. NEURON is used for evaluating the resultant neural 
response due to time and space varying temperature rise from the nerve surface. The components 
shown inside the dotted box represent the source of the temperature rise feeding into the NEURON 
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model. (B) This section can be replaced with a customizable heat source to study alternate kinds 
of neural thermal inhibition (eg. Focused ultrasound heating, RF heating).  
 

5.4 Model tools 
 
5.4.1 SESE (Scalable Effects Simulation Environment)  
 

SESE enables the study of materials (tissues) and their response to incident laser irradiation 

(Beier 2014; Walsh 2016). It can perform transient simulations in three-dimensional space 

domains. Users can assign inhomogeneous properties to materials with user defined shapes, and 

physical properties. Laser light sources can be modulated in terms of time dependence of pulses, 

beam position, beam direction, beam shape, and power.  SESE can perform calculations on four 

mechanism resulting from laser irradiation on the nerve tissue. These are: 1) Light energy 

distribution through tracing of light rays (photon), 2) diffusion of heat generated due to light 

absorption due to irradiation, 3) modification of materials structure and boundaries due to material 

ejection and 4) accounting for change in material's physical properties due to thermal and chemical 

changes associated with rise in temperature. In this chapter, SESE has been used only for the first 

two phenomena. It is assumed that there is no material removal due to the laser irradiation used 

for the modeling studies. It is also assumed that the thermal and optical properties remain constant 

over the range of temperatures observed.  

 

5.4.2 Light distribution modeling 
 

Light is distributed in biological tissues according to the radiative transport equation (Eq. 

5-1) (Welch 2010).  

 

A.(𝒓,𝒔h)
A#

= 𝜇"𝐿(𝒓, 𝒔h) − 𝜇#𝐿(𝒓, 𝒔h) + ∫ 𝑝(;l
M 𝒔h, 𝒔h′)𝐿n𝒓, 𝒔opq𝑑𝜔o + 𝑆(𝒓, 𝒔h)         (5-1) 
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where 𝜇"	is the absorption coefficient [1/m], L is the radiance [W/m2.sr], 𝜇#is the scattering 

coefficient [1/m], p is the phase (scattering) function [1/sr] and S is the source term at position r in 

direction  𝒔h [W/m3. sr]. This equation considers light propagation as a transport of particles 

(photons). The equation can be derived from Maxwell's equations for special cases where each 

particle lies in the far-field of the other particles and there are no correlations between particle 

positions. The radiative transport equation (RTE), though very rigorous in its approach, is not easy 

to handle and solve in the closed form. RTE can be solved in the closed form in very few cases, 

one of them describing transport in one dimension. Hence the idea of stochastic solvers (Monte 

Carlo simulations) was introduced to replicate the behavior of RTE in tissue mediums. In SESE, 

laser radiation is modeled as a collection of small packets of energy called "rays (photons)" that 

can undergo absorption, scattering or reflection or refraction at a material surface. An initial ray 

position is set by sampling from a probability distribution corresponding to a planar source 

irradiance distribution. The ray is then propagated along a direction determined by radiance and 

the interaction at that point, propagation of rays continues until it reaches a boundary or experience 

a scattering event. As the ray travels, it loses "weight" associated with it exponentially, 

representative of absorbed photons. The "lost weight" is deposited at the voxel. Once the weight 

of the ray falls below a certain threshold, its propagation is terminated. Scattering angles at any 

point are governed by the Henyey Greenstein scattering function (Henyey 1941). At boundaries, 

the direction of propagation is governed by the Snell's law. The optical properties required to 

compute the distribution of light inside the tissue for the various geometry components used in the 

SESE model are listed in Table 5-1.  
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Table 5-1: Optical properties of different components of the SESE model  

(Hale 1973) 

We want to study the three-dimensional temperature rise in the nerve and the surrounding 

tissue. In order to accomplish this, we had to employ a three-dimensional MC (Monte Carlo) model 

which allows us to 1) use irregular tissue structures, and 2) assign inhomogeneous tissue thermal 

and optical properties. Some past work in three dimensional Monte Carlo light distributions are 

included in the excellent review article by Zhu and Liu (Zhu 2013). Pfefer (Pfefer 1996) used a 

three dimensional modular adaptable grid numerical model (MAGNUM) to evaluate light 

propagation in a complex biological tissue, and used the model specifically to evaluate the outcome 

of PWS (port wine stain) treatment. Their results for transmission and diffuse reflectance were 

within 2% of both the classical (2D) Monte Carlo simulation method and the experimental 

observations. They also noted the increase in computational effort required to increase the 

Optical 

Properties  

Symbol 

(Units) 

Water Nerve Optical fiber 

Index of 

refraction 

nr 1.33 1.33 1.46 

Absorption 

coefficient 

µa (m-1) 2700 2130 0 (assumed 

negligible) 

Scattering 

coefficient 

µs (m-1) 0 0 0 

Anisotropy factor g 0.8 0.9 NA 
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efficiency of the model in predicting the light distribution inside tissues. Other voxel based studies 

include tissue structures in an adult human head (Boas 2002) and skin lesions (Patwardhan 2005). 

Balbas (Margallo-Balbás 2007) and Ren (Ren 2010) developed triangular surface based MC 

models in order to model light transport in complex tissue structures, with improved approximation 

of interfaces between different domains, that are computationally less intensive than the voxel 

based approach. Triangular meshes aren't suitable for incorporating continuously varying optical 

properties and require scanning a large number of triangular surfaces leading to redundant 

calculations. As an improvement, Shen (Shen 2010)  and Fang (Fang 2010)  employed a 

tetrahedron mesh based inhomogeneous MC scheme. Since the mean free path of a photon is 

limited to inside the tetrahedron space, it leads to substantial improvement to the processing time 

when simulating light transport in complex tissue structures.   SESE utilizes a three-dimensional 

voxel-based approach, with each voxel containing the optical and thermal properties of the tissue 

in that location. In cases of voxels containing boundaries, a piecewise planar approximation is used 

to specify the local shape in the geometry, details of which can be found in this report (Karch 

2013).  SESE is designed to be easily parallelized to calculate the light distribution in each voxel 

independently, using a hybrid of MPI (message passing interface) and OpenMP.   

 

5.4.3 Thermal modeling  
 

Once the absorbed light energy at each voxel is calculated, SESE uses the bioheat equation 

(Pennes 1948) to calculate the temperature rise at any point in the geometry. The heat equation 

(Eq. 5-2) is integrated over a control volume of tissue (voxel) through finite volume discrete 

approximation. When simulating pulsed laser irradiation, an adaptive time step method is used to 
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achieve computational efficiency. The thermal properties of the various geometry components are 

as listed in Table 5-2. The heat equation is as shown below:  

𝜌B)##�O𝐶B)##�O
��z�����

�B
= ∇ ∙ (𝑘B)##�O∇𝑇B)##�O) + 𝑄. + 𝑄6OB     (5-2) 

where ktissue is the thermal conductivity [W m-1 K-1], 𝜌 is density [kg m-3], C is specific heat [J kg-

1 K-1], 𝑄6OB is the volumetric metabolic heat generation [W m-3], QL is the heat generated due to 

the laser irradiation (Wm-3), and Ttissue is temperature of the tissue [K]. All the thermal properties 

are assumed to be independent of temperature.   

  

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 5-2: Thermal properties for the different components of the SESE model 

(Hasgall 2015) 

 

 

 

Thermal 

Properties 

Symbol 

(units) 

Water Nerve Optical 

Fiber 

Specific 

heat 

capacity 

C 

(kJ/(K.kg)) 

4.18 3.74 1.54 

Thermal 

conductivity  

k 

(W/m.K) 

0.58 0.49 1.46 

Convective 

heat transfer 

coefficient 

h (W/m2K) 15 15 0 
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5.4.4 SESE model geometry 
 

The model geometry used for the SESE optical thermal model is as shown in Fig. 5-2A. 

The geometry constructed is a 4 mm x 4 mm x 4 mm block, generated with 100 x 100 x 100 voxels 

of 40 µm side length dimensions. The nerve (in the form of a cylinder) is constructed at the bottom 

half of the block, at 2 mm depth (0.5 mm diameter). A 400 µm diameter cylinder, representing the 

laser delivery fiber, is constructed orthogonal to the nerve, and terminated where contact with the 

nerve is ensured. The optical fiber is assumed to be made of fused silica. The entire setup is 

modeled to be surrounded by water to mimic a nerve tissue submerged in blood and body fluids. 

A simplified two-dimensional representation of the geometry is shown in Fig. 5-2B. Light 

scattering with the wavelength of interest (1875 nm) can be neglected since µa >> µs’ and in these 

simulations is assumed zero everywhere but could easily be incorporated if needed. Given the tie 

period of irradiation (5 seconds or lower) and the radiant exposures involved, effects like radiative, 

evaporative heat losses have been assumed to be negligible in this study. Change in geometry 

shape due to material removal and ablation can reasonably be ignored and hence are not considered 

in this study.  

 

5.4.5 NEURON model 
 

NEURON is a simulation environment for modeling individual neurons and networks of 

neurons (Hines 1997). It provides computationally efficient functions for building, managing, and 

using models easily. NEURON uses special algorithms to achieve high efficiency by exploiting 

the structure of the equations that describe neuronal properties. It has in-built functions that are 

tailored for conveniently controlling simulations, and presenting the results of real 

neurophysiological problems graphically in ways that are quickly and intuitively grasped. 

NEURON lets us deal with familiar neuroscience and electrophysiological concepts rather than 
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spend our resources on writing specialized functions to solve equations that govern action potential 

generation and propagation. NEURON offers several different, user-selectable numerical 

integration methods. The default solver method is implicit Euler, which provides robust stability 

and first order accuracy in time (sufficient for most applications). User-defined mechanisms such 

as voltage- and ligand-gated ion channels, diffusion, buffering, active transport, etc., can be added 

by writing model descriptions in NMODL, a high-level programming language.  

 

5.4.5.1 One dimensional axon model 
 

An unmyelinated nerve axon of length 4 mm is constructed in NEURON. The diameter of 

this axon varies from (5-25 µm) according to the simulation. The diameter is consistent with 

observations in Aplysia (Kreiner 1987). The length of the axon chosen is long enough to reduce 

dimensionality of the problem and make our simulated recordings free of end-effects encountered 

due to the finite length of the axon cable. These end-effects (closed end or sealed end effects) 

distort the voltage measurements of the nodes located at the ends of the axons. The axon is then 

divided into a number of computational segments, where the voltages and other parameters like 

ionic currents, gating variables (m,n,h) and ionic conductance are calculated. When integrating 

with an optical thermal model, the time varying temperatures are assigned to these nodes. The 

number of segments is chosen to make the model code computationally efficient without 

compromising on the quality of the results obtained. At present, the model geometries described 

in SESE and NEURON are different. SESE uses a 3D model geometry consisting of a nerve axon 

whereas the model geometry in NEURON uses a one-dimensional axon. This is a limitation of the 

model and we will address this point later in the discussion section. The output of SESE is a four 

dimensional temperature rise DT(x,y,z,t), and the NEURON model is designed to account for only 

a two dimensional temperature distribution (DT(x,t)).  
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The axon sizes considered in this chapter for studying neural responses are relatively small 

(5-25 µm) as compared to the size of the nerve (500 µm). Hence, time and space varying 

temperature distribution from a one-dimensional line at the surface of the nerve are considered. 

While doing so, it is assumed that the temperature distribution is uniform across the depth of the 

axon (z direction as shown in Fig. 5-2B). Given the penetration depth (~ 600 µm) of the laser light 

at the wavelength used, and that the scope of the research is aimed towards blocking pain carrying 

C fibers which are mostly found at the surface of the nerve fiber, we believe that focusing our 

simulation efforts on a surface axon is a reasonable simplification. Development of a model is 

currently in process which considers multiple axons and depth dependence of a three-dimensional 

temperature distribution. The preliminary results from the model are shown in a later section of 

this chapter. 

 

The default version of the Hodgkin Huxley model mechanism (HH) in NEURON (Hodgkin 

1952) is used. This mechanism does not predict neuronal responses at elevated temperatures 

satisfactorily (Rattay 1993), but improving the classic HH model to correctly predict neural 

response at elevated temperature is beyond the scope of this chapter. This is addressed in detail in 

Chapter 3. The model used in this chapter only uses the HH model. The mHH model, though 

appears to predict response of unmyelinated axon at elevated temperature, can only be applied for 

very specific cases (range of temperature, squid giant axon). We will address this point later 

(Discussion section 5.6) as it represents another point of improvement for the model. The model 

equations that were used in each segment of the NEURON model:  
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𝐶	 AIÊ
AB

= 	−𝑔.(𝑉6 −	𝐸.) − 𝑔06"%(𝑇)𝑛; −	𝑔3"6"%(𝑇)𝑚=ℎ +	𝐼3"_¹�6¹ +	𝐼0_¹�6¹   (5-3) 

A6
AB
= 𝜅(𝑇)𝛼6(1 − 𝑚) − 𝛽6𝑚                                                       (5-4) 

Aa
AB
= 𝜅(𝑇)𝛼a(1 − ℎ) − 𝛽aℎ                 (5-5) 

A+
AB
= 𝜅(𝑇)𝛼+(1 − 𝑛) − 𝛽+𝑛.	                (5-6) 

𝜅(𝑇) 	= 	3
(¯P\.d)
ST                                 (5-7) 

 

𝛼+(𝑉) =
EM.ML(IJKK)

NO
P(Q1RR)

ST ELU
                            (5-8) 

𝛽+(𝑉) = 0.125 Z𝑒
P(Q1\R)

]T ^                    (5-9) 

𝛼6(𝑉) =
EM.L	(IJ;M)

NO
P(Q1_T)

ST ELU
                                       (5-10) 

𝛽6(𝑉) = 4 Z𝑒
P(Q1\R)

S] ^                             (5-11) 

𝛼a(𝑉) = 0.07 Z𝑒
P(Q1\R)

cT ^                         (5-12) 

𝛽6(𝑉) =
L

NO
P(Q1dR)

ST JLU
                              (5-13) 

 

Please refer to the description of these parameters in chapter 3, section 3.3 of the dissertation, and 

also the “list of common symbols” at the beginning of the dissertation.  

The parameters with constant parameters are as shown in Table 5-3.  
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Parameter Symbol Value (units) 

Leak conductance gL 0.3 mS/cm2 

Membrane capacitance Cm 1 µF/cm2 

Table 5-3: Constant parameters used in the HH model 

 

 
 

Figure 5-2: Model geometry used in the SESE model 

(A): Model geometry used in the SESE model. It consists of a homogenous nerve fiber (blue 
cylinder, diameter = 0.5 mm) submerged in a water bath (light blue). An optical fiber (red cylinder, 
diameter = 400 µm) is shown to be touching the nerve surface in this geometry. The placement 
and the diameter of the optical fiber can be changed according to the desired setup and can be 
moved up or down on the Z axis.  (B): Two-dimensional visualization of the SESE model geometry 
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in the X-Z plane. The time varying temperature distribution at the nerve surface (black double 
headed arrow) is extracted and fed into NEURON for further calculations. The point of stimulation 
and the direction of the action potential (AP) propagation is shown.  
 

5.4.5.2 Multi-axon nerve model 
 

In order to ascertain whether the model we developed agreed with the theoretically 

predicted and experimentally validated differential susceptibility to thermal blocks of fine vs large 

diameter nerve fibers (Lothet 2017), we built a multi-axon model in NEURON. We replicated a 7 

mm-long section (diameter = 0.3 mm) of an Aplysia fasciata left-pleuro-abdominal-connective 

(LPAC) nerve in 3D space and used this model to predict the inhibitory effects of a steady-state 

3D temperature distribution on the replicated LPAC nerve (Bedini 2000). We visualized the 

compound neural action potential (CNAP) resulting from the axons as the action potentials 

traveled through them. To start, all axons of the population were excited via current injection at 

one end and action potentials traveled along the length of the nerve were recorded. The action 

potentials traveling through a 3D steady-state temperature distribution placed along the length of 

the nerve. CNAP was calculated at a single point and each of the axons were checked for the 

presence of an action potential. Within the nerve, a population of unmyelinated axons of varying 

diameter was arranged in a strict cross-sectional grid layout of X and Y coordinate pairs. The axon 

count density within the cross-sectional nerve grid was 1 axon per 50.96 μm2 (Bedini 2000),  (for 

a total of 1379 axons). The distribution of axon diameters in the nerve is shown in Fig. 5-4C. We 

applied two types of temperature distribution on the nerve. In the first case, each axon in the nerve 

(regardless of the axon diameter or location) was subjected to a fixed region of elevated 

temperature (35 oC over a 300 µm length section of axon). In the second case, a 3D temperature 

distribution was a spatially-variant distribution resembling a temperature distribution from a nerve 
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irradiated by an IR fiber touching the surface of the nerve. The result of this heating is shown in 

Fig 5-4E.  

 

5.4.6 Thermal damage model 
 

There are various models to predict thermal damage in biological tissues due to temperature 

rise caused due to laser irradiation or any other means. These models represent various stages in 

the stages of tissue damage, which could be  heat shock protein (HSP) expression   – one of the 

earliest sign of thermal damage, disassociation of cell membrane, intracellular protein 

denaturation, extracellular protein denaturation, inflammatory response, and eventually cell death 

(Beckham 2004, Sapareto 1984, Thomsen 2005)- the point where the thermal damage is so large 

that cell death is observed. These models each represent a level (known as critical temperature) 

beyond which the tissue damage is highly likely. Each of these models are highly application 

specific and hence the critical temperature can vary highly between models and tissue types. We 

can safely ignore charring and ablation since the temperature rise predicted in the simulations 

aren’t high enough to take those effects into account.  

 

Our analysis for thermal damage throughout this study has only considered the heat shock 

protein 70 expression model parameters.  Heat shock protein expression is one of the earliest 

markers of thermally induced changes (damage) in biological tissues which is characterized by the 

low activation energy and critical temperature. The quantitative parameters (frequency factor, 

activation energy, critical temperature) for this model are as listed in Table 5-4. The damage model 

used to calculate probability of tissue damage is based on the Arrhenius equations and mentioned 

in Eq. 5-14 (Moritz 1947). 
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 The evaluation of Arrhenius damage parameters (Activation Energy Ea and Frequency 

factor A) is the not the objective of this chapter, and hence  they have been used from existing 

literature (Beckham 2004). In the Arrhenius model of thermal damage, tissue injury is assumed ot 

be linearly proportional to time of exposure at a given constant temperature and models a protein 

denaturation kinetic model as its basis. On the basis of the Arrhenius model, the thermal damage 

caused to the tissue during exposure temperature is a function of both the temperature rise and the 

temporal dependence of the temperature, not just a temperature. Hence, a tissue exposed to a large 

temperature for very short time might experience a low probability of thermal damage than say a 

tissue exposed to slightly lower temperature for much longer.  

𝛺(𝑡) = 	 ∫ 𝐴𝑒
PÐy
Ñ¯

B
M 𝑑𝑡  (5-14) 

 

Model Activation energy 

(Ea)  

Frequency factor 

(A) 

Critical temperature 

(𝑻𝒄 = 	
𝑬𝒂

𝑹𝒍𝒏(𝑨)
) 

HSP expression  1740 kJ/mol 6.9 * 10282(1/s) 48.2 oC 

Table 5-4: HSP 70 Arrhenius damage model and parameters 

Source: (Beckham 2004) 

 

5.4.7 Validation of optical-thermal model 
 

Thermocouple measurements were taken using a fine wire (12.7 μm diameter) type E 

thermocouple (FW05, Campbell Scientific, Logan UT) with a response time of ~10 ms 

(unpublished calculation done in lab by Jeremy Ford), connected to a data acquisition device with 

cold-junction compensation (Model DI-245, DATAQ Instruments, Akron OH) sampling at 200 

Hz. A dual fiber probe (constructed for another  study (Ford 2015)) was placed in a water bath, 
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and the thermocouple was positioned under the probe at the hottest point using the following 

protocol. The laser was turned on and allowed to heat the water. Using a micromanipulator, the 

thermocouple was translated along all three axes until a maximum temperature value was found. 

Once the thermocouple was at this position of maximum temperature, the laser was turned off and 

the temperature was allowed to relax back to baseline (room temperature). The laser(s) was then 

triggered at 200 Hz with 200 μs pulses using a pulse generator (Model DG 535, Stanford Research 

Systems, Inc., Sunnyvale CA). Temperatures were allowed to reach steady state, and the data were 

analyzed once the temperature reached a dynamic equilibrium after 5 seconds of heating. A model 

geometry identical to the experimental setup was developed in SESE. Two different experimental 

cases were considered. The laser beam characteristics are summarized in Table 5-5. In each case, 

the power irradiated from both fibers was varied. The laser powers in each of the cases are as 

shown in Table 5-6.  

 

 

 

Laser 

parameters  

Symbol 

(Units) 

Value 

Frequency  f (Hz) 200 

Pulse 

duration  

tp(µs) 200 

Beam radius r (µm) 200  

Wavelength l(nm) 1875 
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Time of 

Irradiation 

tirr 5 sec 

Table 5-5: Infrared beam characteristics 

 

Case No. Laser Power 

(mW) 

1 42.3 

2 26.6 

Table 5-6: Summary of cases and their laser powers for SESE validation 

5.4.8 Code availability 
 

All the codes for neural simulations and data processing (NEURON, Python, Matlab) have 

been uploaded on the GitHub repository (Link: 

https://github.com/mohitganguly/IRBlock_Vanderbilt). The SESE model was developed at the Air 

Force Research Laboratory (San Antonio, TX) and the results of the simulations were made 

available to us under an agreement between Vanderbilt University and Air Force Office of 

Sponsored Research (AFOSR).  

 

5.4.9 Other tools 
 

The SESE simulations were run on a high-performance computing cluster (72 cores, 384 

GB) at the Air Force Research Laboratory at San Antonio, TX. The results of the simulations were 

visualized using ParaView (www.paraview.org). The NEURON simulations were run at the 

Biophotonics Center, Vanderbilt University on a Dell Precision Tower 7910 running (Intel Xeon® 
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E5-2637 3.5 GHz) Ubuntu 14.04 LTS. Further data processing and thermal damage analysis was 

done in Matlab.   

 

5.5 Results 
 

5.5.1 Integration of SESE and NEURON 
 

To utilize our model to explore strategies to optimize temperature rise and thermal damage 

for neural inhibition process, a simple example of the integration of the results of SESE and 

NEURON model is shown in Fig. 5-3. This example will be used throughout the chapter to derive 

further insights on the optimal laser parameters. We define a parameter as optimal if the specific 

laser parameter causes thermal inhibition in the axon, without exceeding the thermal damage 

threshold. The colorful background (heat map) represents the time dependent temperature rise 

along the one-dimensional surface of the axon. This one-dimensional surface axis is highlighted 

in bold black horizontal arrow in Fig. 5-2B. The x-axis of the heat map in Fig. 5-3 represents the 

time dimension of the irradiation process. As we move from left to right on this axis, we progress 

further in time. The y-axis of the heat map represents the spatial dimension of the nerve surface. 

As we travel from top to down on the heat map, we traverse the length of the axon from the one 

end (x = 0) to the other (x = 4 mm).  The heat map shows the transient temperature rise at various 

positions in the nerve axon. The region in the middle of the axon, which is closest to the laser fiber, 

is observed to be at the highest temperature. As time progresses, the region of the nerve 

experiencing higher temperatures increases, indicating diffusion of laser induced heat generated 

throughout the nerve axon.   

 

Overlaid on top of the heatmap, is the propagation of action potentials along the axon. The 

axon is subjected to the temperature rise distribution represented in the heatmap in the background. 
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The axon is electrically stimulated at 2 Hz using NEURON's IClamp2 function. This function 

enables stimulation of an axon intracellularly at regular intervals. This function delivers a periodic 

supra-threshold pulse (2000 nA, lasting 1 ms) of depolarizing current into one end of the axon. 

The action potential generated at x = 0 end of the axon travels along the axon towards x = 4 mm. 

In the plot, this propagation can be observed traveling from the top of the plot to the bottom of the 

plot. A train of action potentials elicited using IClamp2 is shown from left to right (time axis) on 

the plot. In this case, the laser delivery fiber was placed 250 µm from the surface of the axon. The 

other laser parameters were identical to those mentioned in Table 5-5.  A sample action potential 

(experiencing minimal temperature rise) elicited is shown in the inset Fig. 5-6A.  

 

As the temperature in the axon rises, a drop in action potential amplitude is observed as the 

AP travels down the axon. In the region around elevated temperatures, a block of the action 

potential propagation is observed. In our analyses, we have defined a thermal block if the 

amplitude of the action potential at the end of the axon (x = 4 mm) drops below -50 mV (Seifter, 

Sloane, & Ratner, 2005). This is a conservative estimate, since the threshold of activation of action 

potential lies around -50 mV. A comparison of an unaffected versus blocked action potential is 

shown in the second inset Fig. 5-6B. In the following sections, this modeling pipeline will be used 

to derive insights about changing laser parameters and their effect on neural propagation along the 

axon.   
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Figure 5-3: Effect of IR laser irradiation on a squid giant axon 

Effect of IR laser irradiation on a squid giant axon of length 4 mm for a sample case of an 
irradiation by a 400 μm laser delivery fiber touching the nerve. (tirr = 5sec, Pavg = 45 mW, f = 200 
Hz, tp = 200 µs, optical fiber size = 400 µm, distance from nerve surface = 0 µm). The heat map 
in the background shows the one-dimensional temperature time distribution of the surface of an 
Aplysia axon as described in Fig 5-2(B). Inset shows a sample control action potential (A) and a 
sample blocked action potential (B).  
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5.5.2 Model validation  
 

5.5.2.1 SESE 
 

Before using the new multiphysics model to derive insights on optimization of the infrared 

neural inhibition process, the accuracy of the SESE model predictions was ascertained.  The results 

of comparison of thermocouple measurements and SESE measurements are as shown in Fig. 5-4. 

The setup and the parameters for the cases used was as described in the Methods section.  The 

SESE predictions of temperature rise were within 10 % of the thermocouple measurements. It 

should be noted that the thermocouple measurements are themselves subject to uncertainty (Nakos, 

2004) and we believe a 10% error rate is acceptable. These sources of error in thermocouple 

measurements are discussed in detail in the Discussion section. SESE model has been used 

previously for determining temperature rises in infrared nerve stimulation studies (Beier 2014, 

Walsh 2016). However, in those cases, SESE's accuracy was not determined by comparing its 

temperature rise results through experimental measurements of temperature rise.  

 

5.5.2.2 Validation for NEURON 
 

NEURON has been used widely in numerous applications and exploring its accuracy was 

not considered for the purposes of this chapter. To evaluate the effect of axon diameter on the 

efficacy of thermal block in unmyelinated axons, the simulations were run for different axon 

diameters (5, 10, 25, 50 μm). For these analyses, temperature rise for 0 μm fiber-nerve separation 

was used (i.e. fiber in contact with the nerve surface).  As the axon diameter increased, the 

threshold temperature required to produce a thermal block increased (Fig. 5-4B). This observation 

of selective inhibition of small diameter axons has been shown previously in Aplysia and in the 

musk shrew and also shown through analytical and computational modeling (Lothet 2017). This 

analysis shows that our model predictions are qualitatively consistent with the experimental 
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observations. We have highlighted earlier that the standard Hodgkin Huxley mechanism is not the 

ideal model for predicting neuronal responses at elevated temperatures and efforts to improve the 

predictions of Hodgkin Huxley model for elevated temperature have been the focus of recent 

papers (Ganguly 2016).   

 

5.5.3 Variation of infrared inhibition with axon diameter 
 

Simulation results shown in this chapter have employed a single axon model geometry. 

While that model is optimal for studying axon dynamics and membrane dynamics on a single axon 

level, it doesn't capture the physiological or anatomical reality of the nerve anatomy in mammals. 

In order to translate the technology to be used in humans in the future, steps should be taken to 

develop a model that more accurately represents the human neural anatomy where a nerve will 

consist of multiple axons of varying diameters. As a first step towards that goal, we developed a 

multi axon model to test if the model predictions agree with the experimental recordings in Aplysia. 

In the first case of heating, where all the axons were subjected to identical temperature distributions 

(applied to all axons), we observe that the larger axons are largely left uninhibited, whereas the 

smaller axons are inhibited. These results are shown in the cross axon of the nerve in Fig. 5-4D. 

The inhibited axons are shown in red dots, and the uninhibited ones are shown in blue dots. The 

dot in the figure are scaled to their sizes. These observations are consistent with what is observed 

in experiments in Aplysia californica (sea slug) and musk shrew (Lothet 2017). In the second 

heating case (where a three-dimensional heat distribution was used in the same nerve containing 

identical axon distribution), we see that (in Fig. 5-4F), larger axons are inhibited in regions of 

higher temperatures (mostly around center of the nerve). The color bar in Fig. 5-4F indicates the 

diameter at which inhibition stops occurring. For example, the center of the figure is the darkest, 

indicating that all axon diameters less than 24 µm are inhibited by the temperature distribution in 
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that location. The periphery is lighter, indicating that only small diameters of 6 µm and below are 

inhibited at that location due to the given temperature distribution.  

 

Around the periphery of the nerve, where the temperatures are not as high, the smallest 

axons are the ones that are inhibited. This reinforces the point that the smaller axons are more 

sensitive to temperature rises than larger axons. This might also have important repercussions 

when translating this technology for clinical applications. Pain carrying C fibers are small diameter 

axons and mostly found near the surface of the nerve. An irradiation protocol that only targets 

smaller fibers near the surface would be beneficial for the development of this technology into a 

pain management clinical modality.   
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Figure 5-4: Demonstration of model accuracy 
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 (A) Comparison of thermocouple measurements and corresponding SESE predictions of 
temperature rise for two different cases. Also shown are the average power readings from each 
fiber during irradiation. (B) Sensitivity of axon diameters to heat. Neural responses of axons of 
different diameters to IR irradiation. (tirr = 5sec, Pavg = 45 mW, f = 200 Hz, tp = 200 µs, optical 
fiber size = 400 µm, distance from nerve surface = 0 µm). As the axon diameter increases, the 
threshold temperature required to produce a block in propagation of action potentials increases. 
As the axon diameters increases to a large value (50 μm), a block is not obtained.  (C) axon 
diameter distribution for Aplysia multi axon model. (D) Cross section of nerve showing the 
blocked and unblocked axons, when all axons are subjected to identical temperature (E) Cross 
section of a nerve showing temperature distribution as a result of the IR irradiation (F) cross section 
of a nerve fiber (size 300 µm) on the nerve showing the variation of threshold axon diameter along 
any location in the nerve, when subjected to temperature distribution show in 5-4E. Axon diameter 
distribution was based on study actual measurements in Aplysia (Bedini 2000).  
 

5.5.4 Fiber distance  
 

In order to study the effect of fiber distance from the nerve surface, the model results 

were studied for multiple scenarios where the distance of the laser fiber from the nerve surface 

was varied. In Fig. 5-5A, the maximum temperature rise at the surface of the nerve is shown as a 

function of different laser delivery fiber distances. The maximum temperature on the nerve 

surface is observed when the laser delivery fiber is 150 ± 40 μm from the surface.  

 

Fig. 5-5B shows various scenarios when a block was observed and when the action 

potential failed to be blocked. Using this block table, it is observed that, for the laser parameters 

used, a block is observed for axon diameters up to 25 μm irrespective of fiber distance. The only 

exception to this observation is the case of 1000 μm fiber distance and 25 μm axon diameter. 

Lower peak temperatures coupled with relatively large axonal diameter are factors that lead to a 

block failure in that case. No block was observed for axon diameter of 50 μm axon diameter for 

any fiber diameter.  Furthermore, thermal damage analysis based on Arrhenius model of HSP 

expression (described in the Methods section) were performed for each of these cases. The 

interplay of thermal damage and inhibition are shown using colored boxes. Except for the case of 
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150 μm fiber distance from the nerve surface, no significant thermal damage was observed in any 

other cases. Since the thermal damage is solely dependent on the temperature-time relationship, 

and not on the axon diameter, it mirrors the variation of peak temperature as seen in Fig. 5-5A. 

Owing to thermal damage seen for 150 μm fiber distance, this case can be safely discarded for 

further analyses of inhibition simulations.   

 

Figure 5-5: Effect of optical fiber distance from nerve surface 

 (A) Maximum temperature rise calculated during IR irradiation as the distance between the laser 
delivery fiber and the nerve surface is varied. The maximum temperature rise is observed when 
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the laser fiber is 150 µm from the nerve surface. (tirr = 5sec, Pavg = 45 mW, f = 200 Hz, tp = 200 
µs, optical fiber size = 400 µm) (B) Combination of thermal damage probability calculated and 
whether inhibition was observed as the distance between IR fiber and the nerve surface increases. 
The neural response is observed for different axon diameters. (C) Color code representing the 
dependence of thermal damage probability and whether inhibition was observed.  
 

5.5.5 Laser delivery fiber diameter 
 

Keeping the laser delivery fiber distance from the nerve surface constant at 250 μm, we 

studied the effect of laser delivery fiber beam diameter on the inhibition process. Laser delivery 

fiber diameter directly correlates with the spatial distribution of the temperature over the axon 

surface. The modulation of spatial distribution of temperature can be used to decrease the laser 

irradiance and thus the temperature rise required to achieve inhibition. The temperature rise 

observed for different laser delivery fiber diameters was determined. Effects of four different laser 

delivery fiber diameters (100, 200, 300 and 400 μm) were studied. The spatial temperature rise 

distribution at the end of a 5 sec laser exposure for the multiple fiber diameters are as shown in 

Fig. 5-6A. Since laser power and exposure is constant across the different fiber diameters, the 

energy delivered per unit area (radiant exposure (J/cm2)) decreases leading to lower temperature 

rise as laser delivery fiber diameter increases. Fig. 5-6B shows a block table of different cases of 

fiber diameters and axon diameters. Similar to the observations with the variation of fiber distance, 

inhibition was observed for all axon diameters of 25 μm and below. Thermal damage modeling 

shows thermal damage presence for the cases of 100 and 200 μm fiber diameters and hence won't 

be used for further analyses or experimentation. In further simulations and experiments, 400 μm 

fiber diameter will be used for neural inhibition.  
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Figure 5-6: Effect of optical fiber diameter 

 (A) Spatial temperature distribution on the nerve surface calculated during IR exposure as the 
diameter of the laser delivery fiber is varied (tirr = 5sec, Pavg = 45 mW, f = 200 Hz, tp = 200 µs). 
The maximum temperature rise is observed when the laser delivery fiber diameter is 100 µm. (B) 
Thermal damage calculated as the diameter of laser delivery fiber is varied (tirr = 5sec, Pavg = 45 
mW, f = 200 Hz, tp = 200 µs). The color scheme of the box is the same as in Fig. 5-5. Smaller 
laser delivery fiber diameters (100 µm, 200 µm), where temperature rises observed are higher, are 
more likely to cause thermal damage. The temperature rise observed for larger diameters (400 µm, 
800 µm) do not cause thermal damage but block action potentials and hence serve as suitable 
candidates for inhibition studies.  
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Use of multiple laser delivery fibers 

As shown by Ford et al. (Ford 2017), the occurrence of block is dependent on the block 

length (spatial extent of the nerve axon subjected to elevated temperatures) and the temperature 

attained along the axon. However, as the peak temperature increases, the probability of occurrence 

of thermal damage increases. We hypothesize that if the temperature is raised over a larger spatial 

extent over the axon, the peak temperature required to cause thermal block is decreased. This 

would lead to a reduction in the probability to cause thermal damage in the nerve. To test this 

hypothesis, a model setup of two adjacent fibers was developed in SESE. Various cases were 

simulated, and temperature rises were calculated. The time dependent temperature rises at the 

surface of the axon were used in NEURON to predict the neurophysiological responses of a surface 

axon for the various cases. We are interested in only surface axons since pain carrying C fibers are 

present near the surface of the nerve fiber. As a positive control, one fiber delivering a power of 

45 mW was used on a 400 µm diameter axon and a successful block was observed. In a geometry 

consisting of two identical laser delivery fibers each emitting a reduced power (22.5 mW), a 

successful block was observed. Compared to the positive control case, the peak temperature rise 

in this case was only 44 % of the peak temperature observed single laser delivery fiber control. As 

a negative control, a single fiber delivering 22.5 mW (50 % of the positive control case) was 

modeled. Even though the peak temperature rise was almost equal to that observed with both laser 

delivery fibers (with 22.5 mW), no thermal block was observed. To extend this concept, we 

explored the effect of increasing the distance between the two laser delivery fibers. The rationale 

for doing these simulations was to examine if we can achieve further reduction in temperature 

while maintaining block efficacy. The temperature rise distribution for the two-fiber setup with 

varying distances between the laser delivery fibers is as shown in Fig. 5-7. There was an 

approximately 20 % further reduction (Fig. 5-7A) in peak temperature rise as the distance between 
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the fibers (side to side) was increased to 400 µm. In all the cases, neurophysiological responses 

(block/no block) and thermal damage (damaged/not damaged) were also calculated, and the results 

are shown in Fig. 5-7B as a block table. All the cases produced successful neural inhibition and 

were not likely to cause thermal damage during the inhibition process.  

 

 

Figure 5-7: Effect of separation of optical fibers 
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 (A) Variation of spatial temperature distribution for a two-fiber setup at the end of 5 sec irradiation 
for different inter-fiber distance.  In the two-fiber setup, two optical fibers are used to irradiate the 
nerve surface and the distance between them is varied. As the distance between the laser delivery 
fibers increase, the maximum temperature rises at the nerve surface decrease. (B) Thermal damage 
observed as the distance between laser delivery fibers (tirr = 5sec, Pavg = 45 mW, f = 200 Hz, tp = 
200 µs, optical fiber size = 400 µm) is varied in a two-fiber setup. The color scheme of the box is 
the same as in Fig. 5-5. Thermal damage is not observed in any of the cases. However, we observe 
thermal block for all laser parameters. This suggests that using a two-fiber setup, we can cause a 
thermal block with a lower temperature rise and a reduced likelihood of causing thermal damage.  
 

5.5.6 Other heat sources 
 

The modularity of the model setup allows the model to use heat sources other than laser 

irradiation, which is useful when optimizing parameters for neural inhibition resulting from non-

optical sources (Ackermann 2009, Juan  2014, Kilgore 2009, Min 2011). Since the observation of 

inhibition is assumed to be a temperature mediated process, this model has been setup to accept 

custom heat sources and ensuing temperature distributions. As an example, a case of resistive 

heating has been explored in this section, where heat is dissipated by a conductor as a current is 

passed through it.  

 

A model consists of a helical steel coil placed around a nerve modeled as a cylinder of 

diameter 0.5 mm (Fig. 5-8A). The nerve geometry was identical to that as the IR inhibition 

simulation used in our analysis in the chapter. To simulate the heating characteristics of this coil, 

the coil was maintained at a temperature of 40 oC (313 K) throughout, for 5 secs. The simulations 

of this thermal source were performed in COMSOL Multiphysics (COMSOL Inc., Burlington, 

MA) using the heat transfer module.  

 

In Fig. 5-8B, the resultant transient temperature rise at the surface of the nerve fiber is 

shown in the form of a heat map in the background. This representation is identical to the one 
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shown in Fig. 3 for IR laser induced block. As a result of this rise in temperature, the resultant 

neurophysiological response of 5 µm axon at the surface of the nerve is as shown in Fig 5-8B 

(overlay on thermal map). As observed in case of infrared heating, the action potentials undergo 

reduction in amplitude as the temperature on the surface of the axon increases. As the temperature 

increases, the peak value of the action potential gradually reduces to a value below -50 mV, 

resulting in a conduction block. In this example, we were able to successfully demonstrate that our 

model is able to integrate heat sources that are derived from process that do not include IR laser-

induced heat generation. More implications for this model capability are discussed in the 

Discussion section (Section 5.6).  
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Figure 5-8: Effect of alternative heat source 

 (A) Schematic of a model geometry used for a simple coil heating case. A helical coil made 
of steel (purple) is placed around the nerve (grey cylinder, diam = 0.5 mm). The coil is in 
touch with the nerve surface. The coil is maintained at 40 oC and the temperature rise observed 
(time = 5 secs) at the nerve surface (bold line) is calculated and shown as a heat map in Fig. 
5-5B.  (B) Effect of coil heating on an Aplysia nerve of length 4 mm. The heat map in the 
background shows the one-dimensional temperature time distribution of the surface of an 
Aplysia nerve as described in Fig. 5-8(A). As time of simulation increases, temperature 
increases along the nerve. As a result, in an axon of diameter 5 µm, the action potentials 
arising at x = 0 experience elevated temperatures and are blocked. 
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5.6 Discussion  
 

In this chapter, we describe the development of a model that combines an optical thermal 

model with a temperature dependent Hodgkin-Huxley model. The optical-thermal model is a 

combination of the light distribution model accomplished through Monte Carlo simulation, and a 

heat transfer model using the bioheat equation. We observed that the maximum temperature rise 

at the nerve surface occurs when the nerve is around 150 μm from the laser fiber. This is likely 

because the laser delivery fiber, made of silica, is a higher conducting material than the nerve tissue 

and the surrounding medium (refer to Table 5-2). When the laser delivery fiber is in contact with 

the nerve surface, the laser delivery fiber wicks away heat from the nerve surface and leads to less 

temperature rise than expected. When it is moved away from the nerve surface, this wicking effect 

is diminished since the medium between the laser delivery fiber and the nerve surface is covered 

with water, which has a lower conductivity than silica. Hence the temperature rise at the nerve 

surface is observed to increase until the laser delivery fiber is moved around 150 ± 40 μm away 

from the nerve surface. Beyond this point, the intensity of the laser light reaching the nerve surface 

begins to attenuate leading to decrease in temperature rise observed. Laser delivery fiber diameters 

below 400 μm are prone to cause to thermal damage during thermal inhibition in nerve. Small laser 

delivery fiber beam diameters generate larger radiant exposure (energy/unit area) leading to higher 

energy deposition in a smaller area. This accumulation of energy in a smaller area leads to greater 

temperature rise, and subsequently greater likelihood of observing thermal damage. Our 

observations predict that extending the block length, for example, by using two fibers, decreases 

the temperature rise threshold for thermal block in unmyelinated axon models. In order to show 

that the model can also predict neural responses when the nerve is heated using other source of 

heat, we also simulated the response of an unmyelinated nerve to a heated helical coil maintained 
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at a constant elevated temperature. This heat in the coil may be generated as a result of an electric 

current passing through the coil.  

 

5.6.1 Limitations of the model and scope for future work 
 

The model developed here is an initial attempt of developing an integrated platform to 

study how infrared laser irradiation affects neural behavior. However, there are a number of 

assumptions made during the development in the model which may contribute to the limitations 

of the model. In this subsection we highlight those limitations and future steps that can be 

undertaken to address those concerns.   

 

In the optical thermal model, the optical and thermal properties of nerve tissue have been 

assumed to be equal to the skin tissues. We believe that this is a reasonable first order 

approximations since there is an absence of the exact parameters for nerve tissues, and its 

evaluation requires considerable experimental effort (Hale 1973) and was not the focus of this 

study.  

 

The validation of the SESE model was done using temperature rise measurements 

performed using thermocouple measurements (Nakos 2004). Thermocouples allow for high 

precision temperature measurements with high temporal resolution, but contact with the sample is 

required, only a single point can be measured, and their presence alters the heating dynamics in 

the system. The fine-wire thermocouple (12.7 μm diameter) used here was chosen to minimize its 

interaction with the surrounding media, and its response time (~10 ms) is small enough to dissipate 

the effect of heat generation in the metal itself from direct irradiation within each time-step of the 

sampling frequency (200 Hz). This means any artifact due to direct irradiation would have 
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subsided for most of the sampling period. A temperature rise was measured in the thermocouple 

when irradiated in air (data not shown); however, no direct irradiation artifact could be discerned 

in the water bath experiment. The effects from the artifact are still present in the data; however, 

due to the small response time of the thermocouple, the dominant contribution to the signal should 

be from laser heating of the water. 

 

In the neurophysiological model, the Hodgkin Huxley (HH) model equations have been 

used to simulate the response of nerve in response to elevated temperature. Several reports have 

described inherent limitations of the HH model since its publication in (Hodgkin 1952) and its 

inability to simulate the effect at elevated temperatures (Rattay 1993). Attempts at addressing these 

limitations have been made in the past  (Clay 1998, Sangrey 2004) and continues to be an important 

aspect of our work with the model (Ford 2017,  Ganguly 2016). Given the modular nature of the 

present model, an improved version of the HH model can be easily integrated into the pipeline in 

the future.  

 

The SESE model uses a 3D geometry, although the NEURON geometry consists of a single 

one-dimensional axon. The temperature rise only at the surface of the SESE nerve model is used 

as a temperature distribution fed into the NEURON model. This approximation is reasonable based 

on the assumption that we are only interested in studying the response of the surface axons. We 

aim to use this technology to inhibit pain carrying fibers (C fibers) in humans, which are present 

near the surface of the nerve bundle. Further efforts with the model should focus on developing a 

3D nerve geometry, consisting of multiple axons of different diameters. Instead of measuring 

single action potentials, future versions of the model can be designed to predict neural response in 

the form of a compound action potential instead of a single action potential. An example of 
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studying the feasibility of a simulation has been shown, but not explored in detail. Such a geometry 

and recording algorithm can also enable us to consider the effects of the surrounding anatomical 

and physiological environment on the neural response, for example, potassium ion accumulation 

due the membrane ion transfer during an action potential could be incorporated in the model 

(Fitzhugh 1964, Frankenhaeuser 1956, Van Egeraat 1993).  

 

In this model, we have assumed that the infrared inhibition is only dependent on the 

photothermal interaction of laser in biological tissues which results in rise in temperature. We 

should also examine if other laser tissue interactions, in particular photomechanical effects play a 

role in the inhibition mechanism and incorporate them in the model (Wells 2007, Shapiro 2012), 

but these claims have been subject to intense debate (Plaksin 2018). Photothermal and 

photomechanical mechanisms have also been considered to be responsible in infrared nerve 

stimulations, another way pulsed infrared light affects nerves. This will allow us to make 

significant progress towards developing a unified model which considers all the effects of infrared 

irradiation on nerves. Such a model will help in evaluating the biophysical mechanisms behind 

these interactions and optimize the process to translate into clinical applications.  

 

Finally, the temperature rises we observed required for efficient nerve block appear to be 

high. Using thermal damage analysis, we see that this level of temperature rise is not damaging in 

the short time durations. However, sustained exposure to these temperature levels are prone to 

cause thermal damage in the tissues. The parameters for the damage model analysis are derived 

from the HSP (heat shock protein) 70 expression in rat embryo cells (Beckham 2004). Several 

clinical procedures rely on the HSP 70 expression for the efficacy of their treatment, for example, 

in the treatment of small choroidal melanomas (Shields 1998) and age related macular 
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degeneration (Ip 1999; Reichel 1999). Parameters evaluated using murine studies may not be 

indicative of thermal damage in humans. The damage analysis shown here caused by the infrared 

laser irradiation, and it doesn’t provide any indication for possibility of long-term damage. It is 

also not indicative of functional damage caused as a result of the irradiation. Long term effects 

that infrared laser induced blocks might have on a nerve needs to be evaluated using histological 

studies and monitoring of nerve functions. These studies are outside the scope of this dissertation. 

Currently, the Food and Drug Administration (FDA) has no specific guidelines on the limit of the 

temperature rise for a medical device, but our future experimental efforts will focus on limiting 

the temperature rise to 2oC. These efforts will be driven by the insights that we derive from our 

current and future versions of the model.  

 

5.6.2 Impact of the model 
 

The model developed in this chapter provides a comprehensive modular platform to 

simulate and study the effect of infrared irradiation on neural responses. This current model and 

its future improved versions will serve three main objectives.  

 

1) Mechanisms of infrared nerve inhibition 

a) The model provides a computational approach to quickly test multiple hypothesis for 

biophysical mechanisms that might be responsible for the phenomenon of the observation of 

infrared inhibition.  This reduces the number of difficult time-consuming animal experiments 

that need to be performed and helps us home in on the mechanisms sooner and help us target 

the modality better. For example, we were able to quickly test whether the use of longer block 

length can lower the threshold temperature required to cause infrared inhibition. The results 



 155 

were then validated in an experimental setting and showed agreement with the modeling results 

(Ford 2017).   

 

b) Use of a computational model will allow us to study the biophysical changes occurring during 

the inhibition process. These changes can be microscopic and difficult to measure even using 

sophisticated experimental techniques. For example, we can investigate the change in the shape 

of a single action potential as temperature increases. The changes in certain features of the 

action potential (foot, peak, rate of rise, rate of fall, etc.) can point to specific biophysical 

changes and help us design an experimentally testable hypothesis around it. For example, we 

have noticed that the rate of rise (ROR) and rate of fall (ROF) of action potentials increase 

with the rise in temperature. However, the ROF increases at a much faster rate than the ROR 

(Rosenthal 2000). Since the ROF is governed by kinetics of potassium ion channels, it enables 

us to develop the hypothesis that potassium channels are affected to a larger extent than sodium 

channels when the nerves are heated (Ganguly 2016,  Huxley 1959) . Similar analysis was 

done to optimize sodium and potassium ion channel conductance in squid giant axons in 

Chapter 3 (section 3.3.3).  

 

2) Parametric analysis: The model developed here presents a convenient way to perform a 

parametric sweep of laser parameters and examine the sensitivity of the neural response to the 

change in those particular parameters. In this example, we have investigated the role of fiber 

distance from the nerve surface, laser delivery fiber diameter and the distance between dual 

fibers on the temperature rise on the nerve surface. For each case, we have also examined the 

sensitivity of the neural response to the axon diameter.  
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3) Potential medical device design 

a) This model is the first step towards a platform that can aid in the development of a medical 

device that can potentially be used to treat pain (chronic or acute) in humans. We believe this 

is possible since the technique of infrared inhibition has been shown to work successfully in 

Aplysia. Aplysia consists of unmyelinated nerves, which are anatomically similar to the pain 

carrying C fibers in humans. Lothet et. al (Lothet 2017) were able to show the differential 

effect of infrared irradiation on axons of varying diameters. This suggested a technique of 

blocking conduction in smaller pain carrying C fibers with infrared irradiation leaving larger 

fibers intact. The results observed in this chapter provide useful insights on the optimal fiber 

distances and beam diameters to maximize heat absorption in the nerve, and prevent heat 

(energy) loss through the blood and surrounding tissues or through the laser delivery fiber. The 

idea of using multiple fibers is also proposed and future designs should further explore this 

idea by using more than two fiber or other approach to deliver the laser light over a larger area.  

 

b) The combination of this model with thermal damage studies enables us to discard potentially 

harmful laser parameters. In our studies, we realized that fibers at certain distances (150 µm) 

from the nerve surface and of certain fiber diameter (<400 µm) are prone to cause thermal 

damage. This allows us to alter the design parameters such as fiber-tissue distance, laser fiber 

diameter etc., all through computational design.  The results of the model must be validated in 

experimental setting for checking the accuracy of the model. Once the model is improved 

further, more complicated and realistic model geometries of neural interfaces and nerves can 

be tested for safety and efficacy over both short- and long-term use.   
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This variation on peak temperature shows that the optical fiber, made of fused silica, acts 

as a heat sink and 'wicks' away a considerable amount of heat from the nerve surface. This 

'wicking effect' appears to diminish as the fiber distance from the nerve surface is increased. 

After a certain distance (~150 μm), the temperature rise decreases as the fiber distance 

increases since the absorption of laser energy in the water medium between the fiber tip and 

nerve surface is increased and less laser irradiation reaches the nerve surface. While this may 

be an advantage since it prevents thermal damage, this can increase power requirement for the 

light source, hindering design of a potential medical device in the future.  

 

c) The model and its results highlight the feasibility of combining an optical-thermal model with 

a temperature dependent HH model. This combined multiphysics model can be used to 

optimize the laser parameters (irradiation time, radiant exposure, beam radius) that will help 

to achieve heat block 'efficiently'. In this way, we can design thermal block with a minimal rise 

in temperature so that in the future, it can be used in humans to block pain conducting C fibers.  

 

5.7 Conclusions 
 

This chapter shows that infrared laser irradiation on nerves and its effects can be modeled 

using a flexible and modular multiphysics computational model. We have developed such a model 

and shown its versatility and some of its capabilities. The model, when coupled with a thermal 

damage model can help us select parameters that are helpful or avoid that are harmful for infrared 

nerve inhibition. The modular nature of the model can also be put in use when the heat generated 

in the nerve tissue is not of infrared laser origin. Lastly, this model can be used to identify 

experimentally testable hypothesis for the mechanisms of infrared interaction with nerves, which 

is unclear, and remains to be resolved. 
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6 CONCLUSIONS AND FUTURE DIRECTIONS 
 
6.1 Summary and conclusions  
 
6.1.1 Summary  
 

The overall objective of this dissertation was to uncover the mechanism of infrared 

neuromodulation of nerves. The dissertation was specifically focused on the inhibition effects 

caused in unmyelinated nerves as a result of infrared laser irradiation. The rationale behind the 

focus on the unmyelinated nerves was that their anatomy is similar to that of the pain conducting 

C fibers in mammals (Besson 1987, Dubin 2010). In the future, understanding the mechanism of 

infrared neuromodulation in unmyelinated nerves might be helpful in translating this technology 

from the laboratory to the clinic. The potential clinical applications of this technology could be in 

chronic pain management, epilepsy, or post-surgical pain. These applications will be discussed in 

detail in the following sections of this chapter.  

 

Chapter 2 of this dissertation provides a historical background of the development of the 

technology of infrared neuromodulation. It mentions the efforts undertaken for the development 

of the technology since its invention. A brief explanation of the various scientific principles that 

aid in the understanding behind the phenomenon is also provided. This chapter also provides a 

detailed (but not necessarily exhaustive) review of the current efforts both in the understanding of 

the mechanisms as well as the clinical translation of the technology of infrared neuromodulation.  

 

Chapter 3 discusses the efforts undertaken to develop a computational model to understand 

the mechanism of infrared inhibition in unmyelinated nerves. A computational model aids and 

expedites the generation of testable hypothesis. Development and use of computational models 

provide us the ability to test multiple iterations of the generated hypothesis, hence obviating the 
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need for numerous exploratory animal experiments. The computational model generated in this 

chapter led to the development of the hypothesis that voltage-gated potassium channels are 

responsible for causing thermal block during infrared inhibition of unmyelinated axons. The 

computational model developed in this chapter was based on the widely accepted Hodgkin Huxley 

(HH) model. However, multiple changes were made to the original HH model, since the HH model 

couldn’t accurately predict the response of unmyelinated axons subjected to elevated temperatures, 

which results from infrared irradiation. Published experimental data from multiple studies done in 

squids were used to modify the HH model, in order to make the model compatible to use when 

predicting neurophysiological responses at elevated temperatures. Multiple assumptions that were 

originally built into the HH model were studied for validity. For example, the sodium and 

potassium maximum conductance were assumed to be a constant value (and independent of 

temperature) in the original HH model. These assumptions severely limited the scope of the HH 

model for its use at elevated temperatures. All the changes made to the HH model were backed up 

with rigorous fitting methodologies. Once the model was developed which satisfactorily explained 

neural responses at elevated temperatures, it was used to test under various modeling setups that 

resembled an experimental setup for an infrared inhibition experiment. Many important 

implications and relationships about threshold block length and axon diameters were also 

generated through the model. One of them was that threshold block lengths scale directly with the 

square root of the axon diameter. All the physiological predictions were benchmarked against the 

predictions of the HH model in similar setups. There was strong qualitative resemblance between 

the predictions of the HH model and the newly developed modified HH model (so called mHH 

model). The results obtained from this model provided an experimental setup that was used to 

validate the modeling conclusions. These efforts are discussed in Chapter 4 of the dissertation.  
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Chapter 4 of the dissertation discusses the experiments performed to test the hypothesis 

that was developed in Chapter 3 of the dissertation, which was that infrared inhibition was caused 

as a result of increased activity of voltage gated potassium channels. The observations in these 

experiments suggested that potassium channels are necessary to cause thermal block in 

unmyelinated nerves, as predicted by our modeling studies. In order to establish beyond doubt that 

potassium ion channels are necessary and sufficient to generate conduction block in unmyelinated 

nerves, studies were performed using sodium current and ion channel blockers. The results 

generated from the modeling and experimental studies can be extrapolated to other unmyelinated 

axons, possibly the pain conducting C fibers in humans.  

 

Chapter 5 discusses the development of a multiphysics model that combines an optical-

thermal computational model with a neurophysiological computational model. The optical-thermal 

model evaluates the temperature rise in the nerve tissue as a result of infrared laser irradiation. The 

results generated from the model indicated that the maximum temperature rise at the nerve surface 

occurs when the nerve is around 150 μm from the irradiating laser fiber. IR (infrared) fiber 

diameters below 400 μm are prone to cause to thermal damage during thermal inhibition in nerves. 

The observations from the modeling results also predicted that using two fibers decreases the 

temperature rise threshold for thermal block in unmyelinated axon models. Effect of using a 

heating coil is also shown as an example, to demonstrate the versatility of the model to be used 

with various types of heat sources.  

6.2 Implications  
 
6.2.1 Computational neuroscience and multiphysics modeling  
 

A major part of this dissertation was dedicated to the development of a computational 

model that can predict the response of unmyelinated axons to infrared irradiation. There was a 
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need to first develop a model that can predict neural response to elevated temperatures, since 

infrared neuromodulation appears to work through a photothermal response (Huxley 1959, Mou 

2012, Wells 2007). During the development of the computational model (mHH model), novel 

analyses were developed and used. Among these were the fits developed to match the maximum 

conductance of sodium and potassium ion channels at various temperatures, which helped to 

develop the relationship between temperature and maximum ionic conduction. This led to 

developing a mechanistic prediction would probably not have been possible using the standard HH 

model with all its in-built assumptions. Dynamic clamps (Sharp 1993) were implemented to keep 

the resting membrane potential of the nerve axons constant when the conductance of the ion 

channels were reduced to zero. Past techniques have involved changing leak conductance, or the 

Nernst potentials to adjust for the potential change(Carnevale 2005). All of these changes resulted 

in modifications that seemed to be beyond the possibilities of squid physiology. In the search of 

an existing model that can predict neural response to elevated temperatures, multiple existing 

models (Clay 1998, Sangrey 2004) were also reproduced and tested in NEURON. An example of 

this can be found here at this link:    

https://senselab.med.yale.edu/modeldb/ShowModel.cshtml?model=189922.  In this work, a 

model (Clay 1998) discussing a modification to the HH model was reproduced in NEURON and 

posted for the entire community . 

 

Along with the development of the NEURON model and making it easy to use, a 

multiphysics model was also developed that combined light transport and heat transport models 

with neural propagation model following the HH model.  There have been efforts mimicking the 

development of a model that aims to deliver similar objectives (Mou 2012, You 2017), but to the 

best to my knowledge, the effort discussed in this dissertation was the first to combine a three-
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dimensional, time dependent Monte Carlo light distribution and a heat transfer model with a 

temperature sensitive neurophysiological model in NEURON. Due to the modularity of the model, 

results from other heating simulations like RF heating (in COMSOL) can be also be used in 

NEURON. Applying the effects of time and space varying temperature distributions were enabled 

by the changes made to the mechanism files in NEURON. This provides the community with a 

tool to test the effect that their irradiation protocol might have on the nerve before performing a 

potentially time and cost intensive experiment. This effect is already in play with the development 

of a novel way of reducing threshold block temperatures using multiple laser fibers (Ford 2017).  

 

Attention was also paid to make the model more accessible and the dissemination easier to 

future users of the model. Use of NEURON for a beginner can be challenging, since it involves 

the use of the installation of the software in the local user computer 

(https://neuron.yale.edu/neuron/download). Even though NEURON offers a GUI version of the 

software, which is helpful, customizations made in this dissertation required the use of using 

NEURON with Python, in the command line of MacOS, Windows terminal, or Ubuntu (Linux). It 

was understood that this might be a major challenge for the wide adaptation of the model 

developed, and hence considerable amount of time was spent to simplify the use of the model and 

reproduce its results. All the code used in the development of the model were posted on GitHub 

(the code sharing repository) with the link: 

(https://github.com/mohitganguly/IRBlock_Vanderbilt). Additionally, a Dockerfile 

(https://docs.docker.com/engine/reference/builder/) was written that helps produce the model 

results on a web browser, without the need for the user to download any software or dependencies. 

The user can see an interactive notebook generated by the mybinder (https://mybinder.org/) on the 

browser and make changes to suit their needs. For advanced users interested in making deeper 
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changes, they are requested to download the model on their local computer and follow the steps 

mentioned in the associated readme files.    

 

6.2.2 Experimental neuroscience  
 

Through the experimental work in this dissertation, it was identified that potassium 

channels are critically responsible for causing thermal blocks in unmyelinated nerves. It has long 

been hypothesized that thermal blocks in squid giant axons were caused when the potassium 

currents ‘overwhelm’ the effect of sodium currents (Ganguly 2016, Huxley 1959). Earlier 

experimental results described here suggests that the neural inhibition caused by infrared 

irradiation is a result of the photothermal interaction of infrared light. There appear no significant 

complementary optical interactions that might be contributing to the phenomenon (Duke 2013, 

Lothet 2017). Since the mechanism appears primarily dominated by photothermal effect, it might 

suggest that most thermal inhibition modalities might share an underlying mechanism of thermal 

inhibition (eg. ultrasound neuromodulation, RF heating, high frequency block)(Ackermann  2010, 

Colucci 2009, Juan 2014, Min 2011).  

 

The 3-dimensional nerve chamber (described in Chapter 4, section 4.3.4) channel blocker 

experiments chamber provides a novel way of applying ion channel blockers to a specific region 

of the nerve. Past attempts for similar applications involved considerably more effort than the 

experiments discussed in this dissertation (Nussinovitch 2014, Petsche 1983). We have presented 

an effort that allows us to study the effect of ion-channel blockers on a specific region of the nerve 

while the nerve is undergoing infrared inhibition in real time, and this effect is reversible.  Further 

design improvements to the chamber, which are currently underway, will allow us to study the 

effects of other channel blockers and agents (eg. glucose block) during infrared inhibition.  
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6.2.3 Development towards a clinical modality  
 

The broader aim of the research discussed in this dissertation is the translation of the 

infrared neuromodulation modality into the clinic. Currently, the research is in relative infancy as 

many questions still remain to be answered, and this dissertation is a small step forward in that 

direction. The combined multiphysics model developed in this dissertation provides a robust 

modeling framework to develop and test potential medical device designs. The model enables us 

to perform a wide parametric sweep of laser parameters and examine the sensitivity of the neural 

response to the change in those parameters. For example, we have investigated the role of fiber 

distance from the nerve surface, fiber diameter, and the distance between dual fibers on the 

temperature rise on the nerve surface. Comparable studies using animals experiments could be 

time and resource intensive (Duke 2012).  The computational model is a first step towards a 

potential pain management medical device in the future. We believe this is possible since the 

technique of infrared inhibition has been shown to work successfully in Aplysia, which have 

unmyelinated nerves consisting of unmyelinated axons, and the models discussed in Chapters 3 

and 5 of this dissertation have been developed with unmyelinated axons in mind.  These axons are 

anatomically similar to the pain carrying C fibers in humans. The results obtained through the 

analysis in this dissertation provide useful insights on the optimal fiber distances and beam 

diameters to maximize heat absorption in the nerve and prevent heat (energy) loss through the 

blood and surrounding tissues.  As an example, the idea of using multiple (two) fibers was also 

proposed and validated as a result of the model’s results, and future design modifications should 

further explore this idea by using more than two fibers (Jeremy Ford’s work under review).  

 

Inclusion of Arrhenius thermal damage analysis in the model will enable us to discard laser 

parameters from the consideration that appear unsafe. As an example, in our studies, we realized 
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that fibers at certain distances (>150 µm) from the nerve surface and of certain fiber diameter 

(<400 µm) can cause thermal damage when irradiating at inhibition parameters. This will allow us 

to alter the design parameters like laser fiber distance, beam diameter etc, all through 

computational design, without performing any animal experiments.  Once the model is improved 

further, complicated and realistic model geometries of devices and the nerves can be tested for 

safety and efficacy over both short- and long-term use.   

 

I personally envision the modeling based medical device design could follow the track of 

another pain management modality that is currently undergoing clinical trials, which is kilohertz 

high frequency AC conduction block (KHFAC). This modality uses electrical pulses of relatively 

high frequencies (2-20kHz) on a nerve to block a propagating nerve signal. Once the modality was 

invented (Kilgore 2004), multiple modeling studies (Ackermann 2009, Ackermann 2011, 

Ackermann 2010, Miles 2007) were performed to optimize and control the block of nerve signals 

and removal of side effect such as onset responses. The technology is currently in advanced clinical 

trials for the treatment of chronic post-amputation pain (Eisenstein 2013, Soin 2015).   

 

6.3 Future directions 
 

This dissertation has focused on the development and experimental validation of 

computational models that predict the response of infrared inhibition on unmyelinated axons. 

While this dissertation has provided insights into the critical role of voltage gated potassium 

channels, there are many unsolved problems and unanswered questions, which can all result in 

research projects in the future. They are discussed in the following paragraphs. The future 

directions are grouped into the challenges that remain in the 1) modeling efforts, 2) experimental 
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efforts, and the future directions that should be undertaken to 3) translate this technology into 

clinical use.    

 

6.3.1 Modeling efforts  
 

The modeling efforts discussed in this dissertation (Chapter 5) consists of three disparate 

modeling phenomena, each governed by a different set of equations. The light distribution model 

(Monte Carlo simulations) explains the distribution of photons inside the nerve and surrounding 

tissues when the infrared laser light is irradiated on the tissue.  Once the light distribution is 

evaluated, the resultant temperature rise is calculated using the heat transfer equations. Finally, the 

neurological response as a result of the temperature rise is evaluated by a set of equations known 

as the Hodgkin Huxley equations. Each of these modeling equations have their own sets of 

assumptions and limitations (discussed in Chapter 5, section 5.6) which contribute to the weakness 

of the entire modeling pipeline. In this dissertation, those limitations have largely been managed 

by using suitable assumptions or have been ignored, owing to their relatively minor role 

(unpublished work done in our lab) in the final result. However, moving forward, those limitations 

need to be overcome, or at least an accurate set of parameters need to be determined experimentally 

and used for modeling. In this section, those steps have been discussed in detailed. The steps for 

improving the model has been grouped in terms of the improvements that need to be made in the 

optical model, the thermal model, and the neural model.  

 

6.3.1.1 Optical model 
 

The optical model (or the light distribution model) predicts the distribution of the infrared 

laser light in and around the biological nerve tissue (please refer the Background in Chapter 2 for 

more details on the theory and principle). The input parameters for these models include the 
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absorption coefficient, the scattering coefficient, and the tissue anisotropy. In our model, those 

parameters have been assumed or borrowed from the calculations from published sources. The 

parameters are evaluated for conditions that might be dissimilar to the experimental conditions in 

the inhibition experiments conducted for this dissertation. For example, since the optical (and 

thermal) properties of the nerve tissues are not known exactly, the corresponding properties from 

skin tissues are used instead. It is assumed that minor changes in properties will not lead to 

significant different outcomes of light distribution and temperature rise. Additionally, the efforts 

to evaluate exact optical and thermal properties for nerve tissues is not-trivial and was not the focus 

of this dissertation. One of the thrusts for future work should be the evaluation of optical properties 

that closely resemble, if not identical to, the experimental conditions used in the lab. There are 

some efforts underway in that directions by members of the lab. Efforts should be balanced by the 

degree of change that each parameter adds to the overall results. For example: unpublished 

simulations performed in our lab have shown that changes in scattering coefficients have relatively 

minor effect on the predicted temperature rise in nerve tissues.  

 

6.3.1.2 Thermal model 
 

The thermal model used here has been used and perfected for numerous applications over 

a long period of time (Pennes 1948). In this dissertation, the temperature rises observed in the 

nerve tissues were found to be within 10 % of the experimentally measured results in the lab when 

measured using a thermocouple (Chapter 4). Hence the accuracy of the thermal model in predicting 

temperature rise can be assumed to be reliable at this point. This dissertation has focused on the 

inhibition effects of infrared neuromodulation, and it has been assumed that a photo thermal effect 

is responsible for observing infrared inhibition. Other effects of the photothermal interactions like 

photomechanical and photochemical effects have been ignored. Along with the temperature rise, 
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the change in pressure resulting from the infrared irradiation must be accounted for in future 

iterations of model revisions. This might be specifically useful when attempting to model infrared 

stimulation in nerves since studies have shown pressure transients to have be playing a role in the 

observation of stimulation(Richter 2011, Tan 2015, Xia 2017).  

 

The origins of this pressure can be a result of three different mechanisms. They may arise 

due to the tissue ablation or removal, generation of thermoelectric stresses (due to rapid thermal 

expansion of heated volume), and vaporization of tissue water (Oraevsky 1995, Vogel 2010).  

Studies by Wells et al. (Wells 2007) have shown that infrared stimulation might not be driven by 

photomechanical effects but modeling results provide contrasting indications (Plaksin 2018). 

Exploring the role of pressure in the origins of infrared neural stimulation should be examined in 

detail since they appear to play an important role in neural stimulation caused during ultrasound 

neuromodulation (Prieto 2018). The SESE model currently used in this dissertation can be used to 

model those mechanisms. The current version of SESE isn’t capable of modeling pressure 

transients arising due to pulsed laser irradiation but could be incorporated at a later time. In case 

SESE doesn’t serve that purpose, commercial finite element solvers like COMSOL Multiphysics 

(https://www.comsol.com/acoustics-module) can also model infrared irradiation pressure in 

tissues (Hatef 2015, Humphries 2013, Ko 2010, Wang 2012, Wen 2019).  

 

6.3.1.3 NEURON model  
 

In this dissertation, a NEURON model (based on the Hodgkin Huxley model) is developed 

that can a) reliably predict the neurological response of unmyelinated axons at elevated 

temperatures and b) integrate a time and space varying temperature distribution as input parameters 

for elevated temperature. While this is a solid introduction to the eventual aim of developing a 
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combined computational model for infrared neuromodulation, it leaves much to be desired and 

warrants further improvements.     

 

At this point, the model geometry considers a one-dimensional unmyelinated axon. Apart 

from cases involving squid giant axons and similar animal models (lobsters and crayfish), that is 

rarely the case. Any neural model should incorporate multiple axons with varying axon diameters 

that closely mimics the anatomy present in majority of experimental animals (Aplysia, rats, frogs, 

dogs etc). Future efforts should include the scaling up of the present model to incorporate multiple 

axons with varying axon diameters. The model should be equipped to measure the extracellular 

compound action potentials at any three-dimensional point in space. This arrangement is similar 

to the suction electrode stimulation and recording protocols during infrared neuromodulation 

experiments. An effort in this direction has been undertaken by our lab and is currently in its 

preliminary stages. In this ongoing work, a NEURON model is being developed that aims to 

demonstrate the selective thermal inhibition of small-diameter unmyelinated axons on the left 

pleural-abdominal connective (LPAC) nerve of Aplysia californica through analysis of the 

compound action potential (CAP). The model aims to demonstrate the three-dimensional, time 

variant probabilistic inhibition of small-diameter axons of LPAC and the resulting effects of CAP 

as the LPAC is heated with an infrared laser over time.  Initial preliminary results appear to show 

the relationship of block length and axon diameter with spatial and time variant temperature 

distributions. The relationships and apparent trends are consistent with the experimental findings 

in Aplysia (Lothet 2017). Future versions of the model will hinge on refining the model and 

incorporate improvements that makes the model results consistent with published experimental 

results. Eventually the model development should move towards building large networks that 

might help mimic networks similar to be found in mammalian models (Kovalsky 2009). 
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Adaptation to mammalian models will require modeling of additional phenomena, for example, 

effects of adding myelin sheath(McIntyre 2012, Rattay1989, Richardson 2000), incorporating 

effects of potassium ions etc (Frankenhaeuser 1956).  

 

This dissertation has focused on modeling of inhibition effects of infrared 

neuromodulation. Future efforts should also be directed towards the development of stimulation 

effects of infrared neuromodulation. Experimental reports have shown that infrared laser pulses 

lead to change in membrane capacitance that results in membrane depolarization (Plaksin 2018, 

Shapiro 2012). Even if the phenomena has been believed to be largely driven by temporal and 

spatial gradients in temperature (Wells 2007), other effects (eg. membrane nanoporation) have 

been also been shown to result in infrared stimulation (Beier 2014, Moen 2016, Paris 2017, Walsh 

2017) . Efforts should be undertaken to incorporate these mechanistic conclusions which are based 

on published experimental results.  There are existing models which act as a good starting point 

for future developments (Eom 2018, Fribance 2016). Modeling efforts could also explore if the 

movement of ions across the cell membrane in response to elevated temperatures 

(‘thermophoresis’) would be responsible for infrared nerve stimulation (Jerabek-Willemsen 2011).   

 

6.3.2 Experimental efforts  
 

The current dissertation has provided preliminary experimental validation of the hypothesis 

that potassium channels are critical for infrared inhibition. This hypothesis was derived as a result 

of the computational modeling. While the experimental results shown in the dissertation are 

conclusive, much remains to be done to develop an exhaustive understanding of the mechanism of 

infrared inhibition. There are numerous types of potassium channel sub-types in mammals, and 

characterization and identification of dominantly responsible potassium channels could be an 
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obvious next step. This can be done by patch clamp studies, direct potassium channel 

measurements, potassium sensitive dyes, etc. (Rimmele 2014).  

 

6.3.3 Clinical  
 

To translate this technology into a clinical modality for pain management, various hurdles 

need to be cleared. To summarize, these hurdles can be grouped as technical hurdles and non-

technical hurdles. All these hurdles call for the need for a mixture of strategic thinking and 

technical breakthroughs. The technical hurdles involve efforts to miniaturize the light delivery 

source (diode lasers), reducing power requirements, minimizing local temperature rise needed for 

therapy over long-term use, and negating potential side effects.  The regulatory hurdles might 

include the lack of clear IP landscape, lack of clear guidelines for maximum permissible exposure 

parameters, FDA class III approval route, raising enough funds to conduct clinical trials, and 

working with partners to develop pricing and marketing strategies. The next couple of paragraphs 

will explain the hurdles in detail and list some potential solutions.  

 

6.3.3.1 Technical hurdles  
 

Several technical innovations need to be realized before this technology can be packaged 

as a viable medical device product that can be used in the clinic.  A basic medical device design 

that could be envisioned to translate this technology will consist of two main components, an 

implantable light source, and a power source. The light source used in this dissertation is a portable, 

benchtop laser called Capella Infrared Nerve Stimulator developed by Lockheed Martin Aculight 

in partnership with Vanderbilt University. While this laser system has been immensely successful 

in multiple studies of infrared neuromodulation, a substantial redesign of the laser system is 

warranted for translation to a medical device. An example modification could be the “tripack” 
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used in the cochlear studies. The “tripack” was a wearable, 3-channel laser stimulator, with 

wireless software control. It consists of three side firing fibers (200 um, 1860 nm) covered in 

silicone (Moreno 2011). While this is an improvement, but a further reduction in size and power 

efficiency of the of implantable lasers is desired. VCSEL (vertical cavity surface emitting laser) 

could be one such option. VCSELs, a product of telecom industry, are semiconductor-based laser 

diodes that emit light beams vertically from its surface and can be arranged in the form of arrays. 

They appear to be ideal to fulfil the light delivery demands of infrared neuromodulation in terms 

of size and compactness, however they don’t exist in the wavelength ranges required for our 

infrared neuromodulation applications. Longer wavelength VCSEL’s suffer from low optical gain, 

and lack of semiconductor mirrors (Chang-Hasnain 2003, Keller 2013). Some recent advances 

have been made to develop power efficient lasers that might work in the desired range of 1550 

nm(Hofmann 2008), but the VCSELs that could work in the range >1800nm remain rare (Ortsiefer 

2000) and should be pursued as an area of future research. This suggests that, with the current state 

of technology, the use of 1460 nm IR wavelength VCSEL would be ideal for use in IR inhibition 

applications. Use of VCSELs for IR inhibition at higher wavelengths would require rethinking of 

current lasing technology and materials used (Chernov 2012) , and thinking beyond VCSELs, eg: 

microdisk lasers, photonic crystal lasers, and small metallic lasers (Hill 2014). Potential for side 

firing fibers (George 2009) and optrode (Dufour 2015, Wang 2010) should also be explored for 

the advantages they offer in terms of accessibility and ease of recording.  

 

In my opinion, the innovation required for the delivery of infrared light to the tissue can be 

borrowed from the field of optogenetics. Multiple advances have been made in optogenetics that 

might be useful when adapting the technology of infrared neuromodulation into a clinical device. 

Development of LED (light emitting diode) based delivery solutions have been used and perfected 
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in optogenetics and are used an implantable light delivery source  (Clements 2013). The design 

aspects used in the miniaturization of these LEDs could also be used in IR inhibition applications. 

However, LEDs might not be ideal for IR inhibition due to their large divergence which makes 

precise localization of the light difficult. These reviews provides an useful resource to study the 

various technological challenges that have been overcome for the translation of optogenetics into 

a clinical modality (Matveev 2015, Zhao 2017). Researchers in optogenetics also seem to have 

made advances in the field of wireless and power control of light delivery inside the animal using 

resonant interaction of RF (radio frequency) and intrinsic modes present in the animal (mice) (Ho 

2015). This advance put optogenetics in firm footing for launch as an implantable medical device, 

which is evident from the launch of companies and ongoing clinical trials (Reardon 2016).   

 

At present, the temperature rise required to achieve inhibition is prohibitively high (Ford 

2017, Liljemalm 2014, Mou 2012, Thompson 2013) and almost certainly damaging (Liljemalm 

2014). While FDA doesn’t propose strict temperature rise threshold in its device specifications, 

the current temperature rises observed in experimental setups are not tenable. Efforts to reduce 

temperature rise during inhibition is a work in progress (Owen 2015) and is currently an active 

area of research in our lab (Ford 2017). Simulations developed in this dissertation have led to 

efforts that study ways to reduce temperature rises observed during infrared inhibition 

experiments. These efforts (unpublished) aim to build upon computational predictions that suggest 

that a longer irradiation length results in a lower temperature at inhibition threshold by using both 

multiple stationary spots and a single scanned spot along the nerve to reduce the heat deposition 

required at any given location, therefore reducing the probability of thermal damage, and allowing 

for longer irradiation times.  
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6.3.3.2 Non-technical hurdles  
 

The non-technical hurdles in the translation of the technology include the challenges that 

are likely to encountered outside the lab, chief among them being a) lack of clarity in the 

intellectual property landscape around the technology and its use, and the eventual product design 

and packaging. At present, there already exist multiple patents (not all of them owned by 

Vanderbilt) which claim to invent various way to shine light on nerves. However, this shouldn’t 

be the hurdle stifling innovation, since IP challenges by interested parties will be significant only 

if the envisioned product has major sales potential. Translating this technology to the market will 

require numerous innovations along the way which may spawn multiple patents to fend off any 

potential legal challenge in the future.  

 

A significant obstruction to marketing the product would probably be the strict regulatory 

pathway. Depending on the application, the future device would probably be an implantable 

device, and would have to undergo class 3 (Pre-Market Approval) process of the Food and Drug 

Administration (FDA) 

(https://www.fda.gov/MedicalDevices/DeviceRegulationandGuidance/HowtoMarketYourDevice

/PremarketSubmissions/PremarketApprovalPMA/default.htm). The device (being so novel) will 

face higher scrutiny from the FDA during the pre-clinical testing. For example, instead of the 

normal ISO 10993 testing, we might be required to do an active animal study where the device is 

implanted in animals and stimulated for 90-180 days to track local effects. Clinical feasibility 

studies would need to be done before conducting pivotal studies. Though a long and tedious 

process, the process can be simplified and expedited using the FDA HDE (Human Device 

Exemption) application  
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(https://www.fda.gov/medicaldevices/deviceregulationandguidance/howtomarketyourdevice/pre

marketsubmissions/humanitariandeviceexemption/default.htm), testing and marketing the device 

for indications with less than 8000 incidences per year. In these cases, FDA might focus more on 

the efficacy, but the product would face relatively less scrutiny on the safety of the product.  

Another alternative could be launching and marketing the product in Europe instead of the USA, 

where the launch process is likely to be faster (Maak 2016).  

 

Moving forward, strategic collaborations will need to be formed with opinion leaders and large 

medical firms for funding and networking opportunities. Successful collaborations would be 

highly contingent on the favorable results from the clinical feasibility studies. Finally, the largest 

non-technical hurdle would be financial in nature. Based on conversations with industry experts, 

it would require approximately $15-20 million for regulatory testing and an additional $15 

million to hire and assemble a sales force to market the product. Considerable lobbying of the 

CMS (Centers for Medicaid and Medicare Services) and post market healthcare economic 

studies needs to be done to demonstrate the profitability to insurance companies to persuade 

them to cover the cost of the product and/or treatment.  
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Executive Summary / Need 
 

This plan presents a path to commercialization for Allevien. Allevien is a novel technology 

that uses laser light of specific wavelength (infrared) to block the propagation of nerve signals. 

This technology can be used to prevent pain signals form traveling to the central nervous system 

(spinal cord), thereby used as a chronic pain management modality. Allevien has been shown to 

work on rats and other lower animals (Aplysia and shrew). Experiments on higher animals are 

curently in progress. The technology will be marketed as an implantable medical device powered 

by an implantable electrical generator. This document lays down the different aspects of the 

commercialization plan that will be used to bring this device to market. At this point, we are in 

research and development phase and not going forward to form a start-up venture or licensing the 

technology. However, all the different aspects of the commercialization have been considered and 

mentioned in this plan. After the required regularoty approvals from the U.S. Food and Drug 

Administration (FDA), we will begin marketing the product to veterans first. The medical device 

and the technology driving it is most suitable for managing chronic pain which originates from 

damaged nerves resulting from limb amputation (known as phantom pain).  Veterans who have 

experienced amputation due to trauma in the battlefield are a strong market for early adoption for 

this device. The number of amputations equal around 175, 000 annually in the US with around 2 

million total amputation patients in the US. The rationale behind the selection of the target 

demographic is through inputs from our technical and clinical advisors.  

 

There are numerous issues associated with the plan which will be addressed in detail in the 

following sections. In addiditon to the numerous research challenges that need to be tackled before 

the device is deemed ready for clinical trials, the intellectual property landscape is muddy and 

patents required for commercializing our technology have not been granted. There are high barriers 
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of entry into the medical device industry owing to substaintial presence of established large market 

leaders. Apart from these, the device will have to go through Pre Market Approval (PMA) in the 

FDA which will be long and expensive. Reimbursement codes will also have to be identified to to 

make it possible for patients to get reimbursed for the procedures that they will need to use the 

implantable device. 

 

Allevien technology 
 

We are developing the use of infrared laser irradiation as a solution to the clinical problem 

mentioned in the paragraph above. We have shown that infrared laser irradiation is able to inhibit 

action potential propagation in small unmyelinated axons in the Aplysia californica (sea slug) 

animal model. We believe that since the anatomical organization of the nervous system in sea slug 

is similar to the pain conducting fibers in humans, it is possible that infrared laser irradiation can 

be used to inhibit pain signals in humans. Our method also compares well against the modern 

techniques of neuromodulation presently in research. Our method is free from the use of any 

genetic manipulation (optogenetics), has better spatial selectivity than focused ultrasound and is 

free of any sharp pain signals (onset response) as seen in HFAC (High Frequency Alternating 

Current) stimulation. We plan to introduce infrared laser inhibition as a cuff-like neural device 

implanted close to the source of the pain signals. We envision the cuff will be placed around the 

target nerve fiber (tibial nerve for above-knee amputations, peroneal nerve for below knee 

amputations) and will use diode lasers as a thermal source.  
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                           Figure A-1: Allevian inhibits peripheral nerve signaling with infrared light  

 

The current pharmaceutical methods of chronic pain management include the use of 

opioids, analgesics, NSAIDs (Non-Steroidal Anti-Inflammatory Drugs) and anticonvulsants. The 

use of these drugs are accompanied by the side effects such as the development of tolerance, 

addiction, withdrawal symptoms and rebound pain. In severe cases, electrical methods to control 

chronic pain are used. These include the use of TENS (Trans-cutaneous Electrical Nerve 

Stimulation) which involves the use of electrode patches over an affected part of the body, and 

SCS (Spinal Cord Stimulators), implantable spinal cord stimulator that delivers small electrical 

signals through a lead implanted in the epidural space. The above electrical methods lack a clarity 

in the mechanism of action, suffer from high inter-patient variability, surgical complications, lead 

migration, paresthesia, electrode toxicity, and they interfere with MRI and pacemakers. We 

believe, that since our device does not involve delivering electrical signals in to nerve tissues, it 

will not suffer the drawbacks of electrical stimulation methods, especially paresthesia or the 

tingling like sensation felt by patients using spinal cord stimulators. However, these claims will 

have to be tested using thorough clinical trials.  
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Figure A-2: Allevien cuffs around the peripheral nerve is powered by an implanted power 

source 

 

Intellectual property 
 
 There is an existing patent for infrared irradiation on the central nervous system (US 

9044596 B2: Method and apparatus of pulsed infrared light for central nervous system neurons, 

Granted June 2, 2015, Assignee: Vanderbilt University). This patent will enable us to use our 

technology for irradiating on the spinal cord. 

 

However, for targeting the peripheral nerves, there is a rejected patent application 

(14/024544: Method and Apparatus for Selectively Controlling Neural Activities and Applications 

of Same).  

 

According to USPTO’s final rejection letter, the application was rejected as some claims 

being anticipated by an existing patent (Patent US 8721695 B2: “Device and Method for 
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Stimulating Neuronal Tissue by Means of Optical Stimuli".) More specifically, the USPTO 

explained its rejection reason as that existing patent was also “an apparatus for selectively 

controlling of neural activities . . . : at least one electrode . . . a light source . . . . and a probe . . . 

coupled to the at least one light source for selectively delivering the at least one light to the target 

of interest at selected locations to create a localized and selective inhibitory response therein.” We 

cannot agree with the USPTO on the ground that Patent US 8721695 B2 had no claims about the 

inhibition or suppression of any neural activities. That patent targets the stimulation of certain 

neural activities, which is a totally different technology than our rejected application. 

 

We are confident about the above argument, with the support from our technology mentor 

E. Duco Jansen and our legal mentor Eric Fugett. Nevertheless, because the application for Patent 

US 8721695 B2 has been closed, we are not able to present any further argument to the USPTO 

about Patent US 8721695 B2. Our plan is to apply for a new patent of our technology on the 

peripheral nerves, which requires some ‘patentable improvements’ based on our existing 

technology. Now we are on the stage of looking for a similar method (using infrared laser) that 

reaches the same outcome as the rejected patent application could do, so as to avoid patent rejection 

on the grounds of existing prior art. We plan to make ‘patentable improvements’ in the future as 

we progress in our phases of research and prototype development.  

 

Industry analysis 
 

We presented a thorough analysis (Porters analysis) of the medical device industry in the 

commercialization plan that we submitted in December 2016 and is summarized in the Fig. A-3. 

In this plan, we focus on the trends in the medical device industry and the neurostimulation 

industry in particular, and how these trends will affect the commercialization of our medical 
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device. These trends and insights are derived from our customer interviews, mentors, and medical 

device conferences. Over the next five years, industry is expected to grow at 2.9 %. The aging 

baby-boomer population and technological developments will continue to bolster industry growth, 

but the changing regulatory environment will likely hamper profitability.  

 

 

Figure A-3: Porter's five-forces analysis for our product Allevien™ 

The Affordable Care Act ('Obamacare') has created a degree of uncertainty for medical 

device companies. The 2.3% excise tax on medical device companies is expected to maintain its 

downward pressure on company profitability. The Physician Payment Sunshine Act is expected to 

increase industry costs and possibly reduce revenue because it requires covered manufacturers to 

annually report any transfers of value to physicians. Recent legislation overhaul, however, might 

benefit the industry, as US healthcare reform is aimed at expanding coverage to a broader range 

of patients. The act accomplishes this by significantly loosening the eligibility criteria for 

enrollment in Medicaid, as well as making private insurance more accessible to consumers. As a 
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result, more people will have access to healthcare, which will likely boost the average number of 

physician visits. This, in turn, will raise demand for some medical services and devices.  

 

The prices that medical device manufacturers are able to charge will likely remain a 

concern in the future. Although access to insurance will increase, standards of reimbursement and 

regulatory approvals will become more stringent. Stricter reimbursement requirements could affect 

the revenue of customer groups, such as hospitals. Hospitals that receive small reimbursements 

per procedure will need to perform more procedures to justify new equipment purchases. In turn, 

manufacturers may be pressured to reduce per-unit costs to keep sales up. 

 

With market saturation and growth stifling policies in the developed economies, medical 

device companies will likely aim to expand into emerging markets like China and India. Demand 

for medical devices and services is expected to grow in the future due to their improving 

economies, rapidly increasing and aging populations, and the prevalence of chronic diseases. 

Competition analysis  

 

Figure A-4: The medical device industry has four main players 
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There are numerous technologies in the market that currently offer relief from chronic pain. 

In particular, because our technology takes the shape of an implantable device, we analyze the 

spinal cord stimulation market which offers a comparable industry. The various products and their 

specific advantages are mentioned in Fig. A-5.  

 

Apart from these companies and products, we came across a few companies which are in 

similar stage of development as we do and offer technologies that can address the need in a manner 

similar to ours. The most promising of these companies is Neuros Medical Inc. Neuros uses high 

frequency conduction block technology to produces direct nerve block to mitigate phantom pain. 

Neuros is currently recruiting patients for their pivotal clinical trials. While this is a potential 

competition that we need to be careful about, past scientific reports have shown that this 

technology can suffer from side effects like onset responses that are potentially very uncomfortable 

to patients.  

 

Figure A-5: There are currently a few neuromodulation devices in the market 
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Market analysis and financial projections 
 

As mentioned above, phantom pain is an extremely underserved medical condition. Current 

treatments are ineffective and there is not a significant push in the market to create innovative 

functional solutions. Of the 1.9 million amputees in the United States, approximately 80% of them 

experience some degree of phantom pain. The majority of amputations in the United States 

(roughly 80%) occur because of vascular disease and vascular complications in diabetic patients. 

The remaining segment of the amputee population has lost limbs because of other reasons such as 

trauma. 

 

 

Figure A-6: Amputations in the United States 

Over 80% of amputations in the US are performed because of Diabetes and vascular disease. 
Trauma amputations like those that occur in the military are a much smaller portion. 
  

At Allevien, we have decided to focus on a specific subset of the population. Veterans 

constitute a large portion of the amputees not affected by diabetes or vascular disease. With 

trauma-based amputations, there will be fewer parallel or complication physiological amputations. 
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Also, though veterans make up a smaller portion of the trauma amputations than the whole trauma 

population, they are a very well documented market segment and their medical and support system 

is ideal for early adoption. First, according to the Department of Veterans Affairs a little less than 

1% of America’s 22 million veterans are amputees. This means about 175 thousand veterans are 

currently experiencing phantom pain. This is a significant population to first introduce to our new 

technology. 

 

The VA medical system significantly simplifies our initial coming to market strategy as 

well. Instead of approaching multiple payor and provider groups, Allevien will start with a single 

entity with whom to transact. This greatly simplifies the marketing and sales efforts of our 

company. This strategy is complicated by the fact that we must now navigate the bureaucracy of 

government. However, Allevien will be able to mitigate many of the risks of this ‘all in,’ one 

customer approach by leveraging advocacy groups and the political capital politicians will gain by 

supporting our initiative. Many organizations, like Wounded Warrior, operate to aid injured 

soldiers and make their lives healthier and more comfortable. These groups would be some of the 

first advocates Allevien approaches. Also, not only does Allevien bring much needed comfort to 

these veterans, but it reduces the current costs spent by the VA to alleviate veteran’s phantom pain. 

These cost savings will then be able to be in reduction of medication costs and also in freeing up 

scheduling to let more veterans be seen by the VA. As we have seen in recent news, the VA is 

currently overbooked and spread thin. 
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Figure A-7: The veteran market contains approximately 175 thousand potential patients 

 

 As a product, Allevien will have a significant margin, making entering the market a very 

attractive prospect. Spinal cord stimulators, which are currently being used to treat phantom pain, 

are sold for $20 thousand and the main components needed to create the Allevien device will cost 

around $10 thousand. This means that capturing 10% of the entry market there will be total profit 

margin of about $175 million. In total, the complete market of amputees in the United States is 

$16 billion for Allevien. Naturally, Allevien will not capture this entire market. Before Allevien 

can enter the market, there are a few development barriers that we must overcome. 

 

Next Steps and Market Entry 

The Allevien device is still in research infancy. Currently, research in laser inhibition is 

being performed using large laser devices on lower animal neural pathways. These lower animals 

(sea slugs) have nerves that are easy to manipulate in the laboratory and are similar to peripheral 

pain nerves. However, neither the current laser design nor the current biological samples are 

representative of the elements to a functioning Allevien medical device. 
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 In order to reach a commercial product ready for the FDA Premarket Approval (PMA) 

application, Allevien must go through three more research phases: product development, pre-

clinical trials, and clinical trials. For extended academic research at Vanderbilt University, the 

laser delivery needs to be optimized. Researchers need to find the ideal wavelength and laser 

intensity to efficiently inhibit the pain signal. The current Allevien device is also much larger than 

a medical device. A parallel research path will be needed to miniaturize the device. The academic 

product development stage will take approximately 5 years, the length of time of two parallel PhD 

projects. Funding for this phase will come from either the NIH, AFOSR, or DARPA. Since our 

early adopter target group is veteran amputees, DARPA (Defense Advanced Research Projects 

Agency) an AFOSR (Air Force Office of Scientific Research) are the ideal funding sources. 

AFOSR is the current funding of the Allevien project. 

 

 

Figure A-8: There are many research steps that Allevien will have to take before being 

market ready 
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 After the device has been developed, research will go into preclinical trials. This FDA 

process involves testing Allevien in mammalian organisms with nervous systems more similar to 

humans. These tests will most likely be in dogs, in which the Allevien device can be successfully 

implanted. This phase of research usually takes three years. At this point, the project team will exit 

academia and become and incorporated company. Capital will be raised through SBIR grants and 

angel investment. SBIR grants are preferred and advantageous because they do not require equity 

to be distributed. The final stage of research will be clinical trials. Since Allevien is an implanted 

device, it will have to undergo the stringent Class III trial process. This process takes on average 

54 months. Funding will come from our strategic partners and venture capital. After these twelve 

and a half years, Allevien will finally be ready to undergo the difficult PMA process. 

 

 Once Allevien is commercialized we will begin aiding amputees through Veterans Affairs. 

After establishing a significant footprint with our early adopter we will move into the larger market 

of diabetes and vascular disease phantom pain. Establishing ourselves with within these markets 

will be a much more complicated endeavor since we will have to establish relationships with 

providers, payors, and gain consumer confidence. In order to create a smooth transition from the 

VA to the general patient population, the Allevien team will begin establishing relationships with 

providers and payors during the clinical trials and throughout early adoption. As success of 

Allevien is proven with the veteran population, our team will approach other advocacy groups and 

organizations for diabetes. This will create champions within the system to push for adoption of 

our technology. If Allevien gets designated as a new medical device and needs a new billing code, 

and cannot be pooled in with devices like spinal cord stimulators, these groups will create pressure 

on the government to push through legislation creating an ICD-10 code. With expansion into these 

larger markets, Allevien will gain a high product valuation. 
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Figure A-9: Adoption cycle of Allevien 

 

 With Allevien, the underserved phantom pain patient population will finally be able to find 

relief. Though there is a long path ahead for Allevien, there is clear market need and financial 

demand for an innovative medical device to combat the condition. There are also organizations 

waiting to partner with a technology like Allevien from the military, to medical device businesses, 

to lobbyists and advocacy groups. Allevien will be able to change the lives for the better of many 

suffering patients, while creating a successful business. 

 

 

 

 

 

 

 



 191 

Customer discovery highlights  

(Based on our interviews with anesthesiologists)  

1. Dr. Walters 

2. Dr. Daniel Lanergan 

3. Dr. Marc Huntoon 

Major outcomes based of the conversations 

• SCS procedures are performed about 3-4 times a month with a duration of 1-2 hours each.  

• The process that delays the procedure is asking the patient for constant feedback to ascertain 

the coverage area of the implant 

• Success rate: trials = 70-80 %, after 1 year post implant = ~50-70 %. 

• Side effects include shock like tingling, lead movement with patient movement, development 

of tolerance 

• Most common patient demographic is patients with back pain from prior decompression 

surgery with persistent back pain after surgery 

• 10% of patients don't like the stimulation feeling after implanted and it has to be removed  

• Alternative application could be targeting spastic patients to help release the muscles, because 

they traditionally required a baclofen pump placed by the neurosurgeons.  

• Potential application be irradiation of dorsal root ganglion (DRG) in patients suffering from 

complex regional pain syndrome, phantom pain for amputees, carpel tunnel syndrome, and 

nerve trauma.  
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Global stimulation market and forecast 

Figure A-10: Global stimulation market and forecast 

Source: Kalorama Information 
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Advice from business mentor to tackle some challenges in the long run: 

1. FDA: Aim to make the pathway easier by engaging with FDA earlier through Early 

Feasibility Studies (EFS). Aim to find a condition that can qualify for Humanitarian Device 

Exemption (HDE).  

Try aiming for markets outside US (Europe) where we can launch faster.  

2. Patent and IP try to aim for an IP as the research and development matures. Also discuss 

licensing opportunities with critical patent holders.  

3. Reimbursement: Will need to do post market healthcare economic studies to demonstrate 

to insurance companies and Medicare that they should pay for the product. Finding out 

how to get paid is critical.  

4. Collaborating with a partner: Study the strategic roadmaps of large companies to determine 

whether they will have any interest in what you are doing. Our best bet for collaboration 

will be after clinical feasibility study if we show good results. If we stick with proposing 

to work with one of those big companies, we have to make sure it's after you've got good 

clinical data. 

 

 

Link to poster presented at SEMDA (South Eastern Medical Device Conference 2017), Atlanta 

GA (4/26/17): http://i.imgur.com/rLBCgQD.jpg  
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APPENDIX B: MODELING THE EFFECTS OF ELEVATED TEMPERATURES ON 
ACTION POTENTIAL PROPAGATION IN UNMYELINATED AXONS  

 

 

Mohit Gangulya, Michael W. Jenkinsb, c, Hillel J. Chielc, d, e, E. Duco Jansena, f* 

aDepartment of Biomedical Engineering, PMB 351631, 2301 Vanderbilt Place, Nashville, 

TN 37235; bDepartment of Pediatrics, Case Western Reserve University, Cleveland, OH;        

cDepartment of Biomedical Engineering, 319 Wickenden Building, 10900 Euclid Avenue, 

Cleveland, OH 44106;d2080 Adelbert Road, Cleveland, OH 44106;eDepartment of Neurosciences, 

10900 Euclid Avenue, SOM E653, Cleveland, OH 44106;fDepartment of Neurological Surgery, 

T-4224 Medical Center North, Nashville, TN 37232 
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ABSTRACT 

Infrared lasers (l=1.87 µm) are capable of inducing a thermally mediated nerve block in 

Aplysia and rat nerves. While this block is spatially precise and reversible in sensory and motor 

neurons, the mechanism of block is not clearly understood. Model predictions show that, at 

elevated temperatures, the rates of opening and closing of the voltage gated ion channels are 

disrupted and normal functioning of the gates is hindered. A model combining NEURON with 

Python is presented here that can simulate the behavior of unmyelinated nerve axons in the 

presence of spatially and temporally varying temperature distributions. Axon behavior and 

underlying mechanism leading to conduction block is investigated. The ability to understand the 

photothermal interaction of laser light and temperature dependence of membrane ion channels in-

silico will help speed explorations of parameter space and guide future experiments testing the 

feasibility of selectively blocking pain conduction fibers (Photonic Analgesia of Nerves (PAIN)) 

in humans.     

Keywords: Infrared Laser Heating, Neural Inhibition, Computational Modeling, 

Neurophotonics  

 

INTRODUCTION 

Electrical stimulation has been the gold standard for the control of nerve behavior. Some 

of the applications of electrical nerve stimulation include the treatment of foot drop (Kottink 2008), 

deep brain stimulation (DBS) for disorders such as Parkinson’s disease (Kern 2007) cochlear 

implants (Shannon 2012), and vagus nerve stimulation for epilepsy and depression (Groves 2005). 

Apart from electrical stimulation, optical methods of neural inhibition have also been explored.  

Application of optical inhibition of nerves in the control of pain is an area of active research. One 

of the studies involving optical inhibition used pulsed infrared lasers to inhibit nerve signals in the 
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rat sciatic nerve and in Aplysia californica (Duke 2013, Lothet 2017). The successful use of 

infrared lasers in inhibition of unmyelinated nerves can lead to the development of implantable 

devices that can inhibit pain signals carried by unmyelinated C fibers. However, this requires 

proper characterization of the laser parameters required to observe conduction block in the specific 

nerve without exceeding the thermal damage threshold. A better understanding of the mechanism 

behind the observation of nerve conduction block is required so that we can optimize the parameter 

space in order to move towards clinical study. In the case of infrared nerve inhibition, the primary 

mechanism of heat generation is through the photothermal interaction of laser light by nerve and 

the surrounding tissues.  

 

In this chapter, we have attempted to investigate the effect of elevated temperatures on 

nerve conduction in unmyelinated axons. As early as in 1959, Huxley commented that, at higher 

temperatures, sodium permeability is gradually overtaken by potassium permeability leading to a 

block of the onset or propagation of an action potential (heat block) (Huxley 1959). More recently, 

Mou et al. (Mou 2012) developed a model for studying the effect of heat on action potential 

propagation in myelinated axons. They showed the variation of conduction velocity versus 

temperature for different diameter fibers and electrical stimulus versus fiber diameter.  

 

They simulated high temperatures at specific nodes in a frog (myelinated) sciatic nerve 

model at varying lengths along the axon. They showed that the threshold temperature (which is 

dependent on the stimulus current and fiber diameter) required to produce a propagation block is 

greater than the threshold temperature required to produce a generation block. While the results of 

Mou et.al. were significant and offered new insights, they were unable to provide a clear 

mechanism of the heat block (generation or propagation) observed in nerve due to axonal 
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temperature rise. The heat block simulated in the model was confined to limited spatial region in 

the axon. This spatial confinement of temperature is not practical in either electrophysiological 

experiments or in clinical settings.  There was little quantitative or qualitative representation of the 

change in the gating variables or the ion channels due to increasing temperatures over time. 

 

The computational model we have developed is designed to predict the effect of transient 

elevated temperatures on the membrane currents, and subsequently to the resulting action 

potentials. We present validation of our computer model against experimentally measured 

behavior of squid giant axons at elevated temperatures and also explore the mechanisms that lead 

to the arrest of a conducting action potential that leads to a thermal block.  

 
MODELING METHODOLOLGY 
 
2.1 Model Equations 
 
The behavior of ion channels in unmyelinated axons is given by the Hodgkin Huxley 

equations (Hodgkin 1952). These equations are derived from the measurements performed inside 

the squid giant axon. The equations and their brief descriptions are shown below. 

 

Hodgkin and Huxley predicted that the potassium current depends on the simultaneous 

activation of four gating elements, whose probability of moving into a conducting state is 

represented by the symbol n. Hodgkin and Huxley found the best fit for the potassium conductance 

data by assuming that there are four of these gates. Since they were assumed to act independently 

of one another, the overall probability of a potassium channel opening is the probability that all 

four of the gates have switched into a conducting state, or n×n×n×n=n4. Thus, if the maximum 
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possible conductance for the potassium channels is 𝑔01&&&&&, the overall conductance for the potassium 

channels is:  

𝑔01 = (𝑔01&&&&&&)𝑛; (B-1) 

 

Similarly, the sodium current is dependent on the simultaneous activation of three gating 

elements, whose probability of moving into a conducting state is represented by m and another 

gating element, which was initially open at rest, but then closes with a probability h. The overall 

conductance of the sodium channel is represented by  

𝑔3"1 = (𝑔3"1&&&&&&&&)𝑚=ℎ (B-2) 

 

Hodgkin and Huxley assumed that there would be some rate (𝛼+) at which a gate that is 

currently not conducting would become conducting and some rate (𝛽+) at which a gate that is 

currently conducting would move into a non-conducting configuration. The total rate of change in 

the probability of gates conducting would be the probability that some gates become conducting, 

minus the probability that some become non-conducting.  

𝑑𝑛
𝑑𝑡

= 𝛼+(1 − 𝑛) − 𝛽+𝑛 (B-3) 

 

𝑑𝑚
𝑑𝑡

= 𝛼6(1 −𝑚) − 𝛽6𝑚 (B-4) 

 

𝑑ℎ
𝑑𝑡

= 𝛼a(1 − ℎ) − 𝛽+ℎ (B-5) 

 

where 𝛼), 𝛽) (i = m, n , h) are functions of the membrane voltage Vm.  
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This effect of elevated temperatures on ion channels is affected by the factor Q10. The term 

Q10 describes the change in biological function for a 10oC rise in temperature. For unmyelinated 

axons, the gating variables (m,n,h) are affected due to the temperature rise by the thermic 

coefficient (𝜅%) which is described as:  

𝜅6,+,a = 𝑄LM
(�E�T)
LM  (B-6) 

 

where T is the experimental temperature and To is the baseline temperature. (6.3 oC for 

giant squid axons). The temperature-dependent form of the gating variable x is now defined as: 

𝑑𝑥
𝑑𝑡

= 𝜅%[𝛼%(1 − 𝑥) − 𝛽%𝑥] 
(B-7) 

 

where x can be m, n, or h.  

 

Modeling environment 

To evaluate the behavior of unmyelinated axons when subjected to transient elevated 

temperatures, we used the NEURON programming environment (Carnevale 2005). NEURON is 

a widely used programming environment for modeling individual neurons and networks of 

neurons. It contains built-in functions that allow for the quick and efficient solving of the 

underlying differential equations in the Hodgkin Huxley mechanism. In this chapter, we have used 

Python as a scripting tool for NEURON that allowed us to combine Python data processing 

(Numpy) and plotting packages (matplotlib).   

 

 



 200 

Model geometry 

The model geometry in our studies consists of a 40 mm long and 0.5 mm wide one-

dimensional unmyelinated axon divided into 999 computational segments with equal lengths of dx 

= 0.04 mm. The membrane voltage, gating variables and the ionic currents are calculated at these 

nodes. The time step used in the simulations is 0.01 msec. Fig. B-1 shows the model geometry. 

The stimulation current is inserted using NEURON's IClamp function. This spatially and 

temporally specified function (point process) delivers electrode current into the cell at the point of 

insertion, so positive current depolarizes the cell. All membrane currents were measured in the 

middle of a 40 mm axon stimulated with a current of 2000 nA.  

Figure B-1: Unmyelinated nerve axon geometry showing the nodes at which the membrane 

voltages and membrane currents are computed 

RESULTS 
 
3.1 Model Validation 

 
To validate our modeling efforts, we compared our modeling results to the experimental 

results published by Rosenthal and Bezanilla (Rosenthal 2000). They studied seasonal acclimation 

of squid (Loligo paelei) giant axons caught in warm (August) and cold waters (May) and measured 

neurophysiological parameters at temperatures ranging from 0 to 25 oC. They observed that squid 

giant axons adapt seasonally to keep their conduction velocities constant with changing external 

temperatures. The parameters measured by Rosenthal and Bezanilla included the rates of fall and 
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rise of action potentials, conduction velocities, action potential widths and the normalized 

conduction velocities (raw conduction velocities divided by the square root of axon diameter).We 

used the program DataThief (www.datathief.org) to extract data points from the chapter. We 

compared the rates of rise and fall of AP's at different temperatures with the published results using 

the simple Hodgkin-Huxley model in which Q10 is equal to 3 (Fig. B-2). The authors, Rosenthal 

and Bezanilla had observed that rates of AP's rise linearly with increase in temperature and rates 

of fall rise exponentially with temperature. Using the standard HH model, we observed that the 

differences between the modeling results and the published experimental results increase as the 

temperature rises.  

 

Figure B-2: Comparison of modeling and published experimental values of rates of rise and 

fall using the standard Hodgkin Huxley model 

 

Ionic membrane currents at elevated temperatures 
 
We used our computational model to explore the specific contributions of the 

neurophysiological parameters that result in thermal block in unmyelinated axons. As the 
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temperature increases, rates of fall of AP are greater than rates of rise of AP. Hence the rising 

phase of the AP is less accelerated and gets overtaken by the permeability changes (inactivation 

of sodium and activation of potassium) that lead to hyperpolarization (Hodgkin 1952). At higher 

temperatures, a decline in the inward sodium current is observed (Fig. B-3(a)) which explains the 

inability of the axon to generate an action potential. A corresponding plot shows the resulting 

action potentials at those temperatures (Fig. B-3b). A reduction in the peak voltage of the action 

potentials is observed with rise in temperature. These results are also consistent with the 

observations of Hodgkin and Katz (Hodgkin 1949). While this doesn’t present a complete 

mechanism in itself, it does provide valuable insights for the mechanism behind the observation 

of thermal block.  
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Reduction in axon excitability at elevated temperatures 

We studied the effect of elevated temperatures on the propagation of a full-strength action 

potential. We define a full-strength action potential as an AP that has managed to propagate 

through the entire axon without any loss in peak voltage. In this modeling configuration, the first 

half of the axon (0-20 mm) was maintained at 6.3 oC while the temperature of the second half of 

the axon (20-40 mm) was varied. The axon was stimulated at 0 mm using the same stimulation 

parameters as described in the previous section. Four different temperatures (5, 15, 25, 35 oC) were 

applied to the right half of the axon. The temperatures were introduced in the axon as a step 

function. A plot showing the spatial distribution of the temperatures along the axon is shown in 

Fig. B-4(a). Once the temperature was applied to the axon, the peak potentials along the axon were 

calculated to analyze the behavior of the action potential propagation through a region of elevated 

  

 (a): Variation of net membrane current 
with increasing temperature. The sodium current 
becomes shorter with temperature and is gradually 
overtaken by the potassium currents at high 
temperatures.  These changes lead to failure of AP 
generation. The net current density at 35oC is not 
shown since it is very close to the baseline (0 
mA/cm2).    

 
 
 

 (b): Shape of action potentials generated 
at the various temperatures. The AP's get shorter 
and faster with increasing temperatures. At high 
temperature (35 oC), the AP's failed to initiate or 
were so weak that they didn’t travel to the center 
of the axon where the AP's were recorded.   

 

Figure B-3: Variation of AP with temperature 
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temperatures (Fig. B-4(b)). The effect of increasing temperature can be seen as the peak potentials 

decreasing progressively with increase in temperature in the second half of the axon. At 35oC, the 

peak potential decreases to a negligible value (Vm ~ -65 mV) that denotes failed propagation of 

the action potential across the region of elevated temperature.  

 

 

Figure B-4:Effect of elevated temperatures 

 

DISCUSSION 

In this study, we have presented a preliminary model that can be used to study the effect 

of transient elevated temperatures on unmyelinated axons for potential applications in achieving 

block of pain fibers. Huxley had noted that the standard model cannot account for behavior of 

unmyelinated axons at high temperatures. We have validated our modeling results using the 

 
 

(a): Spatial distribution of temperature along 
the axon used for computing and comparing the peak 
potentials at different temperatures as shown in the 
figure on the left. 

 (b): Variation of peak membrane 
potential along the length of the unmyelinated 
axon as the right half of the axon is heated to 
different temperatures. This shows that higher 
temperatures attenuate action potentials and 
lead to failure of AP propagation. 
Computational artefacts are observed at the 
junctions (middle and far-right) 

 



 205 

published results on the neurophysiological parameters of squid giant axons at various 

temperatures (Huxley 1959).  The results from our computer model show that the differences 

between the published experimental results and the modeling results increase in the rise in 

temperature(Rosenthal 2000). Our model also predicts the effect of elevated temperatures on 

membrane currents. The observation that potassium kinetics 'overwhelm' sodium kinetics at 

elevated temperatures is consistent with the experimentally derived conclusions of Hodgkin and 

Katz (Hodgkin 1949), thus providing additional qualitative validation of our computational model. 

We are interested in knowing the mechanism by which a propagating action potential is blocked 

in a region of elevated temperatures. We observed that maximum voltage of action potentials 

decreases in regions of elevated temperatures. We have shown that elevated temperatures lead to 

reduction of axon excitability which affects the propagation of action potentials. One of the 

possible explanations might be increased potassium currents in the region of elevated temperature 

that might impede the propagation of action potentials. However, this hypothesis should be tested 

using the present computer model and experimental validation. Using our computational model, 

we can also evaluate the laser parameters that lead to the most thermal block with the least 

temperature rise. The parameters that need to be optimized include laser spot size, diameter of the 

targeted nerve, the laser repetition rate and the duration of irradiation required.  

 

 

ACKNOWLEDGEMENTS 

The authors would like to thank the funding agencies, Air Force Office of Scientific 

Research (Grant No. FA9550-14-0303) and the National Institutes of Health (Grant No. R56-

NS087272249). The authors would also like to thank Alex Williams (Stanford University) and Dr. 



 206 

Ted Carnevale (Yale School of Medicine) for their assistance with NEURON programming 

environment.    

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 207 

APPENDIX C: COMPUTER MODEL TO STUDY THE EFFECT OF ELEVATED 
TEMPERATURES ON COMPOUND ACTION POTENTIALS 

 

 

This appendix was submitted as an abstract for a poster presentation by Eric Yeats (EECS 2019) 

at the Biomedical Engineering Society (BMES) Annual Meeting in Atlanta on October 18, 2019.  

 

Introduction: The selective inhibition of small-diameter unmyelinated axons in nerves has 

applications in treatment for chronic pain, nausea, and improper neural signaling to organs (Lothet 

2017). Selective inhibition can be accomplished by heating neural tissue with an incident infrared 

laser, without causing tissue scarring, as observed when using conventional current- emitting 

electrodes. However, a thorough analysis and optimization of laser parameters is required before 

proceeding to use this technique for treatment. In this objective, a NEURON model has been 

developed that demonstrates the selective thermal inhibition of small-diameter unmyelinated 

axons in the left pleural-abdominal connective (LPAC) nerve of Aplysia californica through 

analysis of the compound action potential (CAP). The model aims to demonstrate the 3-

dimensional, time-variant probabilistic inhibition of small-diameter axons of the LPAC and the 

resulting effects on the CAP as the LPAC is heated with an infrared laser over time.  

 

Materials and Methods: Populations of axons corresponding to the LPAC of Aplysia 

californica are generated resembling data collected from a morphological study of Aplysia 

fascinata (Bedini 2000). 1379 Axons are represented in 3D space resembling the LPAC and ported 

to NEURON software (Carnevale 2005). Action potentials are initiated in all axons using current 

clamps at one end of the simulated nerve. Local field potentials (LFPs) are calculated at a point 

10mm from the stimulus input along the length of the LPAC. An analog of Coulomb’s law (Holt 
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1999) is used to determine extracellular voltage from the current emitted by the discretized axon 

sections. CAPs measured at certain points are determined by superimposing the LFP contribution 

of each axon in the population. As an example, multiple, independent LPAC axon populations 

(n=5) of axon diameters [0.8μm,25μm) and length 12 mm are generated and their CAPs are 

recorded at varying temperatures (5, 15, 25 ̊C). The average of the 5 CAP waveforms is calculated 

for each temperature and the standard deviation is plotted above and below each average CAP.  

 

Results and Discussion: The simulations constituting Fig. C-1 indicate that the CAP 

contributions of smaller axons in a typical LPAC population (diameter < 2 μm) are attenuated as 

nerve temperature exceeds 15 ̊C. This becomes evident in the CAP waveform through the 

narrowing of the faster-conducting initial spikes and the diminishing of smaller-diameter axon 

‘noise’ at the tail-end of the CAP signal. There is a decrease in CAP waveform amplitude from 

15 ̊C to 25 ̊C as both small and intermediate diameter axons are inhibited, leaving a smaller, tighter 

CAP that appears to be mostly composed of larger-diameter axons (Lothet 2017).  

 

Conclusions: Future steps will include the combination of this model with a Monte Carlo 

based light distribution and heat transfer model to make the model mimic realistic experimental 

setting. Thermally mediated optical inhibition of small-diameter axons has applications in chronic 

pain relief and nausea. Understanding the impact of temperature-dependent inhibition of small-

diameter axon inhibition on the compound action potential can aid in quick assessment of optical 

inhibition efficacy.  
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Figure C-1: Plots of average CAP waveforms and 95% confidence intervals for the 5 LPAC 

simulations 

Note: Increases in temperature enhance the conduction velocity of non-inhibited axons  
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