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Chapter 1

Introduction

Imaging in biomedical and astrophysics fields may seem vastly different, but, when

imaging gamma-ray sources, many aspects are similar. Both require imaging systems with

high energy resolution, both must constrain the angles of acceptance from the radiative

source (this may be done with collimators in medical imaging and with coded apertures in

astrophysics, for example), and both require choice of an image reconstruction algorithm

that results in an image with high spatial resolution and contrast [1].

In this dissertation, I will discuss my work on improving the event positioning in a high-

purity germanium (HPGe) detector, currently used for gamma-ray imaging in a biomedi-

cal application, and discuss how my findings are applicable to similar detectors in both

the biomedical and astrophysics fields. The order of this dissertation is as follows: types

of radiation decay that lead to the production of gamma-rays, astrophysical sources and

biomedical applications, and a discussion on two of the more common types of gamma-

ray detectors: scintillators and semiconductors (and how to choose between them). I then

describe our particular detector, how it works, limitations, and how we improved on those

limitations with an advanced signal processing technique called Maximum Likelihood Es-

timation (MLE). Lastly, I present my results and finish with a discussion on how ML can

be used to improve image quality.

1.1 Gamma-Ray Sources and Types of Gamma-Ray Interactions

1.1.1 Types of Radioactive Decays Resulting in Gamma-ray Emission

There are many forms of radioactive decay, such as: neutron, spontaneous fission, al-

pha, beta, and gamma. Of these the last three (alpha, beta, and gamma) are the most com-

mon [2]. Alpha decay occurs when unstable, heavy nuclei release an alpha particle (also
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known as a 4He nucleus). Beta decay occurs in nuclei where either the proton/neutron or

neutron/proton ratio is high. In the case of a high proton/neutron ratio, this results in a β+

decay: a release of a neutron, neutrino and the β+ particle (a positron). In the other case, a

β− decay results in a release of a proton, anti-neutrino and an electron. [2]

Gamma decay occurs in multiple ways, one is after beta-decay; where the daughter nu-

cleus is left in an excited state and transitions to a stable state via the release of a gamma-ray.

Other ways are after interactions with other materials or gases causing different processes

to occur for example, annihilation radiation; is where a positron released from a beta+ de-

cay quickly annihilates with a nearby electron (creating two 511 keV photons). Another

example is in nuclear reactions which will also leave a nucleus in an excited state, releasing

a gamma-ray upon de-excitation.

In the case of astrophysics, gamma-rays can also be created in a variety of ways, either

via decay methods or astrophysical processes. For example, fusion in stars that are similar

in mass to our Sun release the extra energy of that fusion of hydrogen to helium in the

form of gamma-rays. Stars with higher masses than our Sun will fuse elements with higher

atomic masses (up to iron).

”Inverse Compton scattering” is an example of a process that results in the creation of

gamma-rays. Normal Compton scattering is when a photon undergoes an inelastic collision

with an electron of an atom, transferring some of its energy to that electron (what happens

afterwards is discussed in more detail in the next section). Inverse Compton scattering is

similar, except that it is electrons scattering off of photons, giving enough energy to the

photon to boost them into the gamma-ray regime. Examples of where this can occur are:

bow shocks (such as supernova material colliding with its expelled but stationary gaseous

shells), nebulae (in a similar process to supernovae but with stellar winds), cyclotrons and

synchrotrons (both of which are processes where particles are accelerated through mag-

netic fields and collide with surrounding material), and jets [3]. Many sources contain one

or more of these processes, including but not limited to, novae, pulsars, and active galac-
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tic nuclei. Additionally, both Compton scattering and nuclear interactions of high energy

particles bombarding planetary surfaces can result in gamma-rays.

1.1.2 Interaction of Gamma-Rays in Matter

Gamma-rays can interact in matter via: gamma-nuclear interactions, coherent scat-

ter [4], photoelectric absorption, Compton scattering, pair production, and secondary

electron/positron interactions produced from the last three. Of these interactions, photo-

electric, Compton, and pair production are the most important for gamma-ray detection

measurements [5]. Photoelectric absorption is the most useful of the three as this is when

all of the photon’s energy is deposited in the material. The probability of one of these three

interactions occurring depends on the energy of the incoming gamma-ray, the Z (atomic)

number and the ρ (density) of the material. Low-energy gamma-rays (about 10 eV - 100

eV) tend to interact primarily via photoelectric absorption, about 100 eV - 100 MeV is

mostly Compton dominated, and above that is pair production dominated (see figure 2.20

in [5]). Although a material may be dominated by a particular interaction, it is likely that

all interactions do occur; with the exception of pair production as that requires a minimum

of 1.022 MeV photon energy. The Z number dependence for these interactions can be

approximated as: Zn (where n is 4 or 5) for photoelectric, Z for Compton, and Z2 for pair

production [5]. Figure 1.1 shows how the probabilities of these interactions depend on

photon energy as a function of the attenuation coefficient of the material (the volume a

particle can travel through a material before undergoing any interaction).
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Figure 1.1: Energy Dependence of Gamma-ray Interactions in Ge. Plot shows the energy
dependence of various gamma-ray interactions in Ge: Compton scatter, photoelectric

absorption, and pair production. Data provided by XCOM: Photon Cross Section
Database [6].

The attenuation coefficient can be found through Beer’s Law [5, 7, 8]:

I = Io ∗ e−
(
µ
ρ

)
∗
ρ
t (1.1)

where I is the attenuated intensity of the radiation source, after passing through an absorber

material of a density, ρ, and a thickness t. Io is the attenuated intensity of the radiation

source. µ is the mass attenuation coefficient (variable on the y-axis in Figure 1.1. Detection

of high energy gamma-rays therefor depends on both the density and the thickness of the

absorber.

Both photoelectric absorption and Compton scattering interactions of gamma-rays are

usually interactions between the gamma-ray photon and shell electrons of the atom, see

Figure 1.2. Compton scattering may also occur with free electrons in the material, however,

this is usually not the case when it comes to the specific materials described later in this

chapter.
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When an incoming gamma-ray collides with a shell electron, it can either give all or

part of it’s energy to the electron via a momentum transfer. In the case of photoelectric

absorption, the gamma-ray energy has to be equal to or greater than the binding energy

of the electron. After the interaction, the electron (termed a photoelectron) is freed from

that shell with a kinetic energy equal to the difference: Eelectron = Ephoton - Ebinding energy

[4, 5]. The vacancy created by the ejected photoelectron (typically in the K or L shell) is

then filled either by: a rearrangement of electrons in the outer shells, an electron capture

from free electrons in the medium, or the release of an Auger electron. In the first case,

the rearrangement of electrons from the outer shells causes the emission of characteristic

x-rays. These x-ray photons will have an energy equal to the energy difference between

the two shells [5]. Electron capture will also result in an x-ray, with an energy equal to the

difference: Ex−ray = E f ree electron - Ebinding energy. Alternatively, the atom can just transfer

the extra energy of that vacancy to an outer shell electron causing that electron (termed an

Auger electron) to be ejected [5]. This filling of the shell vacancy from the outer shells and

causing these various results is called a cascade process [9].
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Figure 1.2: Schematic Depicting the Atomic Structure. n and (p+) circles represent the
atomic nucleus. Shells are labelled K,L,M, and N and also by shell number. The number
of electrons that each shell can hold is also depicted and goes as 2k2 where k is the shell

number.

Compton scattering is where the gamma-ray collides with the electron in an inelastic

collision, transferring some of its energy to the electron (termed a recoil electron). The

energy of the gamma-ray photon in this case is much greater than the binding energy of the

electron, thus it cannot be absorbed. The amount of energy that is transferred depends on

the scattering angle of the incident gamma-ray. The energies of the scattered photon and

the recoil electron can be found through Compton’s equation [5, 10]:

hν
′

=
hν

1 +

(
hν

moc2

)
(1− cosθ)

=
Eo

1 +
(

Eo
0.511

)
(1− cosθ)

; (1.2)

Ere = hν−hν
′

where hν
′

represents the scattered photon energy, hν represents the incident photon energy,

and Ere is the recoil electron energy. The gamma-ray then continues in the direction it was

6



deflected in, where it can either under go other scattering events, become photo-absorbed,

or travel out of the medium entirely. Note that since the Compton scatter is usually with an

outer shell electron, the cascade process described earlier from the photoelectric absorption

does not occur.

Figure 1.3 shows a general gamma-ray energy spectrum of a detector depicting both the

photopeak and the ”Compton plateau” and ”Compton Edge”. The photopeak results from

the photon depositing all of its energy in the material. The Compton plateau represents the

continuum of energies that Compton scatters may deposit (from θ = 0 to θ = π, see equation

1.15). The Compton edge is the result of θ = π, which means it is approximately in the

same place in the energy spectrum for all materials. The gap in between the Compton edge

and the photopeak is a result of Compton scattered phoyons that travel out of the material.

Additionally shown are the backscatter peak and the full width at half maximum (FWHM).

The backscatter peak is a result of photons Compton scattering within surrounding materi-

als and then traveling out of that material and into the detector (lead shielding for example).

Lastly, the FWHM is used as a figure of merit (FOM) to determine the energy resolution of

the detector. This is determined by fitting the photopeak to a Gaussian curve to obtain the

width, and multiplying the width by 2.35 [5].

The fit is usually performed using a photopeak of 137Cs, or an energy representative

of gammas that the actual experiment will be measuring. The FWHM represents how far

apart photopeaks in the energy spectrum must be in order to not overlap each other. The

lower/smaller the FWHM value is, the closer the peaks can be and the detector in this case

is said to have a high energy resolution [5].
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Figure 1.3: Schematic Representing a Typical Gamma-ray Spectrum. Figure shows
general features of a gamma-ray energy spectrum: Photopeak, Compton Edge and Plateau,

and backscatter peak. Also depicted in the photopeak is the FWHM. Source: [11].

Pair production is an interaction that occurs in the Coulomb field of the nucleus or an

electron and requires that the energy of the incoming gamma-ray is at least 1.022 MeV

(twice the rest energy of an electron). The gamma-ray is absorbed by the nucleus and

an electron-positron pair is formed [5]. Similar to beta+ decay, the positron will quickly

annihilate with a surrounding electron, creating two annihilation photons of 511 KeV each.

The electron will also continue on, ionizing more electrons until it no longer has kinetic

energy. The response in the energy spectrum in the presence of pair production is the

addition of a ” double escape peak” at 2moC2 less than the photopeak (not shown in Figure

1.3).

Another aspect of radiation interaction in materials in general is secondary interactions.

The photoelectron, characteristic x-rays, Auger electrons, recoil electrons and scattered

photons can either all go on and continue to ionize more electrons or result in some type of

energy loss (charge trapping or phonon production are some examples). How the secondary

interactions occur depends on the energy of the secondary photon/particle, the temperature

and type of the material (see [12]). This will be discussed further in the next section when
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discussing different materials.

1.2 Scintillators vs. Semiconductors

There are a variety of radiation detectors that can be used for radiation measurements:

gas chambers, scintillators (inorganic and organic, ceramic, glass, and plastic), and semi-

conductors (some examples are silicon, cadmium zinc telluride, and germanium). The

focus of this section is on inorganic scintillators and semiconductors. Both gamma-ray as-

tronomy and SPECT imaging have used both detector types. Although SPECT imaging has

traditionally used the inorganic scintillator, NaI(Tl), and only recently has seen the use of

semiconductors (cadmium zinc telluride, CZT, and high-purity germanium, HPGe). See:

[13, 14, 15, 16, 17, 18] for examples.

Generally, materials are defined by their metallic properties; a material is either a con-

ductor, semiconductor or an insulator. The difference between these three depends on the

material’s conductivity. The atomic lattice of the material is what determines the discrete

bands of energy that electrons are able to exist in. The lower band is called the valence band

and represents the bound electrons in the atomic shells. The upper band is the conduction

band which represents the electrons that are ”free” to move about in the crystal. For met-

als, the highest energy band is partially empty, allowing for electrons to move about with

only small amounts of energy needed. For insulators and semiconductors however, there

exists an area in between the valence and conduction band called the forbidden band where

electrons cannot exist (in pure crystals at least). When a photon with enough kinetic energy

frees a bound electron, this electron is moved from the valence/ground state to the conduc-

tion/excited state. The amount of energy that it takes to complete this jump is called the

bandgap energy, Egap. For insulators Egap > 5 eV and for semiconductors Egap ≈ 1 eV. The

smaller the energy gap, the more metallic the material is. See pgs. 235 and 366 in [5] and

references within for further information on band structure.
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1.2.1 Description of how Inorganic Scintillators Work

In scintillators, an electron that has enough energy can move from the valence band (the

vacancy in the valence band is called a ”hole”) to the conduction band. When it de-excites

back to the valence band, it will do so by emitting what is called a scintillation photon. Pure

crystals do not perform this process efficiently for two reasons, one is that the scintillation

photon has a high chance of being re-absorbed, second is that the scintillation photon is at a

wavelength that is too high for the visible range [5]. Thus, inorganic scintillators are made

up of three compounds, the second compound provides additional energy levels within the

forbidden gap and allows the scintillation photons to be emitted at lower energies. To shift

the scintillation photon to wavelengths that are not re-absorbed, a third material is added,

called a dopant. As an example, in NaI(Tl), sodium is the pure crystal in which the primary

interaction takes place, iodide is the scintillation compound while thallium is the dopant

([5]). Lastly, the scintillation photon is detected by a light detector that is paired with the

crystal such as a photomultiplier tube (PMT) or a silicon photomultiper (SiPM).

Figure 1.4 below shows a schematic of a scintillator detector. An incoming gamma-ray

will interact within the crystal, knocking out a bound electron which goes on to ionize other

electrons and creates many more electron-hole pairs. Instead of the electron moving to the

conduction band, it is more correct to picture the electron-hole pair traveling (loosely) to-

gether until reaching an energy level/activator site provided by the scintillating compound.

These are also called ’recombination centers’, because it is a location where the electron

’combines’ with it’s hole (i.e., de-excites) releasing a scintillation photon ([5]), see Figure

1.5. This photon is then seen by the light detector, which is a PMT in Figure 1.4. The

window of the PMT is paired to the crystal using either optical grease or a light guide, and

consists of a glass surface with a photocathode of a particular thickness behind it, or de-

posited on the back of the glass surface. When a scintillation photon comes in contact with

the cathode, the interaction results in a release of an electron. Similar to the interaction

in the crystal, the scintillation photon is absorped by a shell electron in the photocathode
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material which is then given enough energy to be freed. That electron (still termed a pho-

toelectron), if it contains enough kinetic energy, will migrate to the surface of the material

and escape into the vacuum chamber of the PMT tube. The amount of energy that the

electron needs to escape the surface barrier is determined by the materials work function,

W:

W = −eφ−EFermi level (1.3)

where -e is the electron charge, φ is the electric potential, and EFermi Level is the chemical

potential of the electron in the photocathode material. The electron needs to have kinetic

energy greater than W to escape (+ enough energy to travel to the surface). [5]

The photoelectron is then accelerated via the electric field to each dynode stage. The

dynode is another material similar to the photocathode in that it also releases electrons, but

as a result of interactions with other electrons rather than photons. The dynode is typically

chosen such that the result of the collision is many more electrons; as this occurs at each

dynode stage, not only are more electrons created, but their kinetic energy increases as

well as the dynodes are held at a voltage of several hundred volts; ultimately multiplying

the signal output of the initial photoelectron at the photocathode. [5]
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Figure 1.4: Schematic of a Scintillator. See text for description.

Figure 1.5: Schematic of the Scintillation Photon Process. See text for description.

The amount of light received by the light detector is called the ”light yield” of a scintil-

lator detector, and is defined as the number of scintillation photons produced per incident

photon energy. Light yield is one of the parameters considered in choosing a particular scin-

tillator. A high light yield is desired for higher energy resolution. As far as electron-hole

production, a high light yield is desired for better statistics as well because the scintillation

process itself is inefficient. Of all the scintillation photons produced, only a small fraction is

seen by the light detector. Only about 10% of the incident photon’s kinetic energy results in
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a detection at the light detector [15]. This is due to the competing processes that can occur

in addition or in place of the recombination process, such as: phonon processes, phospho-

rescence, and quenching [5, 9, 15]. If it were not for these competing processes, it would

be possible for scintillators to have energy resolution comparable to that of semiconductors

[9].

Some commonly used scintillators and their properties for SPECT imaging can be

found in Table 1.1 below.

Table 1.1: Commonly Used Scintillators in SPECT Imaging. Data from [19] unless other-
wise noted.
*Ze f f can be approximated by adding all the atomic numbers in the compound and dividing
by the number of elements in that compound.

Material
Density
(g/cm)

Light
Yield
(ph/keV)

Energy
Resolution
(% FWHM
at 140 keV)

ZE f f *

Sodium Iodide
(Thallium): NaI(Tl)

3.67 38 10.8 [20] 48

Cesium Iodide
(Thallium): CsI(Tl)

4.51 65 8-9 [21] 63

Lanthanum Bromide
(Cerium):
(LaBr3(Ce3+))

5.30 61 6 [22, 23] 50

Lanthanum Chloride
(Cerium): (LaCl3(Ce3+))

3.86 49 7.5 [23] 44

Yuttrium
Orthoaluminate
(Cerium): YAlO3(Ce3+)

5.50 21 25 [24] 29.5

1.2.2 Description of how Semiconductors Work

Semiconductors, unlike scintillators, have no extra conversion process (i.e., from

electron-hole pairs to scintillation photons) as the electron-hole pairs can be measured
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directly. As seen in Figure 1.6, the gamma-ray interacts in a semiconductor (Figure 1.6 is

specifically for a detector with strip electrodes, but the process is the same for any electrode

configuration) in the same way as it does in the scintillator in creating many electron-hole

pairs. These pairs create what is called a charge cloud, however, by applying a bias voltage

across the crystal, the electrons and holes will migrate to their respective electrodes ([5]).

As they migrate, the electron and holes will induce a charge on the electrodes that can be

integrated over time ([25]) to produce a measurable signal. This process is explained in

detail in section 1.4.1. Other electrode configurations are planar, Frish-grid, or pixel ([26])

and are also discussed in section 1.4.1. Table 1.2 lists the commonly used semiconductors

for SPECT imaging.

Figure 1.6: Schematic of Signal Production in a Double-Sided, Striped, High-Purity
Germanium Detector. E is the electric field (arrow designates direction), red circle
designates the electrons (e−), and the open circle designates the ”holes” (h+) each

representing their respective charge clouds (but shown as one circle for simplicity.)
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Table 1.2: Commonly Used Semiconductors for SPECT Imaging.
*Ze f f can be approximated by adding all the atomic numbers in the compound and dividing
by the number of elements in that compound. Data from [13].

Material
Density
(g/cm)

µeτ / µhτ
(cm2/V)

Energy
Resolution
(% at 140
keV)

Energy/

e-h pair
(eV)

ZE f f

Silicon (Si) 2.33 0.42/0.22
N/A see

[27]
3.61 14

Cadmium Zinc
Telluride (CZT)

5.82 3× 10−3 /

5× 10−5 2-5 [28, 29] 5 45

Cadmium Telluride
(CdTe)

5.85 3× 10−3 /

5× 10−4
6.6 - 8 [30,
31]

4.43 49

High-Purity
Germanium
(HPGe)

5.32 0.72/ 0.84
< 1 [14, 32,
33]

2.98 32

1.2.3 Fano Factor

It’s important to mention that any type of detector will experience fluctuations in its

response that will affect the centroid and width of the photopeak. These fluctuations are

due to variations in power supplies and/or operating conditions, random and statistical noise

within the detector system, and random noise from the measurement of the radiation decay

itself. This last fluctuation is the limiting factor in the energy resolution of these detectors.

[5]

The formation of electron-hole pairs can be assumed as a Poisson process, however,

if this is the only source of fluctuation and the mean value of the distribution of counts

is equal to or greater than 25 or 30 [5], then the response of the detector can be assumed

to be Gaussian [5, 15]. Under this assumption, for a total of N detections, the variance

of the total number of pairs is just
√

N, and the Gaussian parameters are described as the

following [5], for a linear detector:
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Ho = KN; σ = K
√

N; FWHM = 2.35σ = 2.35K
√

N (1.4)

where Ho is the amplitude of the photopeak, K is a proportionality constant, and σ is the

Gaussian width. The limiting resolution due to Poisson statistics is [5]:

RPoisson =
FWHM

Ho
=

2.35
√

N
(1.5)

In scintillators, the energy resolution tends to be poor compared to semiconductors due

to mostly phonon generation and other radiative and non-radiative processes [9, 15, 34]).

The conversion processes that take place after the initial gamma-ray interaction involve

secondary interactions that can divide the photon energy into smaller energy deposits in

various ways [5, 9, 15, 34]. Examples are phonon generation, cascade processes, delta

rays, and Landau fluctuations. The last two involve secondary electrons and depends on

the number density of the electron-hole pairs created along the ”ionization path” [9]. Delta

rays are a result of knock-off electrons (from the secondary electron) which themselves

continue on and lose energy via collisions. Landau fluctuations are a result of the differ-

ence in the number density of the electron-hole pairs at the beginning and the end of the

ionization path. All these processes, collectively described as the ”non-proportionality”

of the scintillator [5, 9, 15, 34], can occur in a variety of ways, with the smaller energy

deposits also being variable.

Semiconductors on the other hand do not have a conversion process for the electron-

hole pairs, which can be measured directly (see 1.4.1). Although phonon loss and trapping

in some semiconductors do occur, for example, Ge experiences phonon excitation at tem-

peratures greater than 200 K [12] while Cadmium Zinc Telluride (CZT) is known to expe-

rience trapping of charge carriers dependent on bias voltage and depth [35, 36, 37]. Both

can be minimized, Ge is operated at 70-80 K, while the electrode configuration and sig-

nal processing methods discussed in section 1.4.1 are used for CZT. Thus, because a large
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number of charge carriers (electrons and holes) with very little loss to competing processes

(if this does occur, it is unlikely that these processes will subdivide the initial photon energy

differently) the resolution for semiconductors is actually better than the Poisson resolution.

This is sometimes referred to as ”sub-Poisson” [15] resolution. To quantify this a value

called the ”Fano Factor” is used [5, 15]:

F =
Observed variance in N

Expected Poisson variance
(1.6)

This quantity is approximately 0.07 to 0.15 for Si and Ge. For scintillators it is assumed

to be about 1 (but is not precisely known since electron-hole pairs cannot be measured

directly).

Using the Fano factor, equation 1.5 becomes [5]:

R = 2.35

√
F
N

(1.7)

The difference in the Fano factors between scintillators and semiconductors is that for

the scintillators,

.

1.3 Applications: High Energy Astrophysics and Nuclear Medical Imaging

1.3.1 High Energy Astrophysics

As mentioned earlier, gamma-rays can be produced via different mechanisms (de-

excitation, beta-decays, annihilation, etc., see section 1.1.1). These processes are con-

sidered to be non-thermal radiation; they are not produced from movements of particles.

However,these non-thermal processes tend to be dominated by thermal processes in lower

energy regimes. At high gamma-ray energies (from 102 MeV to TeV energies), this is no

longer the case, making them a good source for observing and studying non-thermal pro-
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cesses ([38]). Such topics (among many others) as the extra-galactic background, cosmic

nucelo-synthesis, and pulsars are of interest because of their underlying physical processes

([39, 40]). From observing gamma-rays from these different astrophysical phenomena we

can obtain information on the history of the universe, the composition of heavier elements

and where they are located, improve our understanding of ”extreme particle accelerators”

(such as, active galactic nuclei (AGNs), cyclotron and synchrotron processes, jet forma-

tions, etc.) along with the decay of atomic nuclei and particles, particle annihilation, and

the interaction of these non-thermal particles with photons and matter). [38, 41]

The Cosmic Background (CB) is isotropic, homogeneous (on large scales) and consists

of photons that span a range of ages ([42]). These photons are radiation that comes from

outside our solar system and Milky-Way Galaxy. Thus, the CB has information on the

history of our universe, with each energy regime portraying different information about

all the processes within it ([42]). These energy regimes are: radio, microwave, infrared,

optical, ultraviolet, and x- and gamma-rays. Figure 1.7 shows the radiation intensity

(the amount of photon energy/square area, called the radiant flux) received per unit solid

angle (the area that the stellar object covers on the telescope/detector using the angle

that the object extends to the telescope/detector, called a steriadian, ”sr”) as a function of

frequency. This figure represents the energy distribution of photons in the universe emitted

from sources over cosmic history [42]
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Figure 1.7: Full Spectrum of the Cosmic Background Radiation. Back dots with error bars
represent detections, red and blue arrows represent upper and lower limits respectively.

Gray lines represent models of the different sections. Source [42].

In the gamma-ray regime, it is the quasars/blazars and supernovae that contribute

the most to the cosmic gamma-ray background (CGB) ([42]). These gamma-rays then

contain information on the history of the most energetic processes within our universe.

Extra-galactic gamma-rays were first detected in the 1960’s ([43]). Now, with the second

catalog of FERMI data ([44]), 4,547 gamma-ray sources have been found, with 518

identified (via a positioning method). Of those 518, positional counterparts (mostly

blazars) have been found, while 77 remain unidentified ([44]). Figure 1.8 shows these

sources from the FERMI 5-year map where diffuse extra-galactic cosmic background,

pulsar and supernova remnants, and blazers are shown [45].
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Figure 1.8: The Entire Sky in Energies from 50 GeV to 2 TeV. The diffuse glow that fills
the sky is the extra-galatic cosmic-ray background. The glowing line in the middle of the
map is our Milky Way galaxy. Discrete gamma-ray sources (seen as smaller dots) include
pulsar wind nebulae and supernova remnants, and blazars. Labels show the highest-energy

sources, emitting gamma rays exceeding 1 TeV. Source [45]

Another reason that gamma-rays are of particular interest is the ability to use them

to map unstable nuclei throughout the Milky Way. Knowing what these nuclei are, their

abundances, and their locations can give us insight into stellar interiors. It is expected

that unstable nuclei created in supernovae that have not decayed within the source and get

ejected into the interstellar medium, can be observed via their characteristic gamma-ray

spectrum ([46]). For 26Al, the total amount in the galaxy matches the amount that we

would expect to see from supernovae (with 1 supernovae every 100 years) ([46]). This

would also require the isotope to have a long half-life. That of 26Al is around one Myr;

which is low on the time scales of star cluster formation/lifetime, but not for supernovae

(tens of kyrs) ([46]); meaning that for supernovae, 26Al stays around after the source is

gone. In order to investigate other nuclei however, longer observations are needed; for

example, currently 60Fe has a lower count rate compared to 26Al than expected [46].

Figure 1.9 shows the 26Al radiative flux as a function of energy for various locations along

the galactic plane. This is from the European Space Agency’s (ESA) spectrometer, SPI, on

the INTEGRAL (International Gamma Ray Astrophysics Laboratory) satellite. SPI uses
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19 HPGe detectors shielded by another gamma-ray detector, called bismuth germanium

oxide (BGO). Other locations in the sky or galactic plane have not been measured as the

26Al flux is too low.

Figure 1.9: Energy Spectra of the 26Al Line taken from Various Regions Along the Plane
of the Milky Way. Data was obtained from the SPI instrument on the INTEGRAL mission

(currently ongoing). Source: [47].

The last astrophysical phenomenon discussed here will be pulsars, particularly ”the

Crab”, as it is one of the closest and most well studied (at 2kpc away and 1.3*1038 ergs−1

[48]). The Crab consist of a stellar nebula and pulsar, and is considered to be a ”Pulsar

Wind Nebula (PWN)”. PWN’s are the result of the pulsar wind interacting with the nebula,

leaving a bubble of shocked relativistic particles [49]. It is a complex system, especially

when phenomena from the pulsar interact with the nebula. Figure 1.10 shows a schematic

for a sample PWN from Gaensler and Slane, 2006 [49]. In the figure, (from outer to inner)

is the swept up interstellar material, the hot/cold boundary separated by the reverse shock,
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and the central pulsar and nebula. The insert further shows the pulsar wind shock.

Figure 1.10: Schematic of a Pulsar Wind Nebula. Source [49].

One interesting aspect of the Crab is that it can be observed across all wavelengths.

Gamma-rays in these systems come from the pulsar itself, seen in the ”jets” of radiation

coming from both sides of the pulsar, although the Crab has only one jet from our point

of view. These jets come about from the process of the pulsar spin. As it spins, the pulsar

loses angular momentum over time, however, only about 1% of the angular momentum en-

ergy is released in electromagnetic (dipole) radiation [48]. The resulting magnetic field and

magnetic moment come from the changing rotation speed of the pulsar. As the magnetic

moment precesses, a torque is created making a ”current sheet” [48]. The wind from the

pulsar travels through this magnetic field clashing with the material from the nebula and

causes the wind termination shock, which in turn accelerates the electrons/positrons to rela-

tivistic speeds, creating the synchrotron/jet structure [49]. Depending on how the magnetic

moment is aligned, the gamma-rays will be polarized. Thus, measuring the degree of this

polarization would give information on the synchrotron and the magnetic moment. Other
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information that we can get from knowing the degree of the polarization in pulsars and

other systems are [50]: information on the geometry of the system, differences in models

of blazars (leptonic or hadronic), and Lorentz invariance violation.

In reality, gamma-ray polarization measurements are difficult to do. There are fewer

photons at such high energies and they can only be seen outside of the Earth’s atmosphere;

meaning that we can only observe gamma-rays with satellites, sound rockets or high

altitude balloon missions. Radiative flux from the Crab is 10−8 to 10−12 ergs cm−2 s−1

at energies of 1 MeV to 104 GeV. Meaning that at this energy range, the number of

gamma-ray photons is ≈ 103 to 6 1 per detector area per second [48]. Additionally, the

sensitivity of the measurement depends on the type of interaction the polarized photon has

within the detector [50, 51] and the detector response to that interaction. For Compton

scattered events, in order to ”see” the polarization, the Compton scatter must occur 90◦ to

the electric field vector of the gamma-ray photon [51]. This limits Compton cameras to

seeing polarized gamma-rays of energies to only a few MeV as the angle of the scattered

photon decreases with energy (see derivation in Ilie, 2019 [51]). The left schematic in

Figure 1.11 shows the orientation of what a polarized Compton event would look like with

the incident gamma-ray entering normal to a surface.
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Figure 1.11: Compton Polarization Schematic and Data. Left: schematic shows the
relevant angles of a polarized gamma-ray Compton scattering within a medium. The

Z-axis is in the direction of the photon while the X-axis is the direction of the polarization.
From source [52]. Right: Modulation curve for the 230 to 850 keV energy band of the SPI

instrument on INTEGRAL while looking at Cygnus-X. Source [53].

φ is the azimuthal direction of the scattered photon with respect to the direction of

polarization. θ is the angle between the incident photon and the scattered photon. This

information is used to determine the ”modulation curve” of the detected photons. First

a histogram of the azimuthal angles that are formed between the scattered photon and a

reference angle is made. Then that data is fit to the following:

M (φ) = A + B cos2 (φ−φo) (1.8)

where A, B, and φo are free parameters. This is the equation for the modulation curve,

and is supposed to retain the same angle dependence as the scattered photon. If there is a

dependency, the this curve is flat, if the curve is not flat as in the right plot of Figure 1.11,

then the photons are partially polarized.

In a pair-production event the polarization is ”seen” based on the orientation of the

electron-positron pair [51]; this type of polarization has never been measured outside of

a laboratory setting due to the small cross-section of the interaction (and the low flux of
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gamma-rays at this energy).

An example of a current detector system for polarization measurements is the COmpton

Spectrometer and Imager (COSI, formally known as the Nuclear Compton Telescope).

This instrument consists of 12 DSS HPGe detectors, with 37 strips on each side (2mm

pitch with 0.25mm gaps). This instrument will be referred to throughout the dissertation so

as to make comparisons of our positioning methods and system performance.

1.3.2 Single Photon Emission Computed Tomography (SPECT) Imaging

SPECT is a nuclear imaging technique that involves the injection of a small amount of

a radio-tracer. This radio-tracer will accumulate in the target of interest (a tumor site for

example) and emit gamma-rays in all directions. A gamma-ray detector system then takes

a collection of planar images of the object, person, or small animal, at many angles. The

projection images are then mathematically reconstructed offline into a three-dimensional

image. The gamma-ray detector is paired with a collimator to restrict the angular accep-

tance of the incident gamma-rays. This is done to increase the accuracy of estimating the

location of the photon.

Small-animal SPECT has been important in the development of radio-tracers and ra-

diopharmaceuticals that can be used in diagnostic and therapy applications. Small-animal

models allow for the study of disease processes that cannot be done in human trials.

Through these models, we can study the onset of a disease and its progression, possi-

ble drug treatments, and effects of radiation treatment on tumors with specific cancer tar-

geted molecules ([54]). While there are great differences between clinical and pre-clinical

SPECT (e.g., field of view, scatter and attenuation correction, efficiency and radiation dose

[15, 55]), both types of detector systems require high energy and spatial resolution for

an accurate reconstructed image of the radio-tracer distribution. Spatial resolution is the

minimum distance between two distinct points as seen by the imaging detector. This is

essentially the FWHM multiplied by the pixel (or sub-pixel) size of the detector. The sen-
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sitivity of the imaging system is the product of the efficiency of the collimator and the

intrinsic detection efficiency. Since the collimator is what allows the photons into the de-

tector, the sensitivity is dependant on the type of collimator used and its: thickness, hole

diameter, opening angle, and the material used to make it. Different types of collimators

will be discussed in section 1.4.2.

In addition to the spatial resolution, for any imaging detector system, the image quality

also depends on contrast and noise (both random and structural). While this work focuses

on improving the spatial resolution, these topics are not completely independent of each

other; there is always a trade-off between spatial resolution (Rtotal) and sensitivity (S) ([13,

54, 56]) of the pinhole:

Rtotal =

√
d2

(
1 +

1
M

)2

+
R2

det

M2 (1.9)

S =
d2

16h2 cos3(θ) (1.10)

where d is the pinhole diameter, M is the magnification, Rdet is the detector’s intrinsic

spatial resolution (the detector’s spatial resolution without the collimator), h is the distance

from the object to the pinhole, and θ is the angle the photon’s path makes from the object

to the pinhole ([13]) (see Figure 1.3.2). The pinhole diameter can be decreased to obtain

higher spatial resolution, but that will also decrease the sensitivity.
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Figure 1.12: Schematic of a Typical pinhole Configuration. Adapted from [14].

Energy resolution also affects the image quality. Equation 1.6 is the lowest energy

resolution a detector can theoretically obtain; experimentally, the energy resolution is the

FWHM
Photon energy . Energy resolution is affected by the widening of the photopeak due to noise

and events that do not fully deposit their energy into the detector. This widens the photo-

peak and the FWHM which in turn worsens the spatial resolution by decreasing the con-

trast.

The crystal that is typically used for the detector material in SPECT imaging has been

NaI(Tl). This detector system design is called the ”Anger Camera,” after it’s original inven-

tor, Hal Anger [57]. NaI(Tl), a scintillator, has been favored because it is easy to grow, can

be grown into large sizes (good for full body imaging in some clinical applications) [19].

However, as seen in section 1.1.2 and in Table 1.1, NaI(Tl) has poor energy resolution at

140 keV (a widely used radionuclide, Tc-99m, emits at 140 keV). While other scintillators

have been developed and used, limitations such as difficulties in crystal growth and lower

light yield have limited their use as an alternative for SPECT imaging ([19]).

Semiconductors however, produce approximately 10 times the number of charge car-

riers per MeV deposited due to their lower ionization energy ([5]). Two semiconductors
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of particular interest in SPECT imaging are cadmium zinc telluride (CZT) or cadmium

telluride (CdTe), and germanium (Ge). Some limitations do occur with semiconductors,

such as poor charge collection at the electrodes and charge trapping. While CZT and CdTe

suffer from charge trapping, Ge does not. This is discussed further in the next section.

Ge also has better intrinsic energy resolution, which allows for the ability to place a

narrower constraint of photons accepted based on a narrower energy window (140 ± 1 keV

vs. ± 5 keV for example). This provides for the possibility of multi-isotope imaging ([14])

and better scatter rejection ([58]). Scatter rejection in this context is being able to reject

events that have scattered within the imaging object before entering the detector.

Hesitation in using Ge in the past was in large part, due to the fact that the material

needed to be cooled to 77 K to prevent the creation of charge carriers without a radiation

photon interaction (typically called dark current). This is due to the small band gap of the

material (see Table 1.2 ). Now, it is possible to cool the material mechanically (instead of

using a nitrogen dewar), making these detector systems more portable ([14]).

The next section goes into further detail about design components of the detector

systems, including the strip electrode design for our HPGe detector system.

1.4 Detector Design

In designing an imaging system,the scientific objective and environment of the mea-

surement need to be kept in mind as decisions on key detector and system properties will

need to be made. First, three key properties are: detection efficiency and energy and spa-

tial resolution [13]. Additionally, other properties like: count-rate capability, mechanical

robustness and cost may also need to be considered. In respect to these properties, this

section describes the signal generation in semiconductors and how different electrode and

collimator designs affect the detector response.
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1.4.1 Electrode Design

In section 1.1.2, the interaction of a gamma-ray photon in a semiconductor material was

described, and it was stated that the migration of the electron-hole pairs is what induces the

signal on the electrode. The next step is to measure this signal and tie it (1) back to the

energy of the interacting gamma-ray and (2) the location of interaction within the detector

material. From knowing the location of the interaction in the detector space we can then

figure out where the gamma-ray originated from in the object space, this involves image

reconstruction which will be discussed further on in this section.

The process of the charge carrier migration can be described as an electrostatic problem

with two parallel conducting plates which can be solved using: method of images, Green’s

functions, or the ”Shockley-Ramo Theorem” [25, 26, 59, 60]. The latter method is a simpler

form of the second method and was demonstrated independently in the late 1930’s by W.

Shockley [25] and S. Ramo [59].

The Shockley-Ramo theorem states that the charge induced on an electrode due to a

moving charge can be described as:

I = Eo
(
~r
)

q v (1.11)

where I is the instantaneous current on the electrode with the charge at a particular location.

Eo (r̃) is the ”weighting” electric field at that location, the field that would exist at this

position with the specified electrode set at unit potential and all others set to zero and no

charges present [25, 26, 59, 61] q is the electric charge, and v is the instantaneous drift

velocity [25, 26, 59, 60].

This equation is derived from solving Poisson’s equation using Green’s function with

Dirichlet (potential at a surface, but no charge within the volume) boundary conditions [26].

The novelty in the Shockley-Ramo theorem was that it reduced the number of computations

needed to find I. Previously, the process would have involved calculating E(r̃) at each
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position, then integrating that to get the induced charge over the surface containing the

electrode [26]; instead, the electrode in question is set to a potential of 1 while all other

electrodes are set to zero. This allows for a much simpler calculation of the induced charge

via finding the potential, a.k.a the weighting potential for this system (with one electrode

set to potential of 1). The weighting potential is not a potential in the normal sense, but

rather a representation of how much the induced charged changes as the point charge moves

[5, 26, 60].

The drift velocity from equation 1.11 depends on the mobility (µ), and the applied

electric field [61]:

~v = µ · ~E (1.12)

In some materials, such as CZT, the mobilities of the electrons and hole are different.

This can potentially be an issue when there are impurities and defects in the crystal that

causes trapping of the slower charge carrier. The ”µτ product” is a parameter that describes

how long a charge carrier can travel before it is trapped. τ is the lifetime of the carrier,

or how long it exists before it recombines with another electron/hole. Lastly, the charge

induced over a time period (t = 0 to t = t’) is found from both the actual potential and the

weighting potential via [61, 62]:

qinduced = q
∫ t′

0
dt

∫
Ω

µ ·n
(
~r, t

)
· ∇φ · ∇φo d3r (1.13)

where Ω defines all the points in the detector volume and n
(
~r, t

)
is the charge carrier con-

centration, ∇φ is the electric field, and ∇φo is the weighting field. Note that equation 1.13 is

written for a single type of charge carrier, but electrons and holes both need to be accounted

for (except in instances where only one charge carrier is important, like in single polarity

charge sensing discussed below). Many solutions to finding qinduced have been done to var-

ious electrode geometries such as [60],[26]: planar, coplanar, Frisch Grid, pixel and strip
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electrodes.

Regardless of the electrode geometry, the signal must still be measured. Referring to

figure 1.6, the voltage amplitude of the signal arises from the induced signal as discussed

above. In general, this signal is increased by an instrument called a pre-amplifier (pre-amp)

and then sent to be read out either by a digital or analog analyzer. There are quite a few

different types of pre-amps and timing methods for measuring the signal, a good list of

these can be found in Knoll, 2010 [5].

In a planar configuration, for example, where two sides of the crystal are made to be

the electrode contacts, the maximum amplitude of this voltage is [5]:

Vmax =
Q
C

(1.14)

where Q is the total charge induced and C is the capacitance of the detector, amplifier,

and connecting cables. Assuming that there is no trapping of electrons within the detector

[5, 26] and if C is constant (in cases where it is not, charge sensitive amplifiers are used),

then the amplitude of the signal is proportional to the total charge induced on the strip [5].

This simplification also assumes that the velocities of the electrons and holes are similar.

In silicon and germanium detectors, for example, the hole mobility is within a factor of 2 to

3 of the electron mobility [5]. If trapping does occur, the pulse amplitude is reduced if the

charge carrier is not un-trapped in the signal collection time. If a charge carrier is trapped

and then untrapped, the leading edge of the pulse is slowed which affects the time needed

to collect the signal. Overall, trapping leads to a low energy tail in the energy spectra of

the semiconductor (no Compton scatter plateau) [5]. Equation 1.14 essentially works for

any planar/bar type of detector, what changes is the calculation for the induced charge, Q,

which is based on the electrode geometry.

For CZT, hole migration is much slower than electron migration (see 1.2) and due to

crystal impurities and defects CZT is also prone to hole trapping; Frisch and coplanar

grids were the first electrode designs used to reduce the effect that this had on the pulse
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amplitude. Both Frish [5] [26] and Coplanar [26] configurations are designed to be

sensitive to only one type of charge carrier, a.k.a, ”single polarity charge sensing” [63]

. Frisch grids were originally designed for gas/liquid detectors to be sensitive to the

movement of only electrons by using a gridded electrode within the detector volume. The

grid, along with the anode and cathode electrodes, are biased in such a way that only

electrons pass through [63]. The induction that would have occurred from the migration

of the ions are effectively shielded so that the signal arises from only the migration of

electrons between the Frisch grid and the anode. It was not realized how to implement

this idea for a semiconductor until the early 2000’s [64]. What followed were electrode

and algorithm designs for what is now known as ”virtual” Frisch grids [65, 66, 67]. The

concept is similar to the gas detector design, with the difference being that the Frisch ”grid”

is just another electrode placed either at the cathode side (or any other side excluding the

anode) of the crystal [64, 66, 67]. See Figure 1.13 for an example.

Figure 1.13: Schematics of a Semiconductor with Frisch Grid Electrode Design. Note, the
Frisch grid depicted here is on the surface of the semiconductor. Source: [64].

Coplanar grids were developed before virtual Frisch grids in the mid-90’s [63]. This
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design consists of strip electrodes that are connected in an alternate manner so that they

make an ”interdigital” grid [63] (see Figure 1.14) on the anode side of the crystal while

the cathode collects the holes. The two grids are biased slightly differently so that the

electrons migrate to only one of the grids, the ”collecting grid”, the other grid is called the

”steering grid”. This is to prevent the signals from having unintended different polarities,

and reduced amplitudes from charge sharing [63].

Figure 1.14: Schematic of a Coplanar Electrode Design. Source [68].

Both Frisch and coplanar designs can give depth of interaction information by the ratios

of the anode to the cathode signal [63, 69], but lateral positioning is not possible. Pixel

and strip electrode configurations (see Figure 1.15) however, can offer three-dimensional

information. For pixelated detectors this is done either with multiple crystal elements

configured in a two-dimensional plane, or a single crystal with multiple pixels. In a strip

configuration, two-dimensional positioning is obtained through strips placed in orthogonal

directions on the anode and cathode sides [13, 26], while depth of interaction is determined

from the difference in the rise time of the anode and cathode signals.
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Figure 1.15: Schematic of a Pixel (Source [70]) and Strip Electrode Design.

For both pixel and strip configurations, the aspect ratio (the diameter of the pixel or

width of the strip to the crystal thickness) has an effect on the signal generated within it

[60, 69]. Barrett, H.H. et al. [69] showed that the signal rise in their calculated waveforms

was dependant on the diameter/width of the electrode, for smaller electrodes the rise was

slower, meaning that the induced signal would not generate until the charge carriers are

near the vicinity of the electrode (see Figure 1.16). This is known as the ”small pixel

effect”. Furthermore, Barrett described that crystals that suffer from low hole mobilities

could benefit from this as long as the hole drift length was longer than the detector

thickness. Eskin, J.D. et al. [60] similarly showed this effect for a variety of aspect

ratios, concluding that one could essentially gain single polarity sensing, at the risk of

introducing charge sharing effects between the electrodes. Thus, there is a limit to how

small a pixel/strip can be before it is no longer beneficial. Eskin, J.D., et al., [60] found

this ratio to be 0.25 (simulated) for pixelated CZT.
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Figure 1.16: Cross Sectional View of Weighting Potential. (a) For large pixel (1:1
diameter/detector thickness) and (b) Pixel with a 1:4 ratio. Source [60].

HPGe has the advantage that it does not suffer from charge trapping, and that its electron

and hole mobilities are similar (see Table 1.2). Additionally, depending on the electrode

configuration, the charge induced in HPGe can be independent of interaction depth [26, 60].

In the case of our DSS HPGe detector, however, induced signals on any electrode are

a superposition of both electron and hole migration [71]. This is because the electrode

configuration is designed for dual-polarity sensing for both sub-strip positioning and depth

of interaction estimation. Full description of the DSS HPGe detector and how the sub-strip

positioning is done for this work will be presented in Chapter 2.

1.4.2 Collimators

Collimators are used to either block radiation photons of certain energies and/or con-

strain photons coming from particular angles. In SPECT imaging, a collimator is always

used as constraining the angle of the incoming photons is essential for the image recon-

struction. In astrophysics a coded mask or coded aperture (that plays a similar role to a

collimator in SPECT) is sometimes used, but the choice lies in the additional weight and

cost of the mask to the system. In both fields, the choice of the collimator/coded mask

design depends on the signal-to-noise (SNR), or signal to background, of the object to be

imaged and on the field of view needed [72].

All coded masks work on the same principle: an intentional or random design of holes
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on a lead alloy plate is used to cast a shadow on the detector. These masks are defined by the

pattern type and their ”open fraction”, f. This is the fraction of the total area of the mask that

is transparent. Knowing how the shadow pattern is designed and deconvolving the pattern

from the object + mask image gives information about the location of the object [72, 73].

Coded masks can use a variety of different patterns and decoding methods [72, 73, 74].

Some of the more common coded mask families are: Fresnel Zone Plate (FZP) [72,

75], Dicke (named after Dicke, R.H. [74, 76]), Non-Redundant and Uniformly-Redundant

Arrays (NRAs and URA’s respectively) [72], and Cyclic Difference Sets (CDS) [72, 73,

74]. Note that CDS’s can be used to build other variants of URA’s as well (see [77] for

example).

The coded mask has not been used very frequently in nuclear imaging. The coded

mask could be considered to be made up of pinholes, similar to the parallel-, single- and

multi- pinhole(s) that are used in SPECT imaging. Coded masks are often limited in image

quality. Some drawbacks are noise artifacts and a non-uniform image, this is due to the

dependence on the thickness of the coded aperture and the opening angle of the pinhole

(see section 1.3.2 and equation 1.10) which affect the diameter of the pinhole as seen

by the source. This effect is called the ”collimation” effect [78] and is an effect that can

occur in both astrophyics and nuclear imaging applications. The collimation effect is a

combination of contrast and an ”effective pinhole diameter”. An effective pinhole diameter

is when photons enter the pinhole opening at oblique angles, some will be blocked by

the pinhole edges, while others might make it through the collimator to the detector,

depending on the Z number and thickness of the coded mask or collimator. An ideal mask

would be very thin [78], but in order to stop most of the photons a thickness of some sort is

required. Without this, there would be no contrast between the light passing into the holes

and the surrounding material. Because the coded aperature is used to cast a shadow on the

detector, this effective pinhole diameter will cause the shadow to be displaced a particular

distance, d, which is the collimation effect (see Figure 1.17).
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Figure 1.17: Schematic of the Effective pinhole Diameter. Schematic showing the
geometry of the effective pinhole diameter cause by photons arriving from an oblique
angle. d is the displacement of the shadow projection, t is the thickness of the mask or

collimator. Source [78].

Not only is the shadow displaced, but the contrast within that shadow will be different,

however, the thicker the mask is, the larger the displacement of the shadow (the greater the

collimation effect).

In SPECT imaging applications, collimation tends to be more prominent because of

the nature of the near-field imaging. For astronomy applications, the incident photons are

assumed to be parallel to the coding mask since the imaging source is so far away, making

the shadow of the mask the same size as the mask, thus in equation 1.10 the diameter of

the pinhole is constant at any subtended angle (this is the far-field effect). In near-field

imaging, there is a finite distance between the detector and the imaging object which has

two effects, 1) At oblique angles, some of the photons from the source will be blocked by
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the pinhole edges, while others might make it through the collimator to the crystal and 2)

The shadow image is magnified as a function of this distance (see equation 1.10).

Despite the complications listed above, there have been some attempts at using different

masks for SPECT imaging [72, 75, 79]. Both Barrett H.H., 1972 [75] and Accorsi, R.

et al., 2001 [79] showed that a coded mask would allow for a larger SNR compared to a

single-pinhole collimator in specific cases. Zhiping, M. and Yi-Hwa L., 2006 [78] showed

that a coded mask receives more counts than an parallel-hole collimator in their phantom

studies using a combination of deconvolving and maximum likelihood estimation (a

reconstruction technique that will be discussed in section 1.4.4). The potential advantage

of using coded masks in place of parallel-, single-, and multi-pinhole(s) would be in

imaging specific organs in children or in small-animal studies where the coded mask could

lower the imaging time or the dose to the patient/small-animal [78, 79]. The limitations

of these studies were that they were successful only in: small imaging targets (thyroid,

Barrett [75]), in cases where the FOV is only a fraction of the detector plane (Accorsi [79],

and only applied to planar projections (no three-dimensional image reconstruction done

(Zhiping and Yi-Hwa [78]). Figure 1.18 shows all three collimators (coded mask, parallel-

and single-hole(s)).

Figure 1.18: Schematic Depicting a Coded Mask (left, source [79]), Parallel-Hole
Collimator (center), and a Single pinhole Collimator (right) Source [80].
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The single-pinhole camera (see section 1.3.2) is one type of collimator that can be

used in SPECT imaging. Other collimators are parallel-hole, converging- and diverging-,

and multi-pinhole [80]. Parallel-holes, single- and multi- pinhole(s) are typically used in

small-animal SPECT imaging. Parallel-hole collimators are made out of dense material

(usually tungsten or lead) containing highly packed parallel hexagonal holes separated by

walls, these separations are called ”septa”. Different collimators are defined by their septa

thickness, pitch and length, along with the hole diameter and attenuation. Figure 1.19

depicts some of these parameters.

Figure 1.19: Schematic Cross-section for the Geometry of a Parallel-Hole Collimator. d is
the septa separation, x is the distance from the imaging object (S) to the collimator, t is the

septa thickness, l is the septa length, and c is the distance from the collimator. Note,
schematic depicts the geometry of one pinhole of the mutli-pinhole collimator. Source

[81].
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Converging and diverging collimators are collimators that converge the image towards

or away from a focal line respectively, allowing another way to enlarge the FOV that does

not involve changing the radius of rotation of the system. A converging collimator can

be used to magnify the image of a region of interest on an object onto a detector (say a

single organ in a mouse) while increasing/maintaining spatial resolution [80]. Diverging

collimators are used when viewing multiple parts of an object at once (such as the heart

and an organ of interest of a mouse in a single bed position) within the same FOV, with the

tradeoff of losing some spatial resolution [80].

The single-pinhole collimator was described in sec 1.3.2. Closely related to the single-

pinhole is the multi-pinhole collimator. The advantage of having more than one pinhole

is the increase in sensitivity, along with multiple images of the object. The trade-off here

is in the loss of information in the overlapping views of the pinholes, called multiplexing,

which can also cause artifacts in the reconstructed images if there is insufficient sampling

[14, 80]. Today however, some multi-pinhole systems are designed in such a way as to

avoid this overlap [82, 83].

Lastly, there is another type of collimation that does not involve the use of a phys-

ical mask or collimators mentioned above, and that is electronic collimation. This is a

method that uses events that coincide across two or more detectors. The traditional ”double

Compton” process was first described independently by Schonfelder, V., et al. [84] for an

astrophysics application and by Todd, R.W., et al. [85] for medical imaging. Electronic

collimation is done using a stack of two or more position-sensitive detectors, when an inci-

dent gamma-ray Compton scatters within the first detector and gets absorbed in the second

(or one of the subsequent detectors if more than two) the direction of the incident photon

can then be calculated from the Compton equation, in the case of two planar detectors [1]:

cos(θ) = 1 + Mo ∗ c2 ∗

[
1

Eo
−

1
E2

]
, (1.15)

where Eo is the sum of the energy across both detectors (E1 and E2 in Figure 1.20 and θ is
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the angle between the incident and scattered gamma-ray. The direction of the incident pho-

ton then lies in the cone formed by the line along the direction of the scattered gamma-ray

and the angle θ. Figure 1.20 shows an example of this process with two detectors. Many

studies and detector systems have been made using this concept with variations on the

two (or more) detector types, and configurations: astrophysics [85, 86, 87], bio-medical

imaging (SPECT and PET) [84, 88, 89, 90], and nuclear sites/homeland security [91, 92]

for example.

Figure 1.20: Schematic of a Conic Projection from a Compton Scattering Event. E1 and
E2 are the initial and scattered photon energies deposited into the detector. Adapted from

[1].

Compton cameras are most useful when the imaging involves such high energy gamma-

rays that using collimators or coded masks are no longer feasible [88, 93]. They also

provide a wide FOV [94], and accept a larger fraction of emitted photons [94] (compared

to pinhole or parallel hole collimators). Compton cameras are limited by the scatter angle

θ if the incoming photon enters in such a way that it does not end up within a subsequent
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detector. The angular resolution of these detectors are limited to the energy and spatial

resolution of the detector system.

The combination of the collimator, system geometry, and intrinsic energy resolution of

the detector affects the total spatial resolution of the imaging system. This further leads to

effects on the reconstructed image spatial resolution; thus, while the previous parameters

seem different, they are not entirely independent. The desired reconstructed image reso-

lution sets a requirement on the intrinsic resolution of the detector which will dictate the

collimator design and geometry of the system. How these can affect the image quality is

discussed in the next section.

1.4.3 Detector Properties that Affect Image Quality

The key properties that one needs to consider when designing a imaging detector are:

efficiency, spatial and energy resolution, uniformity (especially for SPECT imaging), and

cost per unit of space-bandwidth product. The following paragraphs will describe each of

these properties individually.

Efficiency is defined in two terms, absolute and intrinsic; and then further categorized

by two event types, total and peak. Absolute efficiency is:

Number o f counts
the number o f radiation photons emitted by the source

and is dependant on the system geometry [5]. This includes the geometric resolution with

the collimator discussed above, but also the solid angle subtended from the detector to the

source. Intrinsic efficiency:

Number o f counts
Number o f radiation photons incident on the detector
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and is not dependent on the system geometry [5]. Intrinsic efficiencies are easier to calcu-

late, and the majority of detector manufacturers will define a detectors efficiency in terms

of its intrinsic efficiency.

The event types, total and peak efficiencies, are what types of counts are chosen from

the energy spectrum of the detector. Total efficiency means that all interactions are counted,

whereas peak efficiency only includes interactions that fully deposit their energy into the

detector [5]. These two efficiencies are related by their ratio, termed, ”peak-to-total ratio”.

Generally, it is better to describe the performance in terms of peak efficiency since these

are interactions that are not influenced by the surrounding environment (scattering off of

materials such as shielding or other material parts) or noise fluctuations caused during long

operating times[5]. Thus, one may describe the ”intrinsic peak efficiency” of a detector.

Spatial and energy resolution have been discussed in 1.3.2 in terms of intrinsic energy

resolution, geometric spatial resolution, and sensitivity. The influence of these parameters

can also translate to the reconstructed image. As mentioned earlier, scatter rejection, and

multi-isotope imaging is possible with detectors of high energy resolution; but having the

improved scatter rejection ability also improves the contrast of an image. It will also re-

duce contamination in a multi-isotope image by rejecting the low energy photon scatters

of a higher energy isotope [13]. Any affect on the contrast of the image is important as

that changes the relationship between the image intensity and activity concentration in the

imaging object [95].

The geometric spatial resolution, a function of the intrinsic detector resolution and the

geometry between the detector, collimator and imaging object was discussed in 1.3.2. The

geometry of the whole imaging system is also important. Alignment of the detector center

with the center of rotation (COR) of the system is needed to prevent blurred images [95].

Furthermore, the system needs to allow sufficient angular and axial sampling (depending

on the collimator type [80]) to prevent artifacts and aliasing.

Uniformity of a detector describes how much the energy and spatial resolution and
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efficiency vary with the position of the photon interaction within the detector [13]. Ideally,

there should be little variation of these properties with the interaction location. No detector

will be 100% uniform, thus corrections such as normalizing with a flood image are typically

done [13, 95]. This requires that the nonuniformity be known (via the flood image), but

also that the nonuniformity is stable over long lengths of time [13].

Lastly, the number of measurements that the detector can make and its physical size

are important to consider. Equations 1.9 and 1.10 showed that one could increase the total

resolution of the detector+collimator system by decreasing the pinhole diameter, at the

cost of reducing the pinhole sensitivity. However, this can be offset by using detectors

with better intrinsic spatial resolution [56, 96]. A detector with poor resolution has to be

placed further away so that the magnification (and thus spatial resolution) of the image is

increased, and if multiplexing is to be avoided, only a few pinholes can be used. However,

with higher spatial resolution, less magnification is needed so the detector can be placed

closer to the pinhole. The diameter of the pinholes must be decreased in order to keep the

same spatial resolution, which decreases the sensitivity; yet, because the magnification is

smaller, this allows for more pinholes to be placed (without overlapping), which increases

the sensitivity. [96]

What the above means for an imaging detector is that a large but poor/low resolution de-

tector can obtain the same FOV and spatial resolution at a large magnification as a smaller

detector with high resolution at a smaller magnification [56]. What is important between

the two (in addition to sensitivity) is the number of measurements that the detector can

make, i.e. can the detector area accomodate a large enough FOV to include the whole

imaging object (or a target of interest). Using the detector PSF, the number of measure-

ments that a detector can make is quantified by the ”space-bandwidth product” [56]:

S p−BW =
Area o f Detector

Area o f PS F
=

Area o f Detector
2D Bandwidth

(1.16)

In applications where size or weight constraints are a concern, the space-bandwidth
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product shows that a detector with high intrinsic spatial resolution will fit the imaging

object in a smaller area than one with a lower energy resolution, possibly lowering the cost

of the system.

Detector properties are not the only thing that can affect the reconstructed image; the

reconstruction algorithm itself also has affects on the spatial resolution, image quality, and

additionally, the computation time.

1.4.4 Image Reconstruction Algorithms

The main goal in SPECT imaging is to estimate in vivo, the bio-distribution of an in-

jected radiotracer based on projections taken by the rotating gamma-camera. The estimate

will be the result of the most probable solution from the projections. Generally, the idea is

to solve the following linear equation:

g = Hf + n (1.17)

This is called the ”imaging equation” or the ”forward” equation. g is the resulting

projection image, H is the ”system matrix”, it can account for the scatter and attenuation

within the imaging object, system geometry, collimator, and projection angle [97]. f is the

distribution of photons emitted from the imaging object, and n is the noise. H is the model

containing the underlying physics for each projection angle that will result in a matrix that

maps the object activity distribution to the detector.

f is voxelized [97] (the imaging object is divided into a number of image pixels) which

allows for an approximation of the imaging equation. The solution to the imaging equa-

tion is done computationally and is time consuming, however, various algorithms have

been developed to solve equation 1.17. These solutions are mostly divided into two types:

backprojection and iterative [97].

Backprojection is the first, and most well known algorithm. It is based off of the Radon
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transform [98] developed in 1917. It was then applied later to computed tomography [99]

and astronomy [100]. The Radon transform shows that a two-dimensional imaging object

can be reconstructed from multiple (line) integral measurements through that object [97].

Advantages in using FBP is that the backprojection part is done only once and is fast.

While other iterative algorithms tend to do both a forward and a backprojection (this will

be described in the next method). The main disadvantage of FBP is that it does not allow

for reconstruction of complex objects as no information about the imaging system is used.

Iterative algorithms on the other hand, allow for more complexities such as detector and

collimator blur and Compton scattering through the system matrix. Generally, the iterative

algorithm is a method that allows for the first estimate of the image to be updated/improved.

There are multiple iterative reconstruction algorithms such as the Algebraic Recon-

struction Technique (ART) [101], Maximum A Posteriori (MAP) [102], Maximum A Pos-

teriori Expectation Maximization (MAP-EM) [103], and List-Mode Maximum Likelihood

(LMML) [104] to name a few. Here I will only talk about two others; Maximum Likeli-

hood Expectation Maximization (ML-EM) [105] and an accelerated EM method, Ordered

Subset Expectation Maximization (OSEM) [106].

Returning to the imaging equation 1.17 above, it can be re-written as:

ĝk
i =

∑
l

hi,l f̂ k
l (1.18)

ĝk
i is the current estimate of the projection data at the kth iteration [97]. l represents the

number of all imaging pixels, i is the detector element, hi,l is the matrix element of h (the

probability that a photon emitted from imaging pixel l was detected in detector element i).

This is the EM part of ML-EM and it is a sum over all the quantities, i.e., all image pixels

and detector elements [10].

The ML portion gives the next iteration [10, 97]:
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f̂ (k+1) =
f̂ k

j∑
hi, j

∑
i

hi, j
gi

ĝk
i

(1.19)

Here f̂ (k+1) is the new estimated image, gi is the true projection data (the result from

the measurement), and hi, j and f̂ k
j are the same as hi,l and f̂ k

l in 1.18. However, l is summed

over before j; so ĝk
i in equation 1.19 is summed over first.

Thus, the kth estimate of the projected data, ĝk
i is determined by projecting the kth

image estimate, f̂ k
l , through H. It is then compared to the true projected data, gi, by division,

and lastly, backprojecting that difference through H to update the next image estimation,

f̂ (k+1) [97].

As stated earlier, H is a large matrix, and with forward and backward projections to

perform in equation 1.19, the ML-EM method is computationally expensive. One method

for speeding this up is OSEM, which uses subsets of the projection data to update f̂ and

then proceeds to use the next subset for the next update. It has been shown that using fewer

projection angles in the initial iterations results in the algorithm converging faster as more

projections are added [107]. The ordering of the subsets is done so that the projections are

spaced in such a way that it adds new information to the algorithm, keeping in mind that

each subset should also have equivalent number of counts [106].

The accuracy of these algorithms will depend on the information contained in H. This

can be done in multiple approaches [10, 14], the first is measuring the system exhaustively,

obtaining system data for every voxel at every projection angle. This is computationally

expensive in both time and storage space. Another method is to develop a mathemati-

cal model with the necessary geometrical figures. Geometrical figures are parameters like

COR, rotation angles of each detector, alignment of the detectors with the COR and each

other; see Johnson, L., 2013 [14] for a description on geometrical calibration. The last

method is similar to the mathematical model, but done with simulation instead; see Camp-

bell, D.L. and Peterson T.E., 2014 [108] as an example.

In order to properly map the position of the incoming photon from object space to
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detector space, the positioning of the events in the detector itself needs to be accurate. In

other words, we need the system matrix for the detector, the response of the detector to an

event at each position within the detector. This is explained in more detail in Chapter 2

with respect to our DSS HPGe detector.

In the next chapters that follow I will describe the SPECT system and the DSS HPGe

detector used. Current system processing and ML will both be described for the event

positioning, as well as a description on how the measurements where done to obtain the

system matrix. Chapter 3 will discuss the results from using ML and its implication for

further use in other strip detectors for both SPECT and astro-imaging.
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Chapter 2

The HPGe Small-Animal SPECT System

2.1 HPGe Detector Description

2.1.1 Description of Detector and Detector System

The DSS HPGe detector used in this study is 90 mm in diameter, 1 cm thick, and has

16 x 16 orthogonal strips. The strip widths are 4.75 mm with 0.25 mm gaps between strips.

See Figure 2.1.

Figure 2.1: HPGe Crystal Geometry. Left: Actual crystal, dark lines are the gaps
inbetween the strips. Middle: Schematic representing the dimensions of the electrode strip

geometry (shown as a square for convenience). Right: HPGe Detector with pinhole
collimator and laptop displaying Imager32 software.

The cross-strip configuration allows for sub-pixel positioning (explained in the next

section). The detector operates at -700 V and at a temperature of 83 K. It is mechani-

cally cooled, which makes the system easily portable. The detector system, including the

electronics was created by PHDS Co. in Knoxville, TN [109].

The detector output is instrumented by SPECT32 (also designed by PHDS), which is

designed to allow for real-time event processing. For this work, we used Imager32 software

(also developed by PhDs Co.) to write the data output to a separate file for offline process-

ing. This is a feature provided within the Imager32 software using c-pipe commands, which
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is paired with MATLAB for organization and storage of the data files. MATLAB is also

used for the offline processing.

SPECT32 houses all of the electronics for the digital processing. SPECT32 consists of

four electronic boards, each with eight BNC connecters (for a total of 32 input signals),

eight 12-bit 50 MHz Analog-to-Digital Converters (ADC’s), and a Field Programmable

Gate Array (FPGA) for data processing. Lastly, an additional FPGA is used to communi-

cate to the four boards and output data to the computer via a USB connection. Clock timing

between the boards is 50 MHz, or about 20 ns per clock tick (every sampled point of the

detector signal is taken at a clock tick). [110]

Each FPGA on each of the four electronic boards implements digitally a fast and slow

filter. The fast filter is used for the neighboring strips to calculate lateral positioning while

the slow filter is used for determining the energy deposited from the event (see section

2.1.2).

Lastly, depth of interaction is calculated from the difference in arrival times of the fast

signals (i.e. difference of the clock ticks) between the two sides of the detector. Knowing

the velocity of the electron/holes along with the applied voltage and clock speed gives ≈1

mm distance between depths.

2.1.2 Signal Creation in the DSS HPGe Detector

HPGe is a semiconductor and therefore signal generation is done by charge induction

due to migrating charge carriers as discussed in Chapter 1, sec 1.4.1. Sub-pixel positioning

however, can become complicated due to: Charge sharing and charge loss both near the

strip and in the gaps between the strips, along with multi-strip events [71, 110, 111]. These

event types are depicted in Figure 2.2 for the DSS HPGe used in this study.
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Figure 2.2: Common Events in DDS HPGe Detector. A: Two-strip event, B and C: Two
different three-strip events resulting in charge sharing; C is from Compton Scattering.

(A) in Figure 2.2 represents what we call a ”two-strip” event; when one strip on each of

the detector’s side collects charge. (B) and (C) both represent ”three-strip” events that result

in charge sharing (and potentially, charge loss). (B) is a true charge sharing event, where

a gamma-ray interaction does occur between two strips, while (C) is a result of Compton

scattering. In the current processing (the processing done in real time by SPECT32), (B)

and (C) events are indistinguishable. The reason for this will become clear when the sub-

pixel process is explained in detail. Because they are indistinguishable, we choose to not

use these events as their origin will not be accurately known. For this reason, only two-strip

events are used. This decreases our sensitivity, and also causes gaps in the resulting image

(as the three-strip events are not being used to fill them in). The effect that this has on the

reconstructed SPECT images will be addressed shortly, after the sub-pixel positioning is

explained.

The sub-strip positioning is done using what is termed the ”collecting” strip and the

”transient” strips (also known as the ”spectator” or ”neighboring” strips). In Figure 2.3
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(left) the center strip is the collecting strip and the transient strips are the predecessor

(Pred) and successor (Succ) strips. The center strip is the strip that collects the charge,

and when the signal is integrated over a long time, will result in an amplitude proportional

to the energy that was deposited (see Chapter 1 section 1.4.1). The Pred and Succ strips

however, if integrated over the same time period will result to zero. This is because the

signal induced on these neighboring strips are due to charge carriers only spending a

portion of their time in the weighting potential (see 1.4.1) of that neighboring strip before

moving off to the charge collecting strip (thus moving out of the weighting potential causes

the signal induction to decrease). The bipolar shape of these signals and their dependence

on depth and lateral position is illustrated in Hayward, J. and Wehe, D., 2007 [71] for a

DSS HPGe detector, shown here in Figure 2.3 (right).

Figure 2.3: Charge Induction in a DSS HPGe Detector. Left: As charges migrate to their
respective electrodes, charge is induced on the strips. The strip with the largest charge will

be the strip where the event occurred, and sub-pixel positioning is done using the
predecessor and successor strips (see text). Right: Simulated induced signals on transient

strips at different crystal depths and lateral positions from [71].

When the fast signals are integrated over a short time period, the resulting amplitude

will correspond to the portions of the induced charge with the fastest time characteristics

[5]. The triggering of the signal, better stated, when the induced signal reaches a chosen
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threshold, is done using the fast signal. In our detector system, the triggering is done

when the signal is above ≈ 18 keV. Our system also uses a 50% constant fraction rise-time,

the clock tick at which the signal amplitude reaches 50% of its maximum amplitude, to

determine the depth of interaction described earlier.

Vetter, K. et al., 2004 [112] showed that sub-strip positing using the fast signal ampli-

tudes could be done by:

Xpos ∝
APred −AS ucc

APred + AS ucc
(2.1)

for the x-position. Where Pred and Succ are the predecessor and successor of the center

strip, and C is the center strip. A is the maximum amplitude of the signal. A similar

equation is used for y positioning.

Likewise, in the Imager32 software:

Xpos ratio ∝

∫
(Pred)2−

∫
(S ucc)2

Ecenter
(2.2)

where
∫

(Pred)2 and
∫

(S ucc)2 are the squared sums of the Pred and Succ fast signals and

Ecenter is the amplitude of the slow signal from the collecting strip. As with equation 2.1,

this can be done on the opposite detector side for the Y position. We call the value from

equation 2.1.2 ”position ratios” and they are used in determining the boundaries of the

sub-pixels.

The process to determine sub-pixel boundaries with the position ratios involves using

a flood image of the detector. From this flood image the distribution of position ratios

for each strip is histogrammed. This histogram is then divided into 9 bins (the 10th bin

corresponds to the gap in between the strips) of equal counts (with the assumption that the

whole strip collects charge uniformly). The number of bins is chosen for convenience, as

the strip pitch is 5 mm, 4.75 mm for the strip and 0.25 mm for the gap, thus each sub-pixel
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is ≈0.53 mm. Each digital pixel (a location where the x and y strips cross, alternatively a

cross-strip) contains 9 sub-pixels. See Figure 2.4.

Figure 2.4: Sub-pixel Positioning in DSS HPGe. Left: Flood image of DSS HPGe
detector with a 57Co source. Right: Schematic showing the sub-pixel boundaries created

from the position ratios.

Look-up tables are then created from this flood image listing the position ratio bound-

aries for these sub-pixels for each digital pixel, at each depth. When an event occurs, the

position ratio is calculated, and a search within the proper table list by depth and cross-strip

is done to identify the pixel assignment of the event. The subsection, Image Artifacts, will

discuss results from the first prototype of the small-animal SPECT system which used a

DSS HPGe detector with the same crystal and electrode geometry.

2.1.3 Imager32 Data Output Options

Two different data types can be obtained separately or simultaneously from Imager32:

list mode and raw mode. List mode outputs the 3-D positions and the energy for each event.

Raw mode outputs the squared sum of the fast signals and amplitude of the slow signal for

the transient strips and the collecting strip, respectively, and the clock time for each. With
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raw mode, more information is given from the event and this is what is used for the detector

response measurement and subsequent data analysis.

2.2 Image Artifacts

Previous work done by Johnson, L. [14] showed that the gaps in between the strips

resulted in a ”checkerboard” pattern in reconstructed SPECT images of a NEMA phantom

(see Figure 2.5) that could not be resolved using interpolation.

Figure 2.5: SPECT Image Slice of NEMA Phantom. Left: NEMA Phantom used for
SPECT Imaging, filled with diluted 99mTc. Right: Reconstructed SPECT image slice of

NEMA Phantom.

Johnson hypothesized that the distortion could be from the positioning method. The

difference term in the numerator of the position ratio does not allow for charge sharing, and

is instead, a ”winner take all scenario”. This charge sharing is what would occur between

the collecting strip and its predecessor or its successor in a two-strip event. Herein lies the

motivation for this study, to investigate the spatial response of the detector in detail so that

a positioning scheme could be developed to eliminate or reduce these artifacts.
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2.3 Geometrical Analysis and Advanced Signal Processing

2.3.1 Geometrical Analysis

To investigate the spatial response of the detector, we scanned a ≈1 mm collimated

99mTc source across the front surface. The detector used in this measurement is one of

PHDS Co. MI4 generation detectors (see [14, 32, 33, 113]).

A capillary with ≈ 1.69 mCi of 99mTc was inserted into the collimator which was then

mounted onto a three-dimensional translational stage system using two Velmex motion

control systems. The stages had resolutions of 2,5x10−3 mm/step and 6.35x10−3 mm/step.

The collimator was positioned to irradiate the center of one strip, moved across two strips,

and stopped in the center of the next strip in steps of 0.044 mm (300 steps total) in both the

horizontal and vertical directions. Figure 2.6 shows the set up and the resulting (summed

over all 10 depths and steps) images.

Figure 2.6: DSS HPGe Detector Response Measurement. Left: Detector system and
collimator set-up on three-dimensional stage. Middle: Two-dimensional summed image
of all 300 acquisitions stepping across the detector vertically (middle) and horizontally

(right).

Due to the beam being wider than the gap width, we developed a model to estimate the

number of events that would occur in the gap as a function of position. Figure 2.7 shows a
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schematic where a portion of the beam falls over the gap region.

Figure 2.7: Beam Geometry. Left: Schematic showing the fraction of events expected to
fall within a strip under a radiation beam. ABeam and AGap are the areas of the beam and

gap. Right: Integration parameters for the area of the gap, related to equations 2.5 and 2.6.
R represents the radius where one of the gap edges intersects the circle, X1 and X2 are the

gap edges, and 2y is the length of the gap within the circle.

The fraction of events expected in the strip is just the beam area minus the gap area,

divided by the beam area:

Fevents =
ABeam−AGap

ABeam
(2.3)

Where the area of the gap is calculated via the line integral using the radius (see Figure

2.7:

R2 = x2 + y2 −→ y =
√

R2− x2 (2.4)

Because the total length of the gap is 2y, the area of the gap becomes:

∫ x2

x1

2y dx =

∫ x2

x1

2
√

R2− x2 dx (2.5)
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Lastly, using the following result from an integration table:

∫ √
a2−u2 du =

u
2

√
a2−u2−

a2

2
sin−1

(u
a

)
(2.6)

The area of the gap is:

AGap = 2
[

x
2

√
R2− x2 +

R2

2
sin−1

( x
R

)]x2

x1

(2.7)

AGap is then used in equation 2.3, which is multiplied by the average number of events

within the strips taken from the data (with the assumption that the strip collects charge

uniformly over the whole strip width). This was done for different gap widths (from 0.25

mm to 0.75 mm), see Figure 2.8.

Figure 2.9 shows the results for the full data set (both vertical and horizontal scans) for

the physical gap width (left) and the effective gap width (right).

Figure 2.8: Geometric Model Results with Different Gap Widths. Fractional area of beam
as a function of gap width for widths of 0.25 mm (physical gap width) to 0.75 mm.
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Figure 2.9: Geometrical Model vs. Data. Plots compare data to the model at the physical
gap width (left) of 0.25mm and the best fit gap width (right) for the horizontal (top) and

vertical (bottom) data points.

The best fit to the model was a gap width of 0.32 mm for the x-direction and 0.28 mm

for the y-direction, This shows that as the beam nears the edge of a strip, the response of

the strip is affected by an ”effective” gap width that extends beyond the physical gap width,

see Figure 2.8 right plot. This could be due to the size and diffusion of the charge cloud as

it travels from the site of interaction to the electrode causing charge loss or charge sharing

between the strips [111].

The model does over estimate the data, and does not match the ”roll off” of the strip

edge, for both the physical and effective gap widths. Some reasons for this could be that

the effective width changes with the depth of interaction of the event and divergence of the
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radiation beam.

To see if charge loss was a factor in our measurements, we looked at the energy

distribution of a 3-strip event, between the charge sharing strips and the single strip on

the opposite side. Figure 2.10 depicts this when the beam falls across two strips. The left

plot shows the shared strip energies plotted against one another, while the right shows the

histogram of the energies of the (summed) shared strips (blue), for 3-strip and the 2-strip

events (red). Plots include events within a 140-keV +/- 3 keV window for a single strip,

and a +/- 6 keV window for the 2-strip event. Both plots show a slight energy loss, the

right specifically of a few keV; however no events are lost outside of our windows. The

left plot also shows that there are no events that fall below the ≈ 18 keV trigger threshold.

Figure 2.10: Energy Distribution of Gap Events. Left: Energy distribution for events
between two neighboring strips. Right: the energies of both strips summed (dark blue

histogram) vs. the energy of the single strip (red).

Figure 2.11 shows the total summed counts (over all depths) vs. distance travelled

across two strips including a gap region. The black circles represent the 2-strip events,

while the blue squares represent the 3-strip events. As the beam approaches the strip edge,

the 2-strip counts begin to decrease (as shown in Figures 2.8 and 2.9) before the physical

gap width (represented by the two red lines) is reached. The decrease in 2-strip events is
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not compensated by the increase in 3-strip events, nor do the 2-strip events decrease to

zero in the gap. These differences in the 2-strip and 3-strip events are due to charge sharing

events in which one of the strips does not collect enough charge to trigger (below the 18

keV threshold). It is also important to note that while the beam is located in the center of

the strip, 3-strip events still occur, meaning that Compton events are possible even when

in the center of a strip. Both of these could result in a mis-positioning or loss of an event

using the positioning ratio method discussed earlier. While we typically exclude 3-strip

events it is possible for a Compton scatter that ends up underneath one of the strips could

be counted for a 2-strip event.

Figure 2.11: Summed Counts (Over all Depths) vs. Distance. Total counts (summed over
all depths) vs. distanced travelled across two strips including the gap region. Black circles

represent the 2-strip events and blue squares represent the 3-strip events. The red lines
represent the physical gap width.

The result of an effective gap width greater than the physical gap width shows that

the assumption of the strip electrodes collecting charge uniformly out to the strip edge
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is incorrect. It is possible that this could be causing the distortions seen in Figure 2.5.

However, the diameter of the beam in this measurement was much larger than the gap

width, so a more thorough investigation of the gap region was needed with a beam of

a smaller diameter, which was the motivation for using the x-ray beam at the Advanced

Photon Source (APS) located at the Argonne National Laboratory.

2.3.2 Advanced Signal Processing: Maximum Likelihood

In chapter one, section 1.4.4, it was stated that in order to obtain a correct system

matrix for image reconstruction, the position estimation needs to be accurate. In a similar

fashion to solving the imaging equation, the position estimation can be solved via the linear

equation:

−→g = A~
−→
θ (2.8)

Where −→g is a vector containing the fast signals of the detector, A is the system matrix

of the detector (the response of the detector at the position of the event interaction),
−→
θ

represents the vector of parameters to be estimated (in this work, the two-dimensional

positions). ~ is the symbol for convolution.

Referring to Figure 2.3, the fast signals labeled FastPred and FastS ucc for both the AC-

Coupled (back of the detector) and DC-Coupled (front of the detector) sides are what makes

up the −→g vector. The objective is to obtain a system matrix that will map the estimated two-

dimensional event positions to the detector signal, and in doing so gives the positions with

the highest likelihood (probability) of having produced those signals.

The likelihood is the probability distribution of the events within the detector. For

scintillators and semiconductors, these probability distributions are typically represented

by a multivariate normal (Gaussian) due to the multiple Poisson distributions of the events,

decay method, noise, and signal generation [37, 56, 114]:
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pr
(
−→g |
−−−−→
θx pos

)
=

1√
(2π)M

1√
det|Kg|

exp
{
−

1
2

[(
−→g −g

)T
Kg
−1

(
−→g −g

)]}
(2.9)

where

−→g =

gPred

gSucc

 ;

M represents the number of dimensions (2 for this work), g is the vector of the mean

values at position ”x”; which is called the ”Mean Detector Response Function (MDRF)”.

Kg is the covariance matrix of the Pred and Succ signals. A similar equation can be written

for the ”y” position. Alternatively, equation 2.9 can be used to estimated both ”x” and ”y”

positions simultaneously; this just adds extra dimensions to the g and g vectors and Kg.

Taking the natural log of the equation, we get:

ln
[
pr

(
−→g |
−−−−→
θx pos

)]
= ln

 1

(2π)
√

det|Kg|

 − 1
2

[(
−→g −g

)T
Kg
−1

(
−→g −g

)]
;

ln
[
pr

(
−→g |
−−−−→
θx pos

)]
= ln(2π) +

(
−

1
2

)
ln

(
det|Kg|

)
−

1
2

[(
−→g −g

)T
Kg
−1

(
−→g −g

)]
;

Getting rid of the ln(2π) and the 1
2 ’s we get:

ln
[
pr

(
−→g |
−−−−→
θx pos

)]
= −ln

(
det|Kg|

)
−

[(
−→g −g

)T
Kg
−1

(
−→g −g

)]
(2.10)

And then the maximum value of the natural logarithm of the likelihood is written as:

θ̂ML = arg max−→
θ

{
ln

[
pr

(
−→g |
−→
θ
)]}

(2.11)

where θ̂ML is the estimated position(s).

However, the accuracy of equation 2.11 depends on how well the model (equation 2.10)
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describes the event distribution. A figure of merit (FOM) that can be used to quantify how

well the MLE does is called the Cramér-Rao Lower Bound (CR). The CR lower bound

is the lower limit on the variance of a parameter (or parameters) based on the input data.

In this work, the input data is the MDRF’s and the CR lower bound represents the best

spatial resolution that can be achieved [37, 114] . Thus, comparing the Full Width Half

Max (FWHM) obtained from fitting a Gaussian to the resulting ML estimated images to

the CR lower bound will show how precise the model is.

The CR lower bound is obtained from the Fisher Information Matrix (FIM) [37, 114]:

Fi j =

〈{
δ

δθi
ln

[
pr

(
−→g |
−→
θ
)]} {

δ

δθ j
ln

[
pr

(
−→g |
−→
θ
)]}〉(

−→g |
−→
θ
) (2.12)

where Fi j is a FIM matrix element. The FIM shows which direction the likelihood has

the fastest change, i.e. which direction the MDRF’s are more sensitive too. The CR lower

bound is then the square root of the inverse of the trace of the FIM.

CR Lower Bound =

√√
1

TR
(
Fi j

)−1 (2.13)

where TR() represents the trace of a matrix

How the ML estimation, FIM and CR lower bound is applied to the actual detector

signals is shown in the next section, after the acquisition of the system matrix is discussed.

2.4 Methods: Acquisition of System Matrix and Application of ML Estimation

2.4.1 The Advanced Photon Source (APS)

The Advanced Photon Source (APS) is located at the Argonne National Laboratory in

Chicago, IL. It consists of five main components [115]: the linear accelerator, the booster

synchrotron, the electron storage ring, insertion devices, and the experiment hall. It is 1,104
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m in circumference, and contains 35 sectors with two beam lines each for experiments. The

beamline used for this experiment was the 6D-ID beamline [116] with an energy range of

70-131 keV, and a photon flux of ≈ 1011 photons/s at a beam diameter of 1 mm2; this was

chosen as it was the beamline closest to the 140 keV emission of 99mTc.

The production of the x-rays at APS begins at the linear accelerator, where electrons

are boiled off of a heated cathode and accelerated by alternating electric fields to 450 MeV.

Next, the electrons enter the synchrotron, which is a circular structure of electromagnetics.

Radio frequency electric fields accelerate the electrons further to 7 GeV while the magnets

bend and focus their path.

From there, the electrons are injected into the large (1,104 m) storage ring, kept in

their path by (1000+) electromagnets. Insertion devices help further tweak the beam into

different energies and intensities as needed. These devices are ”wigglers”, wavelength

shifters, and ”undulators” [117]. Lastly, the electrons are able to be inserted into 1 of

the 40 straight line components (5 for beam injection). Further information on the five

components discussed above can be found at [116] and links within.

At each beamline, an undulator and a monochromatic crystal is used to further adjust the

photon flux and the energy desired [117, 118]. We also used vertical and horizontal slits to

adjust the beam size to ≈ 25 µ×25 µ. This resulted in a photon flux of ≈ 104 photons/s and

an energy of ≈ 131 keV. Beamline 6ID-D has an energy resolution of ∆E/E = 1.4×10−3,

much higher than our HPGe detector energy resolution.

2.4.2 Acquiring the System Matrix at APS

The measurement set-up and methodology for the DSS HPGe detector follows the ex-

perimental work done in Salcin, et al. [37]. The DSS HPGe detector was placed on an x-y

translational stage, in front of the beam output.

Figure 2.12 shows a schematic of the measurement set-up at APS. The detector is

placed on an x-y stage consisting of lifting columns, Movocat [119] from Thomson. The
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columns use an LA-10 actuator [120] and Imac motion control [121]. Resolution for these

motors are 0.0127 mm/step. Motor control and data acquisition was accomplished by using

the Experimental Physics and Industrial Control System (EPICS, [122]), MATLAB, and

Imager32. Motion control was done within MATLAB via DOS commands to the EPICS

software. Data acquisition is done using command pipes (C-pipes) within MATLAB to the

Imager32 software.

Figure 2.12: DSS HPGe Measurement Set-Up. Set-up consists of the x-y translational
stages and detector on the left, with the aligning optics, vacuum tubes, etc. to the right of

the detector. No significant beam diffusion was noticed with this set-up.

To find the appropriate photon flux for the DSS HPGe detector, we did various count

rate measurements with different avaliable attenuation filters in order to decrease the

photon flux. Figure 2.13 shows the detected counts in the HPGe detector vs. the photon

flux (a.k.a. the transmission) of the beam. The count rate at the ”knee” of the saturation

curve, is what we choose to go with, giving a us a count rate of ≈ 104 photons/s. This

knee represents the turning point right before the response of the detector system becomes

saturated, i.e. the number of detected events will plateau after this point, no matter how
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high the photon flux is (see [5]).

Figure 2.13: Counts vs. Photon Flux. Number of detected events vs. the photon flux for
our DSS HPGe detector at APS.

The detector was moved across the beam, covering a 2x2 strip area in the center of the

detector (10 x 10 mm2) in steps of 0.25 mm and 0.5 mm for 30 second acquisitions. The

different sampling of the data sets (the former with finer sampling than the latter) allows

for the development of the ML model and for testing of that model. Additionally, a data

set consisting of a single line acquisition from strip center to strip center (including the

gap) in 0.1 mm steps provides information on charge sharing and possible charge loss

mechanisms. Figure 2.14 (not to scale) shows how those acquisitions would look like as

points across the strips.
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Figure 2.14: Schematic of Acquisition Patterns (not to scale). Left: Raster acquisition,
Middle: Single linear acquisition, and Right: Example of a digital pixel (red square).

2.4.3 Application of ML Estimation

With the system matrix obtained, the first step is to calculate the MDRF functions for

each position. Note that this step and the following are done to a single digital pixel (see

Figure 2.14, right schematic) as preliminary data, with the full data results to be shown in

Chapter 3. Data examples in this chapter will either be from the full digital pixel and/or

select locations within that digital pixel (see Figure 2.15). Figures 2.16 and 2.17 show the

fast signal distributions for beam locations at the left edge, center, right edge, and corner

for each depth.
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Figure 2.15: Example Locations within a Digital Pixel of the DSS HPGe Detector. Four
example beam spots within a digital pixel: From top left to bottom right: left edge, center,
right edge, and corner of the pixel. Positioning of events for these images was done using

the position-ratio method.
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Figure 2.16: Fast Signal Distributions for Three Beam Locations on a Digital Pixel (I).
Direction of beam travel is parallel to the AC-Strips. Top: Squared summed of the FastPred
signal distributions, AC-coupled side of the detector. Bottom: Same as Top but for the
FastSucc signal. Blue histogram represents the left edge location, orange-red the center,
and yellow the right edge.
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Figure 2.17: Fast Signal Distributions for Three Beam Locations on a Digital Pixel (II).
Same description as Figure 2.16 but for the DC-coupled side of the detector, where the

direction of beam travel is perpendicular to the DC-strips.

For the beam moving in the other direction (parallel to DC-strips and perpendicular

to AC-strips), the fast signal distributions will look similar, only reversed. DC-strips will

change very little between locations and AC-strip distributions will shift. The more overlap

there is between the fast signals at different locations, the harder it is to to differentiate

them for event sub-strip positioning.
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Figure 2.18: Fast Signal Correlation Plot, Left Edge of Pixel. FastPred vs. FastSucc for
each depth. Each black dot represents an event, red-line represents complete correlation.

At the left edge of the pixel, the FastPred strip has more charge induced on it.

Figure 2.19: Fast Signal Correlation Plot, Center of Pixel. Same description as 2.18. Both
FastPred and FastSucc roughly share the same amount of charge induction.

Figure 2.20: Fast Signal Correlation Plot, Right Edge of Pixel. Same description as 2.18.
At the right edge of the pixel, the FastSucc strip has more charge induced on it.
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Figures 2.18, 2.19, and 2.20 show the correlation between the FastPred and FastSucc

signals as the beam moves across the strip. As stated above, the beam is moving parallel to

the horizontal AC-coupled strips, so it is the fast signals from DC-coupled strips that will

experience change in the amount of induced charge. This is seen in the correlation plots as

the distribution shifts from the FastPred side, to the ”middle” and then to the FastSucc side.

This is also seen in the opposite direction (plots not shown).

Figures 2.21 and 2.22 show the MDRFs at each beam location for the AC- and

DC-Coupled sides, respectively. Since the MDRF’s for the AC-Coupled side are roughly

constant in the horizontal direction, these fast signals are used for estimating the vertical/y

position of the event. Similarly for the DC-Coupled side, which are constant along the

vertical direction and are used for estimation in the horizontal/x direction. Depth 1 in both

cases is noisy due to the small number of events that occurs there.

Figure 2.21: MDRFs, AC-Coupled Side. MDRFs for gPred (top) and gS ucc (bottom) for all
10 depths.The x and y axis are the estimated sub-pixel positions and the colorbar

represents the mean of the fast signals from all of the events that occurred in that location.
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Figure 2.22: MDRFs, DC-Coupled Side. Same as Figure 2.21 but for the DC-Coupled
side.

Next, the covariance matrix, the inverse, and its determinant are needed to obtain

information about the noise from the detector. This is done using the fast signals as well.

For a one-dimensional estimation (say either the AC- or the DC-coupled side), only two

fast signals are used for the covariance calculation. For a two-dimensional estimation,

both the AC- and DC-coupled signals (four in total) are used. Equation 2.9 then uses

the determinant and the inverse covariance, from the resultant covariance matrix. The

covariance itself provides information about the data; the diagonals of the covariance

matrix represent the variance of the FastPred and FastSucc while the off-diagonals are

the covariances between them. A covariance map then shows how the variance of the

fast signals changes with position (for diagonal elements) and how the covariances of the

signals vary together with position. Figure 2.23 shows the inverse covariance for each

sub-pixel as a function of depth.
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Figure 2.23: Inverse Covariance Values by Depth. Top four: AC-coupled side, Bottom
four: DC-Coupled side. σ−2

FastPred, σ−2
FastPred,FastS ucc, σ−2

FastS ucc,FastPred, σ−2
FastPred are the

corresponding inverse varience/covariance values for the corresponding fast signals.
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The last value obtained from the covarience matrix is the determinant. The determinant

in equation 2.9 acts as a scaling factor, and in our case, is a function of both the variances

and covariances so it is not expected to be constant. Figure 2.24 shows the determinant

values as a function of depth for each sub-pixel. For the AC-coupled side, the determinant

value does seem to depend on the position on the digital pixel, while it does not on the

DC-coupled side for most locations (except for the first and last depths).

Figure 2.24: Determinant Matrix Values. Left: Determinant of the covariance matrix for
the AC-Coupled side, Right: Same as left, but for the DC-Coupled side. Both are for

depth 5.

With the MDRF’s, inverse covariance values, and determinants all pre-calculated, we

then performed the MLE:

• For both 1-D and 2-D ML estimations:

– MDRF’s are smoothed over with a MATLAB function, imgaussfilt(), (with the

”FilterSize” option, or the kernal size, set to 3x3 pixels [123]).
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– In the 1-D MLE, the central row and column values of the smoothed MDRF’s

are used for the likelihood calculation. In the 2-D MLE an exhaustive search,

i.e. each MDRF value for every possible position is used.

– Once the maximum likelihood value is calculated, it’s corresponding x and y

index position and depth is recorded. These indices are then used in a 9x9x10

matrix to form the estimated image.

– The resulting image is then summed into an x and y projection and fit to a

Gaussian to obtain the spatial resolution and width. These parameters are used

to quantitatively compare the performance of the positioning methods. The

width times the sub-pixel size of 0.53 mm is compared to the CR Lower Bound

to judge the system performance.

– Lastly, sample means between the methods is calculated to quantify weather the

MLE methods are able to remove the distortion that is seen with the position-

ratio method of preferentially placing more counts at the edge of the pixel.

Chapter 3 will show and discuss these results.
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Chapter 3

MLE Results: Spatial Resolution, Bias, and Implications

For both the 1-D and the 2-D MLEs, representative images and fits are shown for the

left edge, center, and corner of the pixel. Estimations and fits are done for two cases: (1)

summed over all depths and (2) each depth individually. In the case of (2), only the image

of the beam positioned at the pixel center is shown (for brevity). Lastly, results for the

CR Lower Bound will be shown, but not the FIM values (the CR Lower Bound is just the

inverse of the FIM).

3.1 MLE 1-D Results

Figures 3.1, 3.2, and 3.3 show the results from the position-ratio and MLE 1-D methods

(summed over all depths) for the beam positioned at the left edge, center, and corner of

the pixel (right edge is not shown as that is similar to the left edge). Note: for brevity the

position-ratio method is labelled ”RM” (for ”raw mode”) in the plots that follow.
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Figure 3.1: position-ratio Method vs. MLE 1-D Method, Left Edge of Pixel. Top: Images
resulting from summing the events over all depths for: Left - position-ratio Method and

Right - MLE 1-D Method. Bottom: Gaussian fits to the x- and y- projections of the same
images. Black circles and line represent the data from the position-ratio method, red

squares and line represent the MLE 1-D data.
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Figure 3.2: position-ratio Method vs. MLE 1-D Method, Center of Pixel. Same
description as 3.1, but for the beam positioned at the center of the pixel.
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Figure 3.3: position-ratio Method vs. MLE 1-D Method, Corner of Pixel. Same
description as 3.1, but for the beam positioned at the corner of the pixel.

3.1.1 MLE 1-D Results by Depth

Figures 3.4, 3.5, and 3.6 along with Table 3.1 show results of the position-ratio method

vs. the MLE 1-D method for the beam at the center of the pixel and depths 2-10. Figure

3.6 shows the result of the Gaussian fitting for both methods for the x-projection only.
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Figure 3.4: Image of Beam at Pixel Center via position-ratio Method at Depths 2-10.
Depths 2-10 are shown, depth 1 is excluded due to the low number of counts.

Figure 3.5: Image of Beam at Pixel Center via MLE 1-D at Depths 2-10. Same
description as Figure 3.5

Figure 3.6: Gaussian Fits, position-ratio vs. MLE 1-D Method for Beam at Center of Pixel
for Depths 2-10. Circles represent the position-ratio data while squares represent the MLE

1-D data. Spatial resolution (FWHM) and sigma of the fits are listed in Table 3.1.
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Table 3.1: position-ratio and MLE 1-D Gaussian fits to Beam at Center of Pixel at Depths
2-10.

position-ratio Method MLE 1-D

Depth
Spatial
Resolution
(mm)

σ (mm)
Spatial
Resolution
(mm)

σ (mm)

2 1.86 0.79 2.00 0.85
3 1.88 0.80 1.14 0.48
4 11.35 4.83 1.67 0.71
5 9.56 4.06 163.30 69.49
6 97.35 41.42 0.30 0.13
7 2.70 1.15 0.76 0.32
8 1.35 0.57 1.70 0.72
9 1.39 0.59 1.34 0.57
10 1.30 0.55 1.22 0.52

3.2 MLE 2-D Results

The figures that follow will be in the same order as the MLE 1-D: Summed results,

results by depth and fits for the left edge, center and corner.

Figure 3.7: MLE 2-D Images for the left edge (left image), center (center image), and
corner of the pixel (right image.
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Figure 3.8: Gaussian Fits to Left Edge of Pixel for All Estimation Methods. Circles are the
RM method, squares are the MLE 1-D method, and triangles are the MLE 2-D method.

Left: Fit to the x-projection of the image. Right: Fit to the y-projection of the image.

Figure 3.9: Gaussian Fits to Center of Pixel for All Estimation Methods. Description is
the same as Figure 3.8.

84



Figure 3.10: Gaussian Fits to Corner of Pixel for All Estimation Methods. Description is
the same as Figure 3.8.

3.2.1 MLE 2-D Results by Depth

Figure 3.11: Image of Beam at Pixel Center via Position MLE 2-D at Depths 2-10. Depths
2-10 are shown, depth 1 is excluded due to the low number of counts.
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Figure 3.12: Gaussian Fits, position-ratio, and MLE 1-D and 2-D Methods for Beam at
Center of Pixel for Depths 2-10. Circles represent the position-ratio data, squares

represent the MLE 1-D data, and triangles represent the MLE 2-D data. Spatial resolution
(FWHM) and sigma of the position-ratio and MLE 1-D are listed in Table 3.1 while MLE

2-D is in Table 3.2 below.

Table 3.2: position-ratio and MLE 1-D and 2-D Gaussian fits to Beam at Center of Pixel at
Depths 2-10.

Position
Ratio Method

MLE 1-D MLE 2-D

Depth
Spatial
Resolution
+/- σ (mm)

Spatial
Resolution
+/- σ (mm)

Spatial
Resolution
+/- σ (mm)

2 1.86 +/- 0.79 2.00 +/- 0.85 2.60 +/- 1.10
3 1.88 +/- 0.80 1.14 +/- 0.48 1.40 +/- 0.59
4 11.35 +/- 4.83 1.67 +/- 0.71 1.42 +/- 0.60
5 9.56 +/- 4.06 163.30 +/- 69.49 145.78 +/- 62.03
6 97.35 +/- 41.42 0.30 +/- 0.13 9.31 +/- 3.96
7 2.70 +/- 1.15 0.76 +/- 0.32 0.69 +/- 0.29
8 1.35 +/- 0.57 1.70 +/- 0.72 1.77 +/- 0.75
9 1.39 +/- 0.59 1.34 +/- 0.57 1.50 +/- 0.64
10 1.30 +/- 0.55 1.22 +/- 0.52 0.98 +/- 0.41
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3.3 Quantifying the Results

The following results show how we quantified and comparted the performance of the

MLE methods to the position-ratio method. This was done using:

• The CR lower bound and comparing that to the width of the fitted Gaussian for the

X- and Y- projections of each test spot.

• Comparing the sample means and standard deviations from the event distributions at

each beam position for the position-ratio and MLE 2-D method.

• Comparing the spatial response and average spatial resolution from pseudo-flood

images of the digital pixel.

• Comparing how the MLE method performs on a center test spot from the other (three)

digital pixels using the MDRFs of the analyized digital pixel.

3.3.1 MLE 1-D CR Lower Bound, and MLE 2-D Sample Mean

Figures 3.13 and 3.14 show the resulting values for the CR for the MLE 1-D case,

MLE 2-D not shown (the CR for MLE 2-D is a 2-D image instead of a plot,thus, only

MLE 1-D is shown for simplicity). The sample mean, Figure 3.15 is shown for both the

position estimation ratio and MLE 2-D.
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Figure 3.13: CR Lower Bound for the AC-Coupled Side of the Detector for Depths 2-10.

Figure 3.14: CR Lower Bound for the DC-Coupled Side of the Detector for Depths 2-10.

In addition to the raster scan, another data set was taken from the center of a strip to the

center of the next strip in steps of 0.05 mm. This data set is used in Figure 3.15 to see if

the MLE method places events differently than the position-ratio method.
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Figure 3.15: Sample Mean of Estimated Positions for position-ratio and MLE 2-D
Methods. Sample means are plotted for position estimation methods for the X-projection
(left plot) and Y-projection (right plot). Red lines are the standard deviation to the sample

mean for the position-ratio method while the green lines are for the MLE 2-D method.

3.3.2 Pseudo-Floods and Average Spatial Resolution

Using the images from all of the beam positions of the digital pixel, a pseudo-flood

image was made for each method to see how the spatial response changes across the digital

pixel. These images are shown in Figure 3.16. Table 3.3 lists the average resolution across

the pixel for each method.

Figure 3.16: Pseudo-floods Using position-ratio Method, MLE 1-D, and MLE 2-D. Left:
position-ratio Method, Middle: MLE 1-D, and Right: MLE 2-D.
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Table 3.3: Average Spatial Resolution. Spatial resolution in mm.

Position
Ratio Method

MLE 1-D MLE 2-D

X: 2.69 +/- 1.14
Y: 1.82 +/- 0.77

X: 2.81 +/- 1.19
Y: 1.28 +/- 0.54

X: 2.67 +/- 1.13
Y: 1.19 +/- 0.50

3.3.3 Spot Tests: Other Digital Pixels

Since the raster data collected spans a 2x2 strip area, we can see how well the MLE

method works at other detector locations using the calibration (i.e. the MDRFs) of the

analyzed digital pixel. These spots should be compared to the center spot in Figure 3.7 and

the Gaussian fit in Figure 3.9.
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Figure 3.17: Beam Position in Lower Left Digital Pixel. Beam spot located near the center
in the lower left digital pixel of the 2x2 strip scan. Top Left: image via position-ratio

method, Top Right: image via MLE 2-D method. Bottom Left: Gauss fits to the
x-projection of the image for both methods, Bottom Right: Gauss fits to the y-projection

for both methods.
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Figure 3.18: Beam Spot in Upper Left Digital Pixel. Same description as 3.17, but for the
upper left digital pixel.
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Figure 3.19: Beam Spot in Upper Right Digital Pixel. Same description as 3.17, but for
the upper right digital pixel.

3.4 Discussion

MLE 1-D Results: Section 3.1.1 contains the results from the MLE 1-D. While there is

improvement to the spatial resolution for the center of the pixel, MLE 1-D is only compa-

rable to the position-ratio estimation method at the edge and the corner (x-projection) of

the pixel. Gaussian fits are poor for both methods at the edge due to the fact that some of

the counts are lost to the gap, or are collected by the next strip over, making the projection

in the x-direction asymmetric.

MLE 1-D By Depth Results: Both the position-ratio and MLE 1-D methods have asym-

metries in the spatial resolution that is dependent on the depth of interaction. Depths 2-4
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are symmetrical, depths 5-7 have better spatial resolution along the x-axis, and depths 8 and

9 (and 10 to an extent) have better spatial resolution along the y-axis. Since the detector

is reverse-biased, the AC-coupled side collects the electrons and the DC-coupled side col-

lects the holes, one reason for this behavior is that the electrodes are more sensitive as their

respective charge carriers get closer. Also, the distance that the electrons and holes have to

travel from the point of interaction also plays into this. An interaction in the upper half of

the detector means that the holes will have a shorter distance to travel than the electrons.

This could affect the size of the charge clouds as the charge carriers reach their respective

electrodes, making the electron charge cloud larger. Modeling the signal generation of the

detector can determine the initial size and growth due to diffusion of the charge clouds to

see if this causes the asymmetry.

One difference between the two methods is that the MLE 1-D images experience ”miss-

ing” counts. For example, depth 5 in Figure 3.5 contains no counts in column 4, even with

adjacent columns containing counts. This occurs for each beam position and is also seen

with other columns or rows at other depths. This could be due to the selection of a partic-

ular row and column from the MDRFs to be used in the ML estimation. It is also possible

that there are small differences in the likelihood values such that some sub-pixels are never

chosen.

The spatial resolution by depth is essentially similar between the two methods (when a

good fit is possible). Depth 5 in the x-projection will always be poor (and vice-versa for the

y-projection (not shown) at depths 8 and 9). Generally, the Gaussian fitting by depth does

not perform well (although for the counts summed over all depths the fit does work well).

MLE 2-D Results: Figure 3.7 shows the summed MLE 2-D images, while Figures

3.8, 3.9, and 3.10 show the Gaussian fits. MLE 2-D performs better, with a better spatial

resolution in most cases compared to both the position-ratio method and the MLE 1-D

method with the exception of being comparable to MLE 1-D at the center.

MLE 2-D By Depth Results: The same pattern of spatial resolution dependence on
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depth that is seen in the position-ratio method and the MLE 1-D method is also present

in the MLE 2-D method. However, the MLE 2-D method does not have the ”missing”

counts issue that is seen in MLE 1-D. In this method, all possible values of the likelihood

are calculated from the full MDRFs (rather than a single row or column). The spatial

resolution by depth is similar to Figure 3.6.

FIM and CR Lower Bound: FIM is based on the MDRFs from the data and not on the

estimation method, thus, using the CR Lower Bound that is obtained from the FIM is one

way to examine the performance of our detector. If we compare some of the sigma values

from the fits that are summed over all depths (or even the sigma values at the fits by depth),

the CR Lower Bound is, at minimum, an order of magnitude smaller than any of the sigma

values from the fits. There are a few reasons why we do not reach this lower resolution

limit: the photoelectron-range, the size of the charge cloud, and Compton scatters.

Both the photoelectron -range and the size of the charge cloud depend on the energy

of the gamma-ray and of the imparted energy to the photoelectron in the interaction [37,

111]. In Hayward and Wehe, 2008 [111], simulated GEANT results showed that cloud size

increased nearly linearly with gamma-ray energy (on average); thus if we assume based on

these simulation results that at ≈155 keV the cloud size would roughly be ≈ 28 µm, then the

CR Lower Bound is much smaller. Thus, it is possible for our system to be ”photoelectron-

range limited” [37].

Compton scatters could also be a limiting factor in obtaining the CR Lower Bound.

Since the CR Lower Bound is a function of the MDRF’s, Compton scatters would likely

cause the MDRF’s to vary. This would result in more errors for the MLE as the ML tends to

be biased to larger values (even if variations in the MDRF’s are small). While we typically

exclude Compton events based on the number of strips involved in an interaction, we could

still have Compton scatters that are mistaken for single strip interactions. In Figure 2.11,

even when the beam is positioned under a strip we were still able to obtain multi-strip

events. Because the beam was at the center of a strip and not at the edge, we know that
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these events are not charge-shared.

While the sigma values from the Gaussian fits are too large compared to the CR Lower

Bound values, the behavior of the spatial response with depth is similar. For the DC-

Coupled side (which predicts the x-position, and are the vertical front strips), spatial res-

olution is poor at depth 5 (see Figures 3.5 and 3.2. Likewise, the CR Lower Bound for

depth 5 on the DC-Coupled side is larger than the other depths. This also occurs on the

AC-Coupled side for depths 8 and 9 (which corresponds to the y-positioning).

Sample Mean Results: Figure 3.15 shows the calculated sample means from the esti-

mated event distributions for the position-ratio and MLE 2-D methods. This data is difficult

to represent near the gap, as both methods will contain sub-pixel values that pertain to the

next strip and those affect the sample mean. For example, in the x-projection, moving from

the edge of strip 7 (70 with the 10 sub-pixels) onto strip 8 (80) means that the sub-pixel

estimations of 7 - 9 would pertain to strip 7 while those from 1 - 2 would pertain to strip 8.

However, we did not account for these sub-pixels to belong to either strip in the estimation,

thus the sample mean for positions close to the gap is lowered (or raised) when containing

these sub-pixels that actually belong to the other strip. To try to account for this, we as-

signed these sub-pixels to each strip, i.e. 7-9 belong to strip 7, 1-2 belong to strip 8 which

results in Figure 3.15. The curvature of the points over the gap area are a result of forcing

this hard cut-off with the strip assignment instead of verifying what the strip assignment

was for that particular event. Future work should keep track of strip assignments for each

MLE of each event to obtain a better representation of the sample mean near the gap.

Despite the curvature near the gap, it is interesting to note that the sample mean of

both methods are similar, even though the individual spots discussed earlier in this chapter

seemed promising for the MLE 2-D results for fixing the distortion. However, since the

distribution of events on either side of the strip contain a mix of events from both strips,

allowing for those in the sample mean (via the recommendation above) would represent the

behavior better and to verify if there is a difference between the two methods at the strip
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edge.

Spot Tests with Other Digital Pixels: Using the same MDRF’s, inverse covariance, and

determinant for the analyzed digital pixel (bottom right digital pixel of the 2x2 strip area),

we looked at spots near the centers of the other three digital pixels. In clockwise order

from the bottom right digital pixel: bottom left, upper left, and upper right digital pixels.

The resulting MLE 2-D image is shown with the position-ratio image and their Gaussian

fits in Figures 3.17 - 3.19. Table 3.4 lists the spatial resolution for all four beam locations.

Table 3.4: Spatial Resolutions of Each Digital Pixel. Spatial resolution (mm) of a beam
location near the center of each digital pixel. Each result in shown in the earlier sections

(see figure numbers in table).

Method Lower Right Pixel (Figure 3.9) Lower Left Pixel (Figure 3.17)
Position-ratio X: 2.25 +/- 0.96 Y: 1.40 +/- 0.59 X: 2.26 +/- 0.96 Y: 1.36 +/- 0.58

MLE 2-D X: 1.66 +/- 0.70 Y: 1.36 +/- 0.58 X: 1.42 +/- 0.60 Y: 0.97 +/- 0.41

Method Upper Left Pixel (Figure 3.18) Upper Right Pixel (Figure 3.19)
Position-ratio X: 2.14 +/- 0.91 Y: 1.68 +/- 0.71 X: 2.14 +/- 0.63 Y: 1.62 +/- 0.69

MLE 2-D X: 1.47 +/- 0.62 Y:2.33 +/- 0.99 X: 1.49 +/- 0.63 Y: 2.33 +/- 0.99

Starting with the lower right pixel, the spatial resolutions for the position-ratio method

are similar when moving in the horizontal direction (left to right for example) but differ

when moving vertically, especially in the resolution for the Y-projection. MLE 2-D shows

this trend for the upper digital pixels but not for the lower ones. Additionally, when moving

horizontally, MLE 2-D has better spatial resolution along the Y-projection compared to the

position-ratio method; however when moving vertically it is the X-projection that has the

better spatial resolution. Thus, both methods indicate that our detector is more sensitive in

the Y-direction. Overall, a MLE based on MDRFs from a calibration from one location in

the detector does not perform well due to this.

Implications: Astro-imaging and SPECT: Referring back to the COSI instrument men-

tioned in Chapter 1 which also had DSS HPGe detectors, our average spatial resolution is
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comparable in the x-direction and better in the y-direction. Event positioning on COSI is

simply just the x- and y-strip that the event occurred in or near to (there are 37 strips with

2 mm strip pitch, the gap size is the same as ours, 0.25 mm) a strip. Using MLE how-

ever, could allow for a DSS HPGe detector with wider strips giving the instrument more

detection area (depending on the shape of the crystal) and less output electronics.

Currently the electronics on COSI do not allow for waveform digitization as is done

in our electronics [124], however, pulse-height might be possible and sub-strip positioning

may be done by using the fast signals as a type of threshold discriminator. In this case,

either the position-ratio or the MLE method that we investigated could be used for the

position estimation. More research would be needed on what information is lost when (1)

a waveform is digitized and reduced to a single value as in our case and (2) how does that

differ when only a pulse height of the waveform is used.

In nuclear imaging and small-animal applications, spatial resolution of an imaging sys-

tem ideally should be the sub-mm range [55]. SmartPET, a system for PET imaging using

DSS HPGe detectors has around 1 mm [125]. With both position methods currently, neither

give sub-mm resolution. As stated above, some of the reasons for not achieving our ideal

resolution (which would be the CR Lower Bound) are the Compton Scatters, photoelectron-

range limited, and the size of the charge cloud. In using the MLE method in the way that

we did (using the squared integrated fast signal values), our limitations are due to not being

able to properly fit the response at the edge of the strip and at different depths. With a

response that changes with both position and depth, a more complex fit is required that can

appropriately fit the tails of the responses as the beam moves near and away from the gap.

Lastly, not using the full waveform in itself is a limitation, this is discussed more in the

next section.
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3.4.1 Future Work

The purpose of this study was to see if the MLE method would remove the effect from

the position-ratio method of preferentially placing counts at the edge and also seeing if bet-

ter spatial resolution could be obtained. While the MLE 2-D results showed some promise

in that area, both with better spatial resolution and in the result of the beam at the corner

of the pixel (with the centroid being less shifted to the edge of the pixel compared to the

position-ratio method; the sample mean did not show a difference between either method.

While the depth fits were poor, it would be of interest to see if performing a MLE by

depth, and then subsequently adding the depths for a 2D image result is still more beneficial

than just perfoming an MLE on 2D event information (collapse the depth information first

and then do the estimation).

With the level of information obtained from using the fast and slow signal values, we

are still limited in the fact that we can not differentiate between charge-shared events and

Compton scatters. However, more information could be obtained from waveform data,

which was also collected at APS in a similar raster pattern. The waveforms could then be

investigated as a function of position. For example, if there was some sort of difference in

the waveforms at a beam position in the center of a strip vs. the waveforms in the center

of the gap then it may be possible to differentiate a charge-shared event from a Compton

scatter. Additionally, the information that might be obtained from how the waveforms differ

when approaching and leaving a strip edge would improve the positioning done with just

the 2-strip events. This study would require modeling of signal generation in the detector,

waveform analysis, and a more complicated MLE, one that would include a method of

classifying different waveforms for different events.
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3.5 Conclusion

In this work, we aimed to improve the our imaging system by attempting to remove

the image distortions seem in our previous prototype. We did this by collecting calibration

data that would allow us to define the response of our detector as a function of position

and depth using a well collimated x-ray beam source at APS. This data was then used to

develop a likelihood model that would then be used to perform the position estimation at

each event. The model used was a multivariate Gaussian and estimation was performed

using both a 1-D and a 2-D variation, with the estimation applied at each depth.

What we found was that a MLE 2-D estimation shows (when looking at individual

beam locations) the most promise as far as improved spatial resolution, and also seemingly

a tendency to not preferentially place positions at the edge. Quantitatively, however, a

sample mean calculation done on data collected from strip center to strip center showed

little difference between the position-ratio method and the MLE method; with the behavior

near the gap being difficult to quantify for both methods. Further work should be done

to verify that the MLE methods are indeed as biased as the original position estimation

method, one way that this could be improved is by incorporating which strip the event

triggered into the sample mean. Also, using a Gaussian mean and sigma value may not be

appropriate for the shape of these resulting pdfs. Another way to improve the MLE method

is to use the full waveform instead of the single value of the fast-signals obtained from the

digitization. This, along with modeling the signal generation of the detector would provide

a more accurate estimation of the spatial response.

Lastly, the calculated CR Lower Bound values where shown to be much smaller than

the sigma values obtained with any of the position methods. Various explanations were

discussed as to why our detector system does not reach this lower bound including being

photoelectron-range limited and incorrectly identified Compton scatters.
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