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CHAPTER 1

Introduction

1.1 Motivation

Over the past several decades, we have experienced substantial advances in digital and

information technologies, notably in their applications to health and health care. The con-

fluence of modern large-scale databases, statistical learning methods, and computational

capabilities, has empowered medical record data collection, storage, and analysis at an un-

precedented scale. As such, it is increasingly possible to develop data-driven methods to

generate insight into the practice of healthcare. Along with precision medicine initiatives

[1], the research and analytics built upon the access to enormous amounts of medical data

is expected to have a near-term impact on the development and refinement of healthcare

delivery and clinical decision support, as well as lay the groundwork for a long-term trans-

formation of healthcare in terms of efficiency and effectiveness.

This opportunity, however, is frequently put in jeopardy by privacy concerns. In 2021,

DeepMind, an Alphabet subsidiary, was accused of violating patient privacy in processing

medical data from the UK’s National Health Service1. The concerns of specific stakehold-

ers over privacy violations in data sharing may counteract their belief in the benefits of

sharing medical data to enhance the healthcare outcomes. Currently, a multi-party conflict

between the patient, heath care executive, researcher, and other stakeholders widely per-

vades the data sharing process2 – for example, patients expect a commitment to the privacy

and security of their data through more robust regulatory protection and oversight; health-

care executives hesitate to share data for being held accountability of a potential privacy

breach; and data users, who are well positioned to reuse medical data for a wide variety of

secondary uses, are limited in their ability to make progress to restrictive policies regarding
1https://www.cnbc.com/2021/10/01/google-deepmind-face-lawsuit-over-data-deal-with-britains-

nhs.html
2https://nam.edu/health-data-sharing-special-publication/
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data access.

Concerns about privacy intrusions in the data sharing process are not unfounded. In the

United States, the Health Insurance Portability and Accountability Act (HIPAA)3 mandates

de-identification of individual-level medical data intended for public distribution. The de-

identification could use either the Expert Determination method or the Safe Harbor method

(i.e., the removal of 18 specific types of identifiers). However, stripping away identifiers

is not always sufficient to protect an individual’s privacy. Back in 2006, researchers found

that the supposedly anonymized data, if characterized by high dimensionality and sparsity

(which is similar to the case of medical data), can be re-identified at a high probability

by leveraging background knowledge from an auxiliary outside source [2]. To prevent re-

identification, the research community proposed statistical disclosure limitation models,

such as k-anonymity [3], l-diversity [4], t-closeness [5], m-invariance [6]. However, these

models are often achieved by making edits to the data directly (e.g., through attribute gen-

eralization), which induces an inherent tradeoff between the data utility and privacy. As a

result, to avoid a significant loss of data utility, theoretically guaranteed privacy protection

against re-identification is frequently impossible to achieve.

Over the past decade, the notion of sharing synthetic data [7] as an alternative to real

data has gained traction in the medical informatics community. To provide context, in the

setting of creating synthetic data, a real dataset is a collection of observations that represent

the real-world data distribution over a predefined feature space, and the synthetic dataset is

a sample from the simulation of this distribution. Intuitively, if the simulation is sufficiently

accurate, a resulting synthetic dataset can be viewed as a statistical equivalence to the real

dataset, with similar utility. And, from a privacy standpoint, given that no synthetic data

belong to a real person, there is naturally little risk of directly associating the data with an

individual’s identity, which indicates that using synthetic data for sharing purposes could

mitigate privacy concerns.

3https://www.hhs.gov/hipaa/for-professionals/privacy/index.html

2



Synthetic data is not new and methods for its creation and dissemination have a long

history. Back in 1993, Rubin [8] has introduced the concept of releasing synthetic micro-

data for public use, as well as a multiple imputation approach to create synthetic datasets

by replacing actual values of all of the variables of real individual with predicted values.

However, the effort to translate methods into practice not been limited until recent times,

particularly due to advances in machine learning theory and computational power. Specifi-

cally, researchers lacked effective tools for modeling high-dimensional data with complex

cross-feature correlations. Furthermore, previous attempts at data simulation heavily relied

on strong assumptions about the data distribution (e.g., knowledge abstracted by domain

experts), making it difficult to generalize from specific cases. More recently, the machine

learning community has focused on the development of a branch of advanced generative

models based on deep neural networks. With deep learning, medical record simulation is

formulated as a data modeling problem, which, at its core, is about representation learning

– whereby the data distribution is modeled in a latent representation space through a set of

parameterized mapping functions. As neural networks grow in their depth and number of

parameters, their ability to govern complicated distributions improves with high statistical

generalizability, scalability, and little reliance upon knowledge drawn from domain experts.

As such, new research avenues and opportunities for synthetic data simulation are opened.

1.2 Problems and Research Goals

This dissertation focuses on creating a synthetic data simulation pipeline to enable privacy-

preserving medical data sharing, with an emphasis on electronic medical records (EMRs).

This goal is decomposed into three sub-problems: 1) developing a statistical learning

framework for capturing the real data distribution and sampling synthetic data from the

learned distribution, 2) evaluating how synthetic data adapt to utilities, and 3) analyzing the

underlying risk of privacy disclosure associated with sharing synthetic data. A high-level

abstraction of the problems and research goals is shown in Figure 1.1. The sub-problems

3



are detailed in the following subsections.

Figure 1.1: An abstraction of the problems and research goals

1.2.1 Electronic medical records Simulation

To begin, I provide a brief overview about how EMRs are represented in this dissertation.

The EMR of a patient is represented as a series of episodes (e.g., outpatient visits or hospital

stays), each of which is associated with a collection of clinical events (e.g., diagnoses

made or procedures performed during the same episode). Clinical events are specified

using standardized coding systems that maintain a fix-sized vocabulary (e.g., International

Classification of Diseases billing codes). Figure 1.2 provides an architectural depiction

of medical data types and structures extracted from the Observational Medical Outcomes

Partnership (OMOP) representation that we rely upon to form the patient representation.

Doing synthetic data generation at scale for all features simultaneously remains an open

problem. This dissertation focuses on a subset of the OMOP representation (e.g., diagnosis,

procedure) as a proof of concept, and leaves other types of data (e.g., natural language text)

for future work.

The objective of simulation is to create a synthetic version of the real dataset for reuse.

4



This objective necessitates that the synthetic data have similar utility as their real-world

originals. To accomplish this, I consider the utility of synthetic data from two perspec-

tives: completeness and quality. Completeness refers to the amount to which synthetic data

represents the attribute space of the real data, which dictates the type of hypothesis or an-

alytics that may be developed on top of the synthetic data. Quality, by contrast, describes

how well the synthetic data approximate the real data in a specific attribute space, which

determines the fidelity of the hypothesis or analytics derived from the synthetic data. In-

tuitively, higher data completeness is likely realized at the expense of a lower level of data

quality. For example, correlations between attributes in high-dimensional data are difficult

to capture completely. In comparison, synthetic records with compressed clinical informa-

tion are more likely to be constructed with a minor statistical bias toward the real data. As

such, to maximize the utility of synthetic data, simulation research regarding various levels

of completeness is required.

Building on the aforementioned patient representation, this dissertation explores two

distinct types of simulation objectives. The first is referred to as a patient profile, which

is a projection of the record into the event coding space that neglects the record’s intrin-

sic temporal structure. The second is referred to as a longitudinal record, which retains

the record’s original temporal structure. Figure 1.3 provides an abstracted example of the

patient profile and longitudinal record.

1.2.2 Utility Evaluation

An answer to the question “Is the synthetic data as reliable as the real data, regardless of any

specific usage?” is essential for anyone who intends to share or use the synthetic dataset.

Yet, obtaining such an answer is non-trivial. Human experts have intuition and specialized

knowledge in determining a synthetic record’s authenticity. However, human evaluation

is frequently prohibitively expensive, hard to acquire, and subject to within-expert and

between-expert variability [9], and thus, requires supplementary evaluation methods for
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Figure 1.2: An example of the longitudinal medical data structure for a patient with 4
episodes. Each box represents a concept domain for OMOP representation. The darker
gray indicates domains that we rely upon in the analysis in this dissertation.

Figure 1.3: An abstracted example of a medical record with 5 episodes. Each letter repre-
sents a unique clinical concept.

large-scale studies.

An auxiliary type of method to rely upon for evaluation is machine learning-based an-

alytics. However, this type of method needs careful consideration because it is prone to

several shortcomings. First, a measurement may not be comparable across semantically
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dissimilar datasets. This is an obstacle to establishing a universal gold standard for the

quality of synthetic data. The absence of such a standard may complicate the process of

developing policies for synthetic data. Second, it may be challenging to make intuitive

judgement about synthetic data’s quality in terms of a measurement. Third, a slight diver-

gence of a measurement may not always indicate a high utility for a particular application.

As such, a reliable evaluation typically requires the use of a comprehensive and diverse set

of methods in conjunction with one another. To achieve this goal, this dissertation investi-

gates application-agnostic evaluation criteria over first-order statistics, structural properties

in either original or latent space, and distinguishability of real and synthetic data.

1.2.3 Privacy Risks Analysis

It has been claimed that the use of such approaches poses little risk to the privacy of the

individuals whose data are used to compose the models for data synthesis [10, 11]. Such

claims are founded on the expectation that synthetic data does not retain an explicit one-

to-one match with real individuals (which enables a linkage attack, by which the data are

linked to individuals’ identity with the assistance of public sources, such as a publicly

accessible voter registration database [2, 12]). However, there is evidence that the models

involved in data synthesis can leak information associated with the training samples [13, 14,

15, 16, 17], much like how certain types of machine learning models are known to do. For

instance, generative models for sequential data can suffer from unintended memorization

[18], whereby the synthesized features mimic, or are highly similar to, a specific training

sample. As a consequence, an adversary can mount a membership inference attack [19,

20, 21], whereby they infer if targets known to the adversary were used in the synthetic

data generation process. Membership inference is a privacy violation in its own right as the

targets do not necessarily disclose that they visited a particular healthcare organization or

participated in a biomedical research study. Moreover, when membership inference occurs,

further compromises, in the form of attribute inference [22, 23], may arise. For instance, the
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information associated with these targets reported in the synthetic data, but not known to

the adversary a priori, could be revealed as well. The following example further illustrates

how it raises privacy risks. Imagine that a malicious attacker Mallory gained access to a

patient Bob’s medical record history (e.g., via a data broker, self-disclosure by the patient

themselves, or a breach of a data warehouse). At some later point in time, Bob received

diagnosis x (e.g., HIV-positive) and was treated at a healthcare facility, which Bob intends

to keep confidential. Then, a researcher at the facility makes public a synthetic cohort of

individuals with diagnosis x based on its set patient records. Now, imagine that Mallory

applies a membership inference strategy to learn that Bob’s record was included in the

records relied upon to generate the synthetic cohort. At this point, Mallory learns Bob was

diagnosed with x, which further compromises Bob’s privacy.

Although it has been shown that the application of statistical perturbation, such as the

mechanisms inherent in differential privacy (DP) [24, 25], may assist in the reduction of

such risks; generally, they are not preferred from the perspective of the data user. That is

because, for generative models, DP can lead to a significant reduction in the utility of the

resulting data [26, 27], rendering the synthetic data relatively inadequate for their intended

purposes.

Given such problems, it is in the best interest of a data holder to consider the risk that a

privacy attack will be successful. And, based on the analysis, they can then decide if it is

appropriate to share the synthesized data or if additional protections (either technical mech-

anisms, such as DP, or data use agreements) are warranted. This dissertation formulates the

membership inference and attribute inference problems from the perspective of the data

holder, who aims to perform a disclosure risk assessment prior to sharing any medical data.

1.3 Dissertation Overview

The remainder of this dissertation details our effort in designing synthetic EMR simulation

pipelines. My research encompasses all three facets of the learning and generation method,
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utility evaluation, and privacy analysis for both patient profiles and longitudinal medical

records. The following is the structure of this dissertation.

In Chapter 2, I describe a simulation pipeline for patient profiles. In Chapter 3, I in-

troduce a framework for modeling the temporal characteristics of EMR data and a corre-

sponding simulation pipeline for longitudinal medical records. Both Chapters 2 and 3 cover

methods for assessing the utility and privacy of synthetic data. In Chapter 4, I discuss how

to improve the pipeline demonstrated in Chapter 3, considering the model training and data

generation strategies, as well as the utility evaluation method. In Chapter 5, I introduce a

method for longitudinal medical record simulation that is distinct from the one described in

Chapters 3 and 4, and I evaluate this method from both the utility and privacy standpoints.

Chapter 6 concludes this dissertation with my contributions, the limitations of the current

work, and the potential research directions for future work. Parts of Chapters 2, 3, and 5

have been published as peer-reviewed journal articles [28, 29, 30]. Part of Chapter 4 was

under review as a peer-reviewed journal article as the time this dissertation was submitted.
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CHAPTER 2

Patient Profile Simulation

2.1 Introduction

The research community has attempted to simulate synthetic EMR data through mod-

els based on clinical knowledge published in the literature and the data documented in

real electronic medical records [31, 32]. Certain contributions can be categorized into

knowledge-oriented EMR synthesis, where knowledge is extracted either from real EMR

data or external data [33, 34]. For instance, Buczak et al. generate synthetic EMRs of tu-

laremia patients by mining real EMR records to obtain patients’ care patterns, frequencies

of billing codes and syndromes [35]. These approaches are appropriately designed based

on the extracted knowledge and can account for static, as well as temporal aspects of a

patient’s status and the evolution of disease. However, there are several limitations that

are common to these approaches: 1) the knowledge merged into the generation process is

often incomplete (or biased), 2) the generation mechanisms are specific to a particular phe-

notype or process, which lacks generalization ability, and 3) sharing patient-level synthetic

data may be vulnerable to another privacy intrusion, such as membership attack. In this

situation, the data recipient is able to correctly predict if a real record is part of the training

dataset that led to synthetic records. This attack may leak information about features (e.g.,

diagnoses) of a real patient.

More recently, the machine learning community has focused on another category, which

we refer to as data-driven EMR synthesis, through the research into advanced generative

models that automatically extract the inherent knowledge within (or between) data in real

records. Among various techniques, generative adversarial networks (GANs) [36] have

shown a remarkable ability to generate synthetic data with a realistic feel, while simultane-

ously protecting privacy. This is because the artificial nature of the data has the potential
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to mitigate the concerns of re-identification. GANs have potential to be resistant to the

attribute inference and membership inference attacks [37]. In general, GANs are notable in

that they are designed to address an adversarial environment in which a generator is forced

to produce increasingly realistic instances, such that an evolving discriminator, cannot dis-

tinguish them from real data. To date, the applications of GANs have been successful in the

domains of imaging [38, 39, 40], natural language text [41, 42, 43] and audio generation

[44, 45].

Over the past several years, GANs have been customized to generate structured and

categorical EMR data (e.g., sets of billing codes) [37, 46]. GANs in this domain adopt the

following pipeline. Initially, the system selects a training dataset of EMRs that satisfies

the definition of a target population (e.g., type 2 diabetics). Next, the system optimizes

for an objective function based on the distance between the distributions of synthetic and

real data. Finally, the system evaluates the GAN with respect to data utility and privacy

risks. The evaluation of GANs is usually accomplished by characterizing both the distribu-

tional similarity of features and predictive similarity on a simple task between the real and

synthetic data.

However, this approach to EMR simulation has several drawbacks. First, the current

GAN model may not be sufficiently efficient in capturing the data distribution, thus, induce

a barrier in the learning task. Second, current measures of data utility fail to characterize if

the generated data retain key structural properties of real data in the original and the latent

space. Third, relying solely on the EMRs of a population of interest as the training data

may cause a loss of certain statistical properties of the real data.

Given the limitations of the current simulation pipeline, we hypothesized that the util-

ity of the data could be enhanced, without scarifying privacy, through a refinement of the

learning process and models. Specifically, we aimed to enhance the learning model of

GANs through introducing advanced optimization objective, incorporating additional util-

ity measures of key structural properties, and refining the filtering strategy for selecting
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training data. This chapter demonstrates the plausibility of this hypothesis by applying the

new GAN pipeline with approximately one million real EMRs from Vanderbilt University

Medical Center (VUMC).

2.2 Related Work - GANs in the Medical Domain

In the medical domain, several variations of GANs have been developed to generate realis-

tic EMRs of diagnosis and procedure codes. These include medGAN [37], medBGAN and

medWGAN [46]. These GANs have several commonalities and their architecture is shown

in Figure 1a. First, they are all based on a framework that combines the GAN architecture

with an autoencoder (which projects the original data into a low dimension space and then

reconstructs them), as shown in Figure 1a. The autoencoder is incorporated to address the

limitation that the original GAN cannot generate discrete outputs. This is achieved by con-

catenating the generator with the pretrained decoder, which is fine-tuned during the training

process. Another common characteristic is that they all apply batch normalization [47] and

a shortcut technique [48] to the generator to accelerate learning. Yet, these GANs differ in

their distance measures between the distributions of real and synthetic data.

medGAN applies Jensen-Shannon Divergence (JS Divergence), which makes it sus-

ceptible to mode collapse, where the generator learns to map different inputs to the same

output, and mode drop, where the generator only captures certain regions of the underlying

distribution of the real data [49]. To stabilize GAN training and solve the mode challenges,

medBGAN and medWGAN adopt the distance measures introduced in Boundary-seeking

GAN [50] and Wasserstein GAN [51, 52], respectively. The objective function of med-

BGAN pushes the generator to match the distribution of the real data by continuing to

generate samples near the boundary of the discriminator in each optimization iteration. By

contrast, medWGAN applies Wasserstein Divergence to formulate the objective function

in a manner that the divergence between the distributions can be more accurately measured

in a gradient-descent algorithm.
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2.3 The EMR-WGAN Framework

2.3.1 Model Architecture

EMR-WGAN, whose architecture is shown in Figure 2.1b, refines the learning model. It

uses the basic structure of the medGAN with several modifications. First, due to the draw-

backs of JS Divergence, EMR-WGAN, like medWGAN, adopts the Wasserstein Diver-

gence and employs an corresponding implementation known as WGAN-GP [52]. Sec-

ond, we remove the autoencoder because pre-training is no longer required to stabilize the

training process when Wasserstein distance is used as the optimization objective and the

WGAN-GP framework is capable of simulating discrete data. Third, to mitigate the effect

of an exploding gradient, a phenomenon in which gradients accumulate large amounts of

error (resulting in unstable training), and a vanishing gradient, a phenomenon in which

the gradient of the loss function becomes zero (resulting in an inability to appropriately

update the network), we additionally apply layer normalization [53] in the discriminator.

Batch normalization is not applied because it would change the training objective from pe-

nalizing the norm of the discriminator’s gradient with respect to each input independently

to penalizing the gradient’s norm of the entire batch (which is required in WGAN-GP to

enforce the Lipschitz constraint to the discriminator). By contrast, layer normalization

maintains its computation within each single input, which is suitable for the discriminator

to mitigate the training obstacles incurred by unexpected gradient updates.

2.3.2 Training Strategy

For the purposes of generating EMR data with a specific concept, it is straightforward to

train a GAN model on real records with the same concept. We refer to such a filtering

strategy as simple training. However, simple training may cause a loss of certain statistical

properties when the size of available real data is small.

We introduce a conditional training strategy, where we use a conditional version of

GANs over the EMR data with various concepts to generate synthetic records of a single

13



Figure 2.1: Architecture of (a) previous and (b-c) proposed GAN models.

concept. For example, when the target concept is Male, age 18-44, then conditional training

will addtionally involve real records of females and other age groups in the training process.

Conditional training needs to explicitly figure out the concept label of each record, thus
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we build the conditional version of EMR-WGAN, EMR-CWGAN, whose architecture is

shown in Figure 2.1c. We incorporate the concept labels of records as part of the generator

and the discriminator. Specifically, the labels are denoted by a set of embeddings, which are

integrated into the input of the generator and discriminator. After training EMR-CWGAN

with different populations and their labels, one can apply the embedding associated with

the label of a desired population to obtain synthetic records.

2.3.3 Evaluation measures

2.3.3.1 Utility Measures

Dimension-wise Prediction (DWP) [37]

This measure evaluates the degree to which a generative model captures the inter-dimensional

relationships of real data, following a strategy summarized as ”Train on Synthetic, Test on

Real (TSTR)” [54]. Specifically, for each binary attribute, two classifiers are trained on real

and synthetic data, where the binary status of the attribute serves as the dependent variable

and all remaining attributes serve as the independent variables. Specifically, the real dataset

is randomly partitioned into two sets: Training and Testing with ratio 4:1. The generative

model is trained on Training and, subsequently, generates a Synthetic set with the same

size. The two logistic regression classifiers for each attribute are trained on Training and

Synthetic, respectively, and then both are evaluated with Testing. We then compare the F1

score of the classifiers. For offering a ceiling on the performance of the generative model,

we partition Training into two equally-sized subsets, train a classifier for each and compare

them with Testing.

Latent Space Representation (LSR)

This measure evaluates the ability of a generative model to capture the latent factorized

representations of real data. It is natural to assume that each real record is generated from a

distribution p(x|w), where w represents data generative factors in the latent space Rd with
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m independent and d−m dependent dimensions. We utilize the β -Variational Autoencoder

(β -VAE) [55] to discover, among Rd , an efficient representation w
′ ∈ Rm of real data.

β -VAE rewrites the objective function of VAE [56] by inserting a weight β to the KL

Divergence regularization:

L (θ ,φ ;x,z,β ) = Eqφ (z,x) log pθ (x|z)−βKL(qφ (z|x)||p(z))

where z∈Rd satisfies the standard Gaussian distribution. A larger β value encourages more

dimensions qφ (z|x) in to approach their corresponding dimensions in p(z). In other words,

the mean of the variance distribution in each of these dimensions is forced to approach 1.

At the same time, the remaining dimensions (i.e., w
′
) can be thought of as efficient latent

dimensions to characterize, and then reconstruct, the input data. We interpret each of these

dimensions as a latent mode. A useful generative model is expected to yield synthetic data

with a variance distribution for each latent mode that is similar to real data.

We train a β -VAE model over the real dataset and retain the set of latent modes with

a threshold for the mean of the variance distribution less than 0.5. We provide a synthetic

dataset of the same size as the real dataset into this β -VAE model. In doing so, we record

the variance distributions of the latent modes. We measure the distance between the mean

of each mode’s variance distribution and the mean of its counterpart in real data. A smaller

distance indicates a greater similarity in synthetic and real data.

First-order Proximity (FOP)

This measure investigates whether synthetic data retains the local structure of real data. To

do so, we build an undirected attribute graph from a population (with a format of adjacency

matrix), where the weight of an edge between a pair of attributes corresponds to their co-

occurrence frequency in the population (i.e., the count of patients have positive values for

both binary attributes). FOP, denoted by edge weights, is widely adopted to characterize
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adjacent structures of networks [57]. We measure the difference in adjacency matrices be-

tween the synthetic and real datasets.

Frequent Association Rules (FAR)

This measure investigates the extent to which the patient-level attribute associations in real

data are maintained in synthetic data.

The two key criteria in association rule mining are support and confidence. Support is

an indication of how frequently the condition set appears in the dataset, whereas confidence

is an indication of how often a condition rule is true. With respect to rule mining in EMR,

the support of condition set X (e.g., a set of diseases and procedures) T is defined as the

proportion of records in T that contain X . The confidence of a condition rule, X ⇒ Y , with

respect to T , is the proportion of records that contain X that also contain Y .

We first obtain all frequent condition sets, FCS for abbreviation, (forming a set S ) with

frequency larger than a threshold mins such that any subset of any FCS is not in S . For each

FCS f ∈S , we then determine the set of association rules R : f ′⇒ f − f ′, where each rule

satisfies that the number of records which have f ′ also have f is greater than a threshold

minc. By applying such a process to both real and synthetic EMR data, we measure the

proportion of the association rules that are from the synthetic data that are in the real data

and vice versa, which we refer to as recall and precision, respectively. We use the well-

known association rule mining technique Apriori [58] to learn FCSs and the association

rules from the real and synthetic EMRs. It is notable that FAR can be regarded as an

expansion on the structural measure FOP. This is because FAR does not limit the number of

features to consider and, thus, consider deeper and broader dependencies between features.

By contrast, FOP focuses on the condition sets containing only two features.

2.3.3.2 Privacy Measures

Membership Inference
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An attacker committing a membership attack could be motivated in numerous ways. Here,

provide several as an illustration of the potential problems. First, the attacker may execute

the attack to gain new knowledge about a known person. It is often the case that a training

dataset is composed of a cohort based on some rigorously defined criteria (e.g., all patients

have HIV or share a certain sexual orientation). In this case, if this knowledge is not known

to the attacker a priori, then proving a targeted individual’s membership would lead to

a clear disclosure about the individual. Even if the attacker had some prior belief about

the status of the targeted individual, proving their membership would provide absolute

certainty, which would be a boost in their knowledge. Second, the attacker might not be

interested in targeting the individuals in the dataset, but rather, discrediting the organization

that shared the simulated data. Consider, it is likely that healthcare organizations will

claim that such simulated data is de-identified. At the same time, they may promise the

individuals to whom the real data corresponds that their inclusion in such a dataset will not

be made evident. However, if the attacker can prove the presence of one or more targeted

individuals, then they may claim that the organization is failing to adhere to its promises

and might be in violation of federal regulation (particularly if they did not obtain consent

from the patients prior to creating the synthesizer).

We assume that an attacker is in possession of the complete set of diagnosis of a set of

real patients. The attacker will attempt to infer which patients are in the training dataset.

We calculate the Hamming distance between each known and synthetic record. Given a

distance threshold, the attacker claims that all records less distant to any real one than the

threshold are the targeted real patient. We assess the precision and recall of this claim.

Attribute Inference

This attack is accomplished by inferring an unknown attribute value of a set of compro-

mised patients via the generated data. Attribute inference may infringe upon a patient’s

privacy when an attacker gains knowledge that is only accessible in the training dataset.
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We assume the attacker possesses a subset of attributes of some real records and attempts

to infer the value of the missing attribute. This is accomplished by applying a k-nearest

neighbors algorithm, where for each real record, the k nearest neighbors in synthetic data

help decide the feature value of interest. We measure the F1 score of attribute inference as

a function of k.

Reproduction Rate

The portion of reproduced records among synthetic records helps evaluate the risk of iden-

tity disclosure. Specifically, if the re-identification risk of the real data is high, a high

reproduction rate would indicate the use of synthetic data cannot prevent identity disclo-

sure. However, it should also be noted that a high reproduction rate does not necessarily

equal a high privacy risk in case of the real data themselves are not subject to identity dis-

closure. In addition, reproduction rate also evaluates the ability of a generative model to

create new instances rather than memorizing the training data.

2.4 Materials

The data in this study is derived from the VUMC Synthetic Derivative (SD), a de-identified

warehouse of over 2.2 million EMRs. We extracted all ICD-9 diagnosis codes for each

patient, which were rolled up to their subcategories by removing the portion of the codes

to the right of the “.” and retained the distinct set codes. This process led to 944 codes. We

refer to this dataset as SD.
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Table 2.1: Summary statistics of the EMR datasets.

Dataset Patients Gender Age Distribution
0-17, 18-44, 45-64, >64

SD 2,246,444 M:47% F:53% 21%, 32%, 24%, 23%

CSD 1,045,634 M:47%: F:53% 17%, 29%, 26%, 28%

Dataset ICD-9 Codes Per Patients
Codes Patient Per Codes

SD 944 8.113 19,298

CSD 854 14.76 18,080

Summary statistics for this dataset, including age and gender, are provided in Table 2.1.

Note that we discretized age into four groups 0-17, 18-44, 45-64 and >64 based on U.S.

Census 2010 criteria 1 for presentation purposes (more fine-grained age groups could be

applied). In doing so we treat the dataset categorically, facilitating the evaluation of training

strategies.

It was observed that a portion of the records, as well as a subset of the billing codes,

were not suitable for EMR synthesis. For example, EMRs with too few codes may not be

informative during learning and, instead, may lead to biased (or even incorrect) models.

The same is true for ICD-9 codes with very low prevalence. As such, we refined the data

(details in Appendix A) to compose a cleaner dataset, which we refer to as CSD.

This dataset is composed of 854 billing codes. It has approximately half the patients in

the SD dataset, but maintains roughly the same distribution of age and gender. The number

of distinct codes per patient and the number of patients per code is approximately 15 and

18,000, respectively, compared with 8 and 19,300 for SD.

Each patient’s record is represented as a binary vector over the codes, where a cell value

is one if the corresponding code is in an EMR and zero otherwise.

1U.S. Department of Commerce. Age and Sex Composition: 2010.
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2.5 Experimental Results

2.5.1 Evaluating EMR-WGAN

Dimension-wise Prediction

The results for DWP are shown in Figure 2.2. There are several findings worth highlight-

ing. In Figures 2.2a and 2.2b, it can be seen that the F1 scores for billing codes in the real

vs. real setting are close to the diagonal without obvious bias. Additionally, the distribution

of dot-to-diagonal distances is roughly symmetric, which indicates the stability of the inter-

dimensional relationship in the original system. As depicted in Figures 2.2c and 2.2d, the

distribution of dot-to-diagonal distances are heavily biased towards real data, which sug-

gests that medGAN fails to capture the inter-dimensional relationship of real data. Third,

Figures 2.2f and 2.2h show that medWGAN and medBGAN achieve similar performance,

but are still biased in a manner similar to medGAN. Fourth, EMR-WGAN outperforms all

alternatives demonstrate similar patterns as the real vs. real setting, as presented in Figures

2.2i and 2.2j. As such, it appears that EMR-WGAN is more apt at simulating the inter-

dimensional relationships in real data.

Figure 2.2: Dimension-wise prediction. Subfigure a presents the F1 scores of logistic
regression classifiers in real vs real setting. Subfigures c, e, g and i show the results of real
vs synthetic setting of four GANs. Subfigures b, d, f, h and j demonstrate the distributions
of perpendicular distances from dots to the diagonal line for a, c, e, g and i, respectively.
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Latent Space Representation

Figure 2.3 shows the LSR results in all three latent modes. The generative models are sorted

according to the mean of the variance distributions. EMR-WGAN achieves the smallest

distance to real data. By contrast, there are relatively large gaps between the medBGAN

and medGAN distributions and real data. To assess the reproducibility of this finding, we

generated data 10 times for each generative model and confirmed that EMR-WGAN had a

smaller mean than each of the alternative methods at a 0.01 significance level (via t-test).

This result suggests that EMR-WGAN can better capture the latent structural properties of

the data.

Figure 2.3: Latent space representation. Each subfigure illustrates the distribution of the
variances in one latent dimension (with mean less than 0.5). The first row corresponds to
real data. Each subsequent row corresponds to synthetic data generated by a particular type
of GAN

First-order Proximity

Figure 2.4 shows the FOP graph distances between synthetic and real data. EMR-WGAN

clearly achieves the smallest distance and outperforms all other approaches. medWGAN

and medBGAN are less likely to capture the patterns of local structures in real data.
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Figure 2.4: First-order proximity. The normalized graph distances between the billing
code networks learned from real and synthetic data with respect to FOP. We compute the
graph distances in four settings: real vs. real, medGAN vs. real, medWGAN vs. real,
medBGAN vs. real and EMR-WGAN vs. real. We sort the generative models according to
the normalized distance values

Membership Inference

For each subpopulation, We randomly sample w records from Training and another w

records from Testing. We view the mixture of the 2w records as the fully compromised

dataset by an attacker. By varying the number records known to the attacker, we present

the precision and recall of membership inference of medBGAN, medWGAN and EMR-

WGAN in Figure 2.5 and Figure 2.6, respectively. We use three different thresholds of

distance in the form of a Hamming distance of 2, 3 and 5. There are several observations.

First, for each subpopulation, the precision for all GANs are similar (around 0.5). This

implies that an inference is no better than random. Second, when the number of known

real records is small, the precision is unstable for all GANs. This is particularly the case

when the Hamming distance less than 2. Third, we cannot observe increase on the recall

for membership attacks against EMR-WGAN in any distance threshold in comparison to

medBGAN and medWGAN. And, fourth, when the Hamming distance threshold is 2, only

about 10% of the known records to an attacker can be found in the training set. However,

there is no obvious indication of which records would be found, which suggests that the

rate of success of such an attack would be on the order of 0.1, which is in line with privacy
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risk thresholds that have been put into practice. Based on this evidence, we believe that

EMR-WGAN induces no greater privacy risks with respect to membership inference than

the state-of-the-art approaches. However, we would like to clarify that the result given by

the state-of-the-art inference methods might not necessarily indicate the upper bound of the

privacy risk. As such, we do not assert that EMR-WGAN, as well as other GAN models

are not subject to any membership inference risk.
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Figure 2.5: Precision of membership inference in subpopulations as a function of the num-
ber of patients’ records known to an attacker. The first, second, and third column of subfig-
ures correspond to medBGAN, medWGAN, and EMR-WGAN, respectively.
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Figure 2.6: Recall of membership inference in subpopulations as a function of the number
of patients’ records known to an attacker. The first, second, and third column of subfigures
correspond to medBGAN, medWGAN, and EMR-WGAN, respectively.

Attribute Inference

We randomly sample 10% records from the training dataset as the partially compromised

records. Note that for mimicking real attacks, we constrain the number of ICD-9 codes in

any of the sampled records to be greater than a percentage threshold (4%) with respect to
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the number of known binary status of codes to an attacker.

Table 2.2 presents the F1 scores of attribute inference of three different GANs in 8

populations, where we vary the number of known features to an attacker and the num-

ber of nearest neighbors. There are several observations to note. First, for all GANs, the

risk of privacy disclosure is larger when k is small. This is because more noise will be

incorporated by considering a larger number of neighbors in inferring features. Second,

as expected, for all GANs, in F1 scores grow with the number of features known to the

attacker. In other words, the inference will be more precise when an attacker knows more

information about patients. Third, on average (across all populations), the risk of privacy

disclosure by EMR-WGAN is less than the risk induced by medWGAN, whereas there is

no obvious dominance between medBGAN and EMR-WGAN. Thus, it can be concluded

EMR-WGAN achieves a similar privacy risk level as other GAN models with respect to at-

tribute inference. However, we acknowledge that other GAN models are not guaranteed to

pose a low privacy risk. As such, this result does not necessarily imply that EMR-WGAN

is immune to attribute inference.

Reproduction Rate

Table 2.3 shows the reproduction rate (as well as standard deviation) of medBGAN, medW-

GAN and EMR-WGAN for the eight subpopulations. For each GAN and each population,

we generate synthetic data 10 times and report the average. It can be seen that the repro-

duction rate for EMR-WGAN is less than 1%. This indicates that our model is capable of

producing novel medical records rather than simply remembering the training data. As a

consequence, this implies that the risk of EMR-WGAN causing identity disclosure through

data reproduction is small. It should also be recognized that medBGAN has higher re-

production rates than EMR-WGAN for all populations, whereas medWGAN shows lower

reproduction rates.
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2.5.2 Evaluating the Training Strategy

We compare the simple training (based on EMR-WGAN) and conditional training strategy

(based on EMR-CWGAN) by assessing utility (including DWP, LSR and FOP). We varied

the training set to determine how it influenced the utility. The results are in Figure 2.7,

where we present the average and standard deviation of each utility measure across each

subpopulation.

Figure 2.7: A comparison of three utility measures on two training strategies.

In Figure 2.7a, we report the difference in the mean of the dot-to-diagonal distribution

between the simulated and real data in DWP. For LSR, as shown in Figure 2.7b, we report

the difference in the mean of variance distribution between the simulated and real data. In

Figure 2.7c, we show the FOP distance between simulated and real data.

As can be seen, when the training dataset is small (towards the left of the figures), con-

ditional training outperforms traditional training. Specifically, when the size of available

data for training is less than 35% of the original, conditional training can achieve higher

data utility with respect to DWP and FOP. With respect to LSR, conditional training leads

to a better utility than simple training.

We believe this is because the complex associations between diseases may cross the

boundary of populations with different concept labels. In other words, when the available

training dataset size is small, real EMR records with their concept labels different from

the simulation task can help strengthen the signals characterizing the statistical properties
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between code features.

2.6 Discussions

This study has several notable implications for the design and deployment of GAN pipelines.

First, applying Wasserstein Divergence as well as the affiliated optimization techniques

provides a GAN model with the ability to solve the problem of generating categorical data.

Second, this work illustrates the importance of a comprehensive set of utility measures.

Utility measures that only characterize basic statistics can lead to biased or incorrect con-

clusions. Third, conditional training is more useful in generating EMR data than simple

training strategy when real data for training is small. Such finding makes a clear sugges-

tion for the EMR generation tasks in the application domain, where the volume of real data

is often a bottleneck for learning.

There are several limitations that should be acknowledged. First, we focused on only

binary features (e.g., positive assertion or lack of a diagnosis). Further investigation is

needed into EMR simulation when continuous features are taken into account. Second,

we modeled the EMR in a static manner, yet the trajectory of a disease evolves, often

punctuated by various interventions. For example, in the event lab test results should be

generated, then time should be considered and modeled accordingly. Third, we focused

on an application-agnostic evaluation pipeline of synthetic data and demonstrated the syn-

thetic data quality from the perspective of statistical properties. Yet our result does not

sufficiently imply the performance of synthetic data in any specific real-world applications.

Fourth, we conducted experiments on a curated version of the EMR dataset. It is unknown

if the findings in this chapter from either the utility or privacy perspective would hold when

the simulation is performed on the original uncurated feature space. We expect further ex-

periments into the scalability of the proposed methods. In addition, the generalizability of

our findings should also be investigated with data from multiple EMR sources. Finally, we

note that this analysis considered only the statistical validity of the synthetic records. It is
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possible that the synthetic records conflict with known phenomena that a clinical specialist

might recognize in the data. It is critical for the data from such synthesis methods to be ad-

judicated by clinically knowledgeable individuals to aid in their uptake in practice, though

it should be recognized that EMR data is inherently noisy, such that generating records

that are not in alignment with clinical expectations would not necessarily imply that the

proposed methodology has failed to accomplish its goal of creating EMR data.
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Table 2.3: Reproduction rate in the subpopulations.

GANs Subpopulation

Gender 0-17 (%) 18-44 (%) 45-64 (%) >64 (%)

medBGAN M 1.85 0.43 0.66 1.20
F 2.39 0.72 0.38 0.84

medWGAN M 0.21 0.14 0.10 0.24
F 0.25 0.03 0.06 0.17

EMR-WGAN M 0.32 0.24 0.21 0.68
F 0.37 0.09 0.15 0.33
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CHAPTER 3

Longitudinal medical record Simulation

3.1 Introduction

The GAN-based simulation techniques for coded event data (e.g., insurance billing codes)

[28, 37, 46, 59] introduced in Chapter 2 are limited in that they only generate patient pro-

files in a static manner, ignoring their temporal characteristics. This is problematic for

several reasons. First, current techniques do not accurately reflect how EMRs are recorded,

organized and utilized in practice. If synthetic coded data included timestamps for clin-

ical events (e.g., dates or duration from a reference point), they would be better oriented

for modeling more complex phenotypes and supporting predictions about outcomes that

are time-aware. Second, current techniques lack the capacity to model temporal features.

Though the machine learning community explored this problem [60], the resulting ap-

proaches focus on partially revising the original records (via GANs) for the purposes of

refining the prediction tasks, instead of generating entirely new records.

There are several factors need to be considered to ensure a meaningful simulation of a

sequence of episodes. First, healthcare Organization episodes contain a variable number

of clinical events (e.g., the number of billed diagnoses changes from episode to episode).

As such, it is necessary to design a compact representation for each episode that com-

presses the space and preserves information in a computable form. Second, we need to

learn the temporal correlations between episodes in EMRs. Researchers have successfully

leveraged various recurrent neural networks (RNNs) to model patient trajectories and, as

an artifact, make predictions about patient outcomes [61, 62, 63, 64, 65]; however, they

cannot be directly applied to simulate sequences of episodes. This is because there is often

more than one event per episode (e.g., a episode will likely be associated with multiple

diagnosis codes). In this setting, the recurrent unit needs to output the joint distribution
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of the feature space, instead of the marginal distribution that is utilized by existing mod-

els. Third, generative models (e.g., GANs) are often used in this setting to approximate

multivariate distributions, but they suffer from the problems of mode collapse (i.e., the

generator maps different inputs to the same output) and mode drop (i.e., the generator only

captures certain regions of the underlying distribution of the real data) [66, 67]. These

problems are magnified when the distributions are characterized by non-convexity (i.e.,

the probability density function has multiple local maxima). In EMRs, this could happen,

for instance, when diagnosis codes exhibit a nonmonotonic probability density over a se-

quence of episode. To address such challenges, several simulation techniques incorporate

advanced divergence measures between the real and synthetic distributions [51, 68, 69] and

reorient the optimization strategy [52, 66, 70]. However, there is little evidence that these

techniques sufficiently address the mode collapse and mode drop problems in distributions

with non-convex densities.

To address these issues, we developed a simulation framework, called Synthetic Tem-

poral EMR Generator (SynTEG), to generate timestamped diagnostic events. This chapter

introduces the SynTEG architecture and illustrates its performance by experiment with data

from over 500,000 patient records at Vanderbilt University Medical Center (VUMC). The

experiment result shows that the system maintains temporal relationships between diag-

noses while thwarting membership inference and attribute inference on patient privacy.

3.2 Method

3.2.1 Intuitions into Sequence Modeling

We represent each longitudinal record as e1,e2, ...,eN , where ei denotes the ith episode and

N is the total number of episodes. Note that N may vary across records. We can achieve

a sequential simulation of the episodes by estimating the probability of ei given the set of
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prior episodes e1,e2, ...,ei−1:

P(e1,e2, ...,eN) = P(e1)
N

∏
i=2

P(ei|e1,e2, ...,ei−1) (3.1)

where P() denotes a probability density function. Equation 3.1 can be decomposed to

enable generative modeling as follows:

si = f (si−1;ei−1) (3.2)

ei ∼ P(ei|si) (3.3)

where si can be thought of as an implicit representation of a patient’s health status. Equation

3.2 represents the status transition that transpires when a new episode occurs. Formula 3.3

represents the creation of a single episode based on si, which is usually realized by either

of an explicit-density method or an implicit-density method. To illustrate both methods,

we define Ci = {ci,1, . . . ,ci,Mi} as the set of clinical event concepts associated with ei, and

Ci as its complementary set (i.e., the set of concepts that do not exist in ei).

The explicit-density method in the case of episode simulation can be implemented

through a sequencing model [71]:

P(ei|si) = P(ci,1|si)
M

∏
j=2

P(ci, j|ci,1,ci,2, ...,ci, j−1;si) (3.4)

In modeling this equation, Vinyals et al. [72] demonstrate that if the training dataset is

sufficiently large, the order to apply the chain rule can be arbitrary. However, there are two

major obstacles to applying this method. First, modeling equations 3.2 and 3.4 collectively

necessitates using a nested autoregressive training paradigm, which may introduce signifi-

cant exposure bias. Second, sampling from the learned distribution is a non-trivial problem

that the natural language generation community has extensively investigated but has yet to

find a satisfactory solution [73]. Our experiments indicate that the explicit-density method
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does not achieve a satisfactory level of performance.

The implicit-density method performs reparameterization to transform samples drawn

from an ordinary latent distribution P(z) (e.g., Gaussian) into the target distribution through

a deterministic function:

ei = g(si;z);z∼ P(z) (3.5)

Reparameterization is typically realized through GANs. However, the GANs require sig-

nificantly more effort to implement in longitudinal simulation than patient profile simula-

tion introduced in Chapter 2, because the model has to account for both equations 3.2 and

3.5. In theory, the adversarial training process for GANs is guaranteed to converge to the

global optimal under two conditions: a) it is modeled as a convex-concave game; and b)

there is arbitrarily strong representation power to ensure that the discriminator to be opti-

mized at each update [36]. However, in practice, neither of these assumptions holds true.

As indicated by Nagarajan et al. [74], the training objective of GANs is not necessarily

convex-concave, even when using a one-layer generator and discriminator. As a result,

the training of GANs is frequently not even locally convergent [75], rendering training in-

stabilities or even failures. Gradient-based regularization [52, 76] on the discriminator is

often adopted to mitigate this issue, but such regularizations limit the expressivity of the

model required to support the state transition modeling of 3.2. To address this concern, we

propose a framework using a locally supervised training paradigm, in which the training

process is split into two gradient-isolated stages that separately model f () and g().

3.2.2 The SynTEG Framework

SynTEG, the structure of which is shown in Figure 3.1, uses two learning stages to model

the transition function f () and the episode generator g(). We refer to these as the depen-

dency learning stage and the conditional simulation stage.

Stage 1: Dependency learning. We parameterize f () using an autoregressive model,
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Figure 3.1: A high-level overview of the SynTEG architecture. Each uncolored square box
represents a function and each colored oval represents a variable. The parameters of the
autoregressive model is optimized to minimize prediction loss, for Dependency Learning
(Stage 1). Next, the hidden state of the autoregressive model is extracted as the conditional
input of the GANs in the Conditional Simulation (Stage 2). Here the objective is to mini-
mize the Wasserstein divergence between the real and synthetic episodes.

which is trained through a self-supervised learning task with the objective to predict which

set of diagnoses will appear in a patient’s next episode. Specifically, the training objective

can be formalised as

Loss(ei) = log

(
1+ ∑

c∈Ci

exp(−c̃(si))

)
+ log

1+ ∑
c∈Ci

exp(c̃(si))


where c̃(si) is the logit corresponding to the concept c, which is derived from si (e.g.

through a Multi-layer perceptron). In doing so, the model is forced to learn a compact

representation of status si given input ei−1 and its previous state si−1. In addition, we de-

rive a sample dataset that represents the marginal distribution of s as an approximation of

the P(s) distribution:
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P∗(s) = { f (si−1,ei−1)|i ∈ {2,3, ...,N}}

Stage 2: Conditional simulation. The goal of the second stage is to simulate a multivariate

conditional distribution p(e|s) given the condition P∗(s) derived in the first stage. We

accomplish this by applying conditional GANs, which includeds the generator G(e|s) and

discriminator D(e,s). Specifically, we use the condition version of the EMR-WGAN [28].

The optimization objective with respect to the Wasserstein divergence between P(e|s) and

G(e|s) is formalized as

max
|D|2<=1

EP∗(s)Ee∼P(e|s)D(e,s)−Ee∼G(e|s)D(e,s)

where |D|2 corresponds to the Lipschitz constant of D.

3.2.3 Modeling Time Interval between Episodes

Simulating the timestamp of each episode is a critical component of creating realistic syn-

thetic medical records. Within the SynTEG framework, we model the timestamp associated

with each episode by learning the distribution of the interval between adjacent episodes

P(t1, t2, ..., tN) = P(t1)
N

∏
i=2

P(ti− ti−1|si−1,ei). (3.6)

The distribution P(ti− ti−1|si−1,ei) is realized through a density function h(∆ti|si−1,ei),

which we denote as h(t) to reduce clutter. We further define a corresponding intensity

function

λ (t) =
h(t)

1−H(t)
(3.7)

where H(t) is the cumulative probability that a new episode will occur before duration t. It

is worth noting that λ (t)dt is equivalent to the expected number of episodes occurring in
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an infinitesimal interval dt. Based on λ (t), h(t) can be reversely derived as

h(t) = λ (t)exp
(
−
∫ t

0
λ (u)du

)
(3.8)

However, this function is intractable without specific assumptions on λ (t) that result in a

resolvable integral. As such, we adopt the approach proposed by Omi et al. [77], using

a neural network to model the cumulative intensity function Λ(t) =
∫ t

0 λ (u)du instead of

λ (t). In doing so, the optimization objective becomes

logh(t) = log
∂Λ(t)

∂ t
−Λ(t),

and we can directly model Λ(t) with a neural network. Notably, considering Λ(t) is

monotonically increasing and ranges from zero to one, the neural network is constrained to

use positive kernels associated with t, and to use the softplus function as the activation of

the final layer. After obtaining h(t), we can calculate H(t) with Equations 3.7 and 3.8.

3.2.4 Utility Evaluation

To the best of our knowledge, there are no standard utility functions for synthetic temporal

EMRs. Thus, we introduce several measures, which characterize the extent to which the

simulated data retains 1) correlations between temporal features and 2) a general repre-

sentation capacity with respect to forecast future diagnosis. We further measure the extent

to which the trajectory of well-known chronic diseases are represented in the synthetic data.

Bernoulli Success Probability (BSP)

This measure investigates the degree to which the distribution of each clinical event con-

cept among the generated records is similar to real data. We compare the Bernoulli Success

Probability of each concept in an episode, and each concept in a episode conditioning on

the presence of any other concept, in real and synthetic data.
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First-order Temporal Statistics (FTS)

This measure evaluates the extent to which the synthetic data retains the time-related char-

acteristics of diagnosis features of the real data. Specifically, for each unique diagnosis

code, we calculate the mean and standard deviation of 1) occurrence age (i.e., the age asso-

ciated with an episode containing the diagnosis code) and 2) the time between the episode

containing this diagnosis code and the following episode, which we refer to as inter-episode

interval. We refer to these as the occurrence and recurrence statistics, respectively. The

larger the difference in the statistics learned from the real and synthetic data, the more bi-

ased the model is in the time-related characteristics of the diagnoses.

Diagnosis Forecast Analysis (DFA)

This measure evaluates the extent to which the synthetic data remains useful for the sec-

ondary uses (e.g., predictions about what will happen to a patient in the future). To do so,

we follow the train on synthetic and test on real (TSTR) [54] strategy. Specifically, we

train two models - one on real and one on synthetic data to predict which diagnoses will be

realized at a patient’s next episode, given the history of previous episodes. When the two

models achieve sufficiently similar prediction performance with respect to AUROC when

tested on another part of real data, we claim the synthetic data has the same level of repre-

sentation capacity as the real EMR data.

Latent Temporal Statistics (LTS)

This measure evaluates how well the trajectory of chronic disease is modeled in the syn-

thetic data. Specifically, this is done by comparing the distribution of real and synthetic

data over latent variables that were not explicitly modeled.

To perform this analysis, we select four common chronic diseases: 1) Type-2 diabetes

(T2D), 2) heart failure, 3) hypertension, and 4) chronic obstructive pulmonary disease
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(COPD), which exhibit more prolonged patterns over time than acute diseases. For each

disease subpopulation, we draw uniformly at random without replacement two equal-sized

matrices Mr and Ms, where each row represents a record and each group of columns rep-

resents the diagnoses over a time window, from the real and synthetic data, respectively.

The definitions for each subpopulation, as well as the details for the construction of the

feature matrices, are provided in Supplemental Appendix B. To compare the temporal pat-

terns for a disease of interest, we decompose Mr into latent factors and assess how well the

distributions over those factors are retained in the synthetic data.

To do so, we apply singular value decomposition (SVD) on Mr to obtain its right sin-

gular vectors and the corresponding singular values. We then project Mr and Ms to the new

(low-dimensional) space whose bases correspond to the selected singular vectors to gener-

ate a set of latent features. Finally, we compute the Kolmogorov-Smirnov statistic (which

is the maximum vertical distance between the empirical cumulative distribution functions)

between the two projections as a measure of the distance between the real and synthetic

distributions along each vector. We compute the weighted average of the statistic across

all latent features, weighted by their corresponding singular values. We refer to this value

as the weighted latent difference. The closer the weighted latent difference is to zero, the

closer the distributions of the two datasets are. We compare the weighted latent difference

for real vs. real subsets against real vs. synthetic subsets to understand how well the tem-

poral patterns are preserved. To investigate the stability of this weighted latent difference,

we repeat this 100 times by randomly sampling both the real and synthetic data.

3.2.5 Privacy Evaluation

Privacy risk measures have been defined for structured billing codes simulated in a static

setting, as introduced in Chapter 2, but not a temporal setting. As such, we adapted privacy

risk measures for two known adversarial scenarios: membership inference and attribute

disclosure attacks.
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Membership Inference

Though designed to generate synthetic clinical event data, a generative model may reveal

membership information for real records. More specifically, an attacker who has informa-

tion about a set of real patient records may leverage the synthetic records to infer whether

the corresponding records were in the training dataset of the generative model. Once a

patient’s membership is known, additional information associated with the dataset (which

may be sensitive) would be revealed. Thus, we investigate the extent to which an attacker

can leverage a synthetic dataset to distinguish between records used in the training set and

those not in the set. This attack is evaluated in the following manner. First, we define split

CSD into a training dataset D1 and a holdout dataset D2. we use SynTEG to generate a

synthetic dataset with size equal to that of D1. Second, we train an autoregressive model

(which is the same model used in the dependency learning stage) over S. This yields a

probabilistic model pS(ei|si−1,ei−1). Third, we compute the perplexity of records in D1

and D2 according to this model, which is defined as:

perplexityS(r) =−
1
N

log
N

∏
i=1

pS(ei|si−1,ei−1)

In this sense, perplexity serves as a proxy of the log likelihood of a record. Finally, we

compare the perplexity distributions between D1 and D2 by assessing the R2 of the quantile-

quantile regression and estimated KL-divergence between the distributions.

Attribute Disclosure

It is possible that a generative model, when poorly designed or trained, can leak informa-

tion about the patients’ records in the training data. In this scenario, it is assumed that

an attacker is aware of the identities of certain real records, referred to as partially com-

promised records. The attacker then attempts to learn about attributes that they were not
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aware of (e.g., a particular diagnosis). We investigate the risk that an attacker can infer the

unknown attributes by leveraging the synthetic dataset.

Previous approaches to attribute disclosure make inferences through a majority vote

of the synthetic records that have shortest distance to the partially compromised record

[28, 37, 46]. However, this strategy is likely to underestimate the risk because it does not

consider the prior knowledge an adversary may have with respect to the attribute. Thus, in

this chapter, we assume the worst-case scenario, whereby the attacker has prior knowledge

about each of the diagnosis codes in this study (i.e., the dependencies between diagnosis

codes derived from statistical inference on the real dataset).

To measure the attribute disclosure risk induced by a temporal clinical event data sim-

ulation model, we assume that the attacker determines an attribute is realized for a patient

if the predicted likelihood leveraging synthetic data is a threshold greater than the value

given by prior knowledge. Since the prior knowledge derived from the real data has some

natural level of variance due to sampling, this could lead to a biased risk estimation (for

both the true positive rate and false positive rate of an attacker’s inference). To address this

issue, we add a Control group, which simulates risk estimation in the situation where no

information is leaked. The evaluation process is illustrated as follows.

We first define the projection operation of “◦” and the mask operation “[]” on the record

level: r ◦Attr represent the binary status of an attribute Attr(i.e. a phecode) in record r;

r[Attr] is the partial representation of r such that the presence status of the phecode Attr is

masked to be negative (i.e., 0). We train a probabilistic model Pr to maximize

Er∈D′1
P(r ◦Attr|r [Attr])

We use a early stop strategy such that we end the training process when

Er∈D′1
P(r ◦Attr|r [Attr]) = Er∈D′′1

P(r ◦Attr|r [Attr]),
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where D
′
1 and D

′′
1 are subsets of D1. We also train Ps through a similar process, but without

early stop, on the synthetic dataset as the attack model. Then we evaluate the attribute

inference attack as follows. Given Attr and r, if

Ps(r ◦Attr = 1|r [Attr])−Pr(r ◦Attr = 1|r [Attr])> t,

where t is a threshold, the attack model predicts Attr as positive for r. To set up the Control

group, we train another model with the same structure on D2. Considering this model has

no access to D1, it cannot leak private information in D1 beyond prior knowledge, and thus

can be used as a calibration to evaluate the risk of attribute inference attack.

3.3 Materials

The clinical event data for this study was collected from the Synthetic Derivative (SD) at

Vanderbilt University Medical Center, which contains over 2.1 million de-identified EMRs.

We extracted all diagnosis codes (initially encoded as International Classification of

Diseases (ICD) billing codes), their timestamps, and the demographics of the correspond-

ing patients from 2,187,629 records. The ICD codes were mapped to Phenome-wide Asso-

ciation Studies (PheWAS) codes, or phecodes, which aggregate billing codes into clinically

meaningful phenotypes [78, 79]. The phecodes for each record were then grouped into

episodes according to the corresponding timestamp at billing (i.e., each group contains all

phecodes billed on the same calendar day). In doing so, each record was represented as a

sequence of episodes, each of which was represented by 1) a binary vector over the attribute

space, indicating the presence/absence of diagnoses, and 2) the corresponding timestamp.

We refer to this as the SD dataset.

To mitigate noise in the data, we refined SD in several ways to obtain a subset that we

refer to as the clean SD (or CSD). First, we removed records with fewer than 10 episodes.

This was done because, upon review, it was evident that the majority of such records lacked

sufficient syntactic structure between episodes (i.e., ordinal pattern of phecodes) and, thus,
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would not assist in temporal modeling. Moreover, such records might correspond to in-

dividuals who received a non-trivial amount of their healthcare out of VUMC system.

Second, we removed low prevalence phecodes (less than 2000 occurrences) because they

contributed little to the learning process while inducing high sparsity and bias. Third, we

removed records with more than 200 episodes or 35 different phecodes in a single episode

for computational efficiency. This resulted in a dataset of 580,054 records (covering 1,276

unique phecodes).

The summary statistics for the SD and CSD datasets are shown in Table 3.1.
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Table 3.1: Summary statistics for the clinical event datasets used in this study.

Dataset Patient Gender Age Distribution
Records 0-17, 18-44, 45-64, >64

SD 2,187,629 M:47% F:53% 31%, 30%, 23%, 16%

CSD 580,054 M:46%: F:54% 21%, 27%, 28%, 24%

Dataset Phecodes Codes Per Patients Episode Per Codes Per
Codes Patient Per Codes Record Episode

SD 1797 9.79 12,031 12.12 2.27

CSD 1276 23.17 16,575 32.56 2.26

3.4 Experimental Design and Result

We randomly split CSD into 85% for training and 15% for testing (i.e., holdout) sets,

referred to as D1 and D2, respectively. We applied the former to train the SynTEG model,

which generates a synthetic dataset. We assess the utility and privacy using the three sets,

including the testing set, and random samplings of training and synthetic set with the same

number of records as the testing set. We use the similarity between the synthetic and

testing set as indication of synthetic data’s quality, and the similarity between the training

and testing set as the upper bound of our measurements.

3.4.1 Utility Analysis

Bernoulli Success Probability

The BSP results are shown in Figure 3.2. As can be seen from Figure 3.2a, all dots dis-

tribute closely along the 45-degree diagonal line, which suggests that the BSP of phecodes

in the real data is highly stable. As shown in Figure 3.2b, the synthetic data achieves a

similar pattern; however to a slightly lesser degree than the real vs. real setting (the mean

relative differences are 0.9% and 3.9% for Figures 3.2a and 3.2b, respectively). It is also

notable that there is no obvious bias in the real vs. synthetic setting with respect to the BSP.

Similar observations can be made with respect to the conditional BSP, which is illustrated
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in Figures 3.2c and 3.2d, except that the phecodes with lower presence frequency show

much less stability in both the real vs. real and real vs. synthetic settings than on the BSP

(the mean relative differences weighted by log frequency of phecodes are 5.5% and 9.6%

for Figures 3.2c and 3.2d, respectively).

Figure 3.2: Bernoulli Success Probability (BSP) in the a, c) real vs. real setting and b, d)
real vs. synthetic setting.

First-order Temporal Statistics

The FTS results are shown in Figure 3.3, where each point corresponds to a phecode. As
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can be seen in the four subfigures in the top row, both the occurrence age and the time until

the next episode are stable (with respect to the mean and standard deviation), indicating

a lack of bias in the real vs. real setting. By comparing Figures 3.3e-h with 3a-d, it can

be seen that the real vs. synthetic setting exhibits a similar pattern, though with a slightly

higher variance (the mean absolute relative difference weighted by the log of number of

cases in Figures 3.3a-d and 3.3e-h are 3.7% vs. 4.9%, 11.9% vs. 14.2%, 2.5% vs. 4.2%,

10.3% vs. 15.2%, respectively). This suggests that SynTEG can capture the distribution

of occurrence age and inter-episode interval of each phecode with little bias. It further

suggests that the temporal characteristics of the synthetic data are highly similar to the real

data.

Figure 3.3: First-order temporal statistics for 1,276 phecodes in the real vs. real setting (a
– d) and the real vs. synthetic setting (e – h). The size of each dot represents the number of
records with the corresponding code.
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Diagnosis Forecast Analysis

The DFA results are shown in Figure 3.4, where each point corresponds to a phecode. It

can be seen that most points are close to the 45-degree diagonal line (which is where a

perfect statistical replication would present). As can be seen by the size of the dots, the

phecodes that diverge from this line correspond to those lacking a sufficient number of

training instances.

The mean and standard deviation of absolute relative difference (weighted by the log of

the number of patient records affiliated with a phecode) for the real vs. synthetic setting are

1.6% and 3.8%, compared to 0.7% and 0.9% for the real vs. real setting, which indicates

the model trained on synthetic data achieves a similar prediction performance on most of

phecodes as the model trained on real data. This result suggests that the synthetic data

generated by SynTEG has close capability to real data on predicting future diagnosis.

Figure 3.4: Disease forecast results in the a) real vs. real setting and b) real vs. synthetic
setting. The size of each dot represents the number of records containing the corresponding
code.

Latent Temporal Statistics

The LTS results are shown in Figure 3.5, where the histograms represent the results of 100

independent samplings. For the real vs. real setting, Mr is drawn from D2, while Ms is
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drawn from D1. For the real vs. synthetic setting, Mr is drawn from synthetic data, while

Ms is drawn from D1. There are several notable findings to highlight. First, the real vs. real

histograms show that the weighted latent differences fall in a narrow distribution centered

below 0.1 but above zero (medians of 0.027, 0.024, 0.043, 0.084 for each subpopulation,

respectively). This indicates that the latent features discovered in each of the real data

samples are relatively stable, and gives an idea of how much of a difference we should

expect due to sampling variation alone.

Second, we observed that there is more variation in the COPD subpopulation (Figure

3.5d) than the in other disease subpopulations. One possible reason is that there are not a

sufficient number of records for the COPD subpopulation to sufficiently represent the latent

space (there are only 611 records in the selected subpopulation of COPD, while T2D, heart

failure, and hypertension were affiliated with 4969, 4161, and 8836 records respectively).

Third, as can be observed from the real vs. synthetic histograms in all subfigures,

the distribution of latent features in synthetic data has a modest difference from the real

data (the medians of the weighted latent difference are 0.037, 0.033, 0.054, 0.117 for each

subpopulation, respectively), usually less than twice the difference expected from random

sampling alone. These results suggest that our model can capture reasonably well the long-

term dependencies in clinical event data and simulate temporal patterns of diseases.

Figure 3.5: Histograms for the latent temporal statistics from the experimental results of
100 independent samplings.
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3.4.2 Privacy Analysis

The membership inference results are shown in Figure 3.6a. It can be seen that the perplex-

ity distributions for datasets D1(used for training SynTEG) and D2 (not used for training)

are almost the same. The R2 of the quantile-quantile regression is 0.9997, while the esti-

mated KL-divergence, based on 1,000 samples, is 0.0093. This indicates that the model

learned from the synthetic dataset provides similar likelihoods for the real data used in

training the generative model and the real data held out of training. As a consequence, it is

highly unlikely that an attacker could determine if a certain real record was in the SynTEG

training cohort.

Figure 3.6b illustrates the results of the attribute inference attack. It can be seen that

when the threshold is small, less than 0.6, SynTEG has a higher true positive rate (TPR)

and lower false positive rate (FPR) than Control. However, the differences are both less

than 0.05. With a threshold larger than 0.6, SynTEG still exhibits a higher TPR but the

differences are never greater than 0.07, while its FPR is also higher. The difference between

SynTEG and Control in FPR and TPR are both not statistically significant, which suggests

the potential risk of attribute inference leveraging synthetic data generated by SynTEG is

at a low level.

Figure 3.6: The privacy risk results for the (a) membership inference attack and (b) attribute
inference attack.
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3.5 Discussion

This chapter has several notable implications with respect to the simulation of temporal

coded medical data. First, the experimental findings suggest that a two-stage learning pro-

cess, based on deep learning, and GANs in particular, can support the generation of realistic

diagnosis trajectories with temporal dependencies. Specifically, the patient status represen-

tation from stage-1 is informative, such that it can serve as the condition of the temporal

generation process. The utility analysis demonstrates that synthetic data enables the predic-

tion of future diagnosis in a highly similar manner to the real data. Moreover, a generative

model trained using the entire population can retain temporal relationships for specific sub-

populations of patients with chronic diseases. This suggests that the synthetic data may be

useful for various applications, such as future disease forecast and clinical phenotyping.

Second, this study indicates that, though real temporal EMRs have more complicated

structures and individual-specific features, the proposed generative model, when applied

to simulate synthetic sequences of coded diagnoses, leads to negligible privacy risks with

respect to membership and attribute inference attacks. Even though we assumed a worst-

case scenario for an attribute inference attack (that is, when the attacker has prior statistical

knowledge about all diagnosis codes), the privacy risk remains at a very low level. Still,

it should be recognized that these results are specific unto SynTEG and it should not be

assumed that all generative models will be devoid of privacy risks.

Given these findings, we believe there are several opportunities to resolve the current

limitations of this research. First, we focused on the simulation of diagnosis codes events

only. However, there is a need to simulate EMRs with various types of medical data, in-

cluding the combination of discrete (e.g., procedure and diagnosis codes) and continuous

features (e.g., laboratory test results, vital signs, and medication dosages). Further investi-

gation will be required to capture the inherent dependency between feature types. Second,

the dataset used for experiments in this chapter was curated. The scalability of the proposed

generative model to a larger uncurated feature space necessitates further investigation in
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terms of utility and privacy. On one hand, simulating phecodes, though beneficial to phe-

notype related tasks, may overgeneralize certain disease groups (e.g., infectious diseases),

leading to reduced utility in the synthetic data. One the other hand, when representing di-

agnoses using a larger feature space, such as ICD-9 or ICD-10 (which are approximately 7

and 37 times larger than the phecode space, respectively), the data becomes quite sparse,

such that the patterns within, as well as between, features could be washed out. We be-

lieve that an appropriate granularity of the diagnosis feature space is important for both

data utility and learning effect, but is outside the scope of this specific investigation. Third,

we performed experiments on data from only one EMR resource. It remains to investi-

gate whether our findings are generalizable to datasets from other sites, which may have

a distinct patient distribution. Fourth, as noted earlier, the primary goal of this study is to

develop and evaluate a simulation framework for sequences of diagnosis codes, as opposed

to the actual health status of patients. To achieve the latter, we suspect that the framework

will need to be augmented to account for uncertainty in a patient’s condition. For instance,

such a representation should, at the very least, should allow for attribution in the form of 1)

definitely (not) have, and 2) might (not) have a certain diagnosis. We suspect that this can

be accomplished by expanding the feature space, such that each diagnosis is represented

as multiple variables (e.g., one variable definite presence of a diagnosis and another vari-

able to represent the potential presence of the diagnosis). Given that these variables would

be mutually exclusive, the framework would need to incorporate constraint-based train-

ing [46] to ensure that conflicting representations are not simulated. Finally, in measuring

the utility of synthetic records, we only investigated their statistical validity in compari-

son with real data, rather than the clinical reasonableness. It is possible that in a synthetic

record the order of two events may conflict with medical knowledge. It is important for

the synthetic data to be evaluated by clinical specialists for the purpose of discovering the

wrongly generated combination of features. In addition, we also acknowledge that the

statistical validity is not sufficient to predict the performance of synthetic data in specific
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real world applications. Therefore, further research is required to study the relationship

between application-agnostic utility measurements and the actual utility of synthetic data.

3.6 Conclusion

This chapter introduced a generative framework for simulating temporal clinical event data.

The framework consists of two primary components: dependency extraction and condi-

tional generation. We designed utility measures focused on temporal statistics and diag-

nosis forecasting capacity, as well as privacy risk measures for membership and attribute

inference in the temporal setting. We illustrated this framework retains data utility while

mitigating known privacy threats by training models using approximately half a million

patient records. We believe this investigation sets the stage for further investigation with

clinical event simulation, with near term opportunities to extend this model to account for

multiple types of clinical events (e.g., diagnoses and procedures) with in a scalable fashion

(e.g., thousands of variables).
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CHAPTER 4

An Enhanced Longitudinal Simulation Framework

4.1 Introduction

The longitudinal simulation strategy introduced in the previous chapter is capable of creat-

ing synthetic datasets that preserve the first-order statistics of EMR data (e.g., the frequen-

cies of diagnosis codes and the time interval between adjacent events). However, as we

show in this chapter, there are two fundamental problems with these methods. First, they

generate synthetic data that becomes less realistic over time. This is because the synthetic

sequences gradually drift away from a realistic representation. Second, the current qual-

ity evaluation approaches fail to notice the drift, tending to suggest the synthetic and real

records are more similar than they actually are.

In this chapter, we address these issues through a new longitudinal EMR simulation

framework that incorporates several amendments to the current longitudinal simulation

pipeline, as illustrated at the lower area of 4.1. First, to uncover the drift problem and

enable a robust synthetic data quality assessment, we refine the evaluation process, which

uses a critic to tell the difference between real and synthetic data. Specifically, we provide

the critic with knowledge about the generative process to ensure the critic is not easily

fooled, which we show is a dilemma in the current evaluation process. Second, to dampen

the compounding of errors over time when synthesizing long sequences of clinical events,

a key contributor to the drift problem, we amend the generative modeling framework upon

which the learning process relies. This is accomplished by leveraging recent findings from

the machine learning community, which indicate that an appropriately designed training

strategy (e.g., [80]) can mitigate insufficient modeling that leads to poor generalizability.

We further introduce a feedback mechanism into the data generation process, in the form

of a rejection sampling strategy, to improve the quality of the resulting data.
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To illustrate the benefits of these enhancements, we perform a systematic series of

experiments with two distinct datasets. The first, which enables reproducibility of our find-

ings, is a publicly accessible data source, the Registered Tier of the NIH-sponsored All of

Us Research Program [81]. The second is a dataset derived from the EMRs of Vanderbilt

University Medical Center patients [82]. We empirically demonstrate that 1) the new gen-

erative modeling and the rejection sampling strategy collectively yields synthetic datasets

with less drift and better quality and 2) the evaluation process reduces overestimation on

the quality of synthetic data.

Figure 4.1: A summary of (top) the current longitudinal medical data simulation pipeline
and (bottom) the refinements described in this chapter.

4.2 Mitigating Drift with Condition Fuzzing and Regularization

The SynTEG framework introduced in Chapter 3 uses a model training paradigm that in-

cludes two gradient-isolated stages for longitudinal record simulation. Specifically, in the

dependency learning stage, an autoregressive model, denoted by f (), is trained to repre-

sent the status transition that transpires when a new episode occurs; while in the conditional

simulation stage, a conditional generative model, denoted as g(), is trained to create single

episode at each autoregressive step based on the output of f (). It should be noted that, in

the model training phase, the input for f () is a sequence of real episodes, whereas in the

generation phase, the input for f () corresponds to previously generated episodes. Figure

4.2 provides an illustration of this training paradigm.

This paradigm enables the synthesis of medical records with an arbitrary number of

episodes. However, as our experimental results below illustrate, under the current imple-
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Figure 4.2: The longitudinal medical data synthesis process. The white and black boxes
represent real and synthetic episodes, respectively. The Generation/Learning switch in-
dicates that the status representation of the model is updated by 1) previously generated
synthetic episodes in the generation phase and 2) ground truth real episodes in the training
phase.

mentation of this paradigm, the quality of synthetic records rapidly worsens as the number

of episodes grows. This problem is the manifestation of a phenomenon we refer to as

drifting – g() makes errors (i.e., generating unrealistic episodes) with a non-negligible and

continually increasing rate at each step of the synthesis process.

We mitigate drift by enabling the synthesis process to enhance its resilience against the

self-reinforcement of error that occurs from exposure bias [83, 84]. This occurs when a

model is exposed to real medical data but not episodes generated by itself in the learning

phase. Specifically, this is achieved through two amendments to the learning process.

First, we orient st to preserve the mutual information between the sequence of episodes

e1, . . . ,et and the subsequent episode et+1. In doing so, st can provide more assistance to

g() for capturing the episode distribution. This decreases the overall chance that g() makes

an error at an arbitrary step. This is achieved by minimizing the contrastive loss [85] in

training f ():
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L =−Et log
exp(sim(h(et+1),st))

∑e′∈V, e′ ̸=et+1
exp(sim(h(e′),st))

,

where V is the set of episodes from all patients, h() is an auxiliary encoder, sim(u,v) =

1
ε

uvT

∥u∥∥v∥ is the scaled dot product between the L2 normalized u and v, and ε > 0 is an

adjustable hyperparameter. According to Oord and colleagues [85], minimizing L is equiv-

alent to maximizing the upper bound of mutual information. Given the computational chal-

lenges associated with considering all of the episodes of all patients, we randomly sample

a subset of patients and select episodes associated with these patients as an approximation

of V in each training step.

Second, we add controlled noise to st before it is fed to g() in the training phase. This

makes the support of the st distribution (i.e., the set of possible values of st) larger in the

learning phase, which reduces the difference between the support of the st distributions in

the learning and generation phases. The noise addition procedure is formulated as:

α ∼ Uniform(0,α0);

st ← st +N(0,αIst).

where α0 is a predefined threshold, I is the identity matrix, and N(0,αIst) denotes a mul-

tivariate normal distribution with mean 0 and diagonal covariance αIst . In doing so, the

cosine distance between the fuzzed and original st is in a uniform distribution determined

by α0. In addition, we further normalize st in the Euclidian space as this practice improves

the performance of downstream tasks [86, 87, 88].

4.3 Auditing the Generation Process

In practice, it is difficult to train generative models that precisely represent the target data

distribution, particularly when the data is of high dimensionality. By contrast, measuring

the distributional divergence between the real and synthetic data is a much easier task. This
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allows us to enhance the quality of synthetic datasets even if the learning process cannot

be further improved. We accomplish this by auditing the generation process through a

feedback mechanism based on rejection sampling [89]. Formally, if real and synthetic data

distributions P and Q exhibit the same support, then a sample of P can be obtained by

repeatedly accepting an instance r from Q with a probability proportional to P(r)/Q(r).

In practice, P(r)/Q(r) can be approximated by the marginal distribution over a limited

set of features. For example, we only consider a binary variable v, such that:

P(v = 1)∼ Bernoulli(a), Q(v = 1)∼ Bernoulli(b).

This means that we can use P(v = 1)/Q(v = 1) = a/b to perform rejection sampling.

However, we can also perform a more powerful rejection sampling (regarding the quality

of the resulting datasets) by including more features. We provide a more refined implemen-

tation to estimate P(r)/Q(r) with critic modeling in the Critic implementation subsection

of this chapter (See Equation 4.2).

Following the implementation proposed by Azadi and colleagues [90], r is accepted

into the final synthetic dataset if, and only if:

φ(r)<
(

1− exp(γ)+ exp(−P(r)
Q(r)

+M+ γ)

)−1

(4.1)

where φ(r) ∼ Uniform(0,1), M = maxrP(r)/Q(r), and γ is a constant used to normalize

the computation and to adjust the overall acceptance rate.

However, due to drift, the sampling process is more likely to reject records containing

more episodes. As such, using this implementation may lead to synthetic datasets com-

posed only of a small number of episodes. To mitigate this problem, we refine the sampling

process by calculating the overall acceptance rate of the records with the same number of

episodes using criteria 4.1, denoted as α(n) for any number of episodes n. We then revise
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φ(r) to be:

φ(r)∼ Uniform
(

0,
α (N(r))

maxr α (N(r))

)
where N(r) represents the number of episodes for record r. The detailed implementation

of rejection sampling for medical record generation is provided in Algorithm 4.1.
Algorithm 4.1: Rejection Sampling for Longitudinal medical record Generation
Input : Trained generative model G;

Real dataset R;

Model c(r) as an estimation of P(r)/Q(r);

pre-defined constant γ

Output: Synthetic dataset S

Create S with G so that len(S) = len(R);

Calculate M = maxr∈Sc(r);

Reset S to an empty set;

Create empty dictionaries acceptedCount and totalCount;

while len(S)< len(R) do
Synthesize a synthetic record r with G;

totalCount[N(r)]+ = 1;

if φ(r)∼ Uniform(0,1)< 1/(1− exp(γ)+ exp(−c(r)+M+ γ)) then
S.add(r);

acceptedCount[N(r)]+ = 1;
end

end

Calculate α(n) = acceptedCount(n)
totalCount(n) for n ∈ 1,2, . . . ,maxr∈RN(r);

Reset S to an empty set;

while len(S)< len(R) do
Synthesize a synthetic record r with G;

totalCount[N(r)]+ = 1;

if φ(r)∼ Uniform(0,α(N(r))/maxrα(N(r)))<

1/(1− exp(γ)+ exp(−c(r)+M+ γ)) then
S.add(r);

acceptedCount[N(r)]+ = 1;
end

end
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4.4 Synthetic medical data Quality Evaluation

A reliable tool for quality evaluation is as important to a medical data simulation framework

as a capable generative approach. We specifically focus on an application-agnostic evalua-

tion because the downstream application of synthetic medical data might not be known at

the time of simulation.

This section starts with a brief introduction to related evaluation methods. We next

introduce the notion of critic modeling, which determines the distinguishability between

real and synthetic health data. This notion which has been widely used for application-

agnostic evaluation [91, 92, 93]. At last, a new implementation strategy of critic modeling

is presented, which leads to a more reliable evaluation for medical data as our experimental

results illustrate.

4.4.1 Related Evaluation Methods

This subsection summarizes the quality evaluation methods for the synthetic medical records

that are commonly used in prior investigations. We also discuss the limitations of these

methods, which the critic method is designed to address.

Generally speaking, there are three types of methods. The first type measures whether

synthetic data can support analytics over p(y|x) as real data, where x and y are differ-

ent sets of attributes of data. This is realized by comparing Ex′ ,y′ logP(y|x,z = 1) and

Ex′ ,y′ logP(y|x,z= 0), given P(x
′
,y
′
) =P(x,y), where the binary label z indicates if a record

r is real or synthetic (e.g., z = 1 when r is real). It is notable that the comparison is sim-

ilar to the evaluation of the Kullback-Leibler (KL) divergence between P(y|x,z = 1) and

p(y|x,z = 0). The DWP [37] measure introduced in Chapter 2, the DFA measure intro-

duced in Chapter 3, and the TSTR method introduced by Esteban et al. [54] all can be

regarded as measures of this type. The replication analysis on the bivariate multivariate

feature correlations introduced by Azizi et al. [94] also falls into this category.

The second type compares real and synthetic data in the latent space. The method of

this type is based on an assumption of an underlying generative process to compose the

record distribution:

P(r) = ∑
w

P(w)P(r|w),

where w is a set of latent factors that sufficiently characterize a record. Under this assump-

tion, it is meaningful to assess whether P(w) is the same in the real and synthetic data. The

LSR and LTS measures introduced in Chapters 2 and 3, respectively, are in this category.
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The clustering analysis method [92, 95] shares the same intuition in that each cluster center

can be regarded as an unique latent factor.

The third type calculates the statistical distance between real and synthetic data, such as

the maximum mean discrepancy (MMD) [96] and the Wasserstein distance [51]. This type

of method is frequently used to evaluate the synthetic data generated by deep generative

models (e.g., GANs) [97]. The univariate distribution of each categorical variable in the

data (e.g., Bernoulli Success Probability) is also an example of this type.

The first two types of method partially sketch the quality of the synthetic data, but fail

to provide a comprehensive assessment regarding the distributional discrepancy between

real and synthetic data. Both P(y|x,z = 1) = P(y|x,z = 0) and P(w|z = 1) = P(w|z = 0)

are necessary, but not sufficient conditions, of P(r|z = 1) = P(r|z = 0). Thus, even perfect

outcome (e.g., the first two equivalence above) ascertained by these methods cannot ensure

that the synthetic data will exhibit high quality. The third type of method usually cannot

provide an intuition into the data utility straightforwardly, and cannot be directly compared

between semantically different datasets, thus, lack a certain level of interpretability and

universality.

4.4.2 Evaluation Based on Discrimination

An application-agnostic evaluation of synthetic medical data should consider both the Type

1 and Type 2 errors. In this setting, the Type 1 error is a fidelity measure in that it charac-

terizes the extent to which a model generates data (at a high probability) that are unlikely to

be produced in the real world. By contrast, the Type 2 error is a diversity measure in that it

characterizes the extent to which a model fails to generate data that are frequently observed

in the real world. Both types of error are covered by the Jensen-Shannon (JS) divergence

between real and synthetic data,

JS(P||Q) = 1/2KL(P||M)+1/2KL(Q||M)

where P and Q indicate the distributions of real and synthetic data, respectively, and M =

(P+Q)/2. Specifically, the first component of the righthand side corresponds to the Type

1 error and the second component corresponds to the Type 2 error.

Meanwhile, an evaluation based on critic modeling can be interpreted as measuring the

JS divergence between the real and synthetic data distributions. Consider a dataset D with
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the same number of real and synthetic records, we can derive:

JS(P||Q) ∝−Er|z=1 logP(z = 1|r)−Er|z=0 logP(z = 0|r) ∝−E(z,r)∈D logP(z|r).

This means that if we have a quantitative critic c(r) that represents the posterior P(z =

1|r), then the JS divergence is approximately equivalent to the error of using c(r) to classify

r ∈ D as real or synthetic. As such, an evaluation based on critic modeling shares the ben-

efits of measuring JS divergence, which covers both data fidelity and diversity. In practice,

the critic is typically obtained by training a machine learning model, whose empirical error

on a testing set is relied upon for evaluation.

It should be noted that the notion of a critic is also used in training a GAN. However, the

critic model for a GAN (i.e., the discriminator) cannot be directly reused for record-level

evaluation because of the fact that a GAN works only on episode production (due to the

discrete nature of sequence synthesis). In other words, the critic model, which we elaborate

upon in the following sections of this chapter, does not represent a component of a GAN.

4.4.3 Critic Implementation

Various prior investigations [91, 92, 93] train machine learning models through naive su-

pervised learning for the critic. However, this practice often leads to an approximation of

P(z = 1|r) with a very loose estimation of the lower bound of JS(P||Q). As a result, the

quality of synthetic data is likely to be greatly overestimated.

Zellers and colleagues [98] provided a strategy for distinguishing human-written from

machine-generated texts. Specifically, well-performed critic requires the same inductive

bias (i.e., a set of explicit or implicit assumptions implied by the learning algorithm) as the

model to create synthetic data. In doing so, the critic is less likely to settle on a local optima

in its training process. In practice, this strategy can be realized through transfer learning

whereby the critic model is built on top of the feedback of the trained generative model on

the data to discriminate (i.e., the features in both real and synthetic instances extracted from

the generative model). Inspired by this strategy, we further propose a finetuning strategy

wherein the critic is built by refining the trained generative model (i.e., f ()) to be aware

of the difference in the real and synthetic data distributions through a training process to

resolve P(z|r). We anticipate that the finetuning strategy will lead to a tighter lower bound

of JS(P||Q), which would be more reliable for evaluation purposes. Figure 4.3 illustrates

the training process of the critic model.
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Figure 4.3: The process of developing a critic model development process. The white and
black boxes represent real and synthetic episodes, respectively. The vertical dashed and
solid arrows (except for the one corresponding to f ()) represent calculation over real and
synthetic data, respectively. The blue and green colors represent calculations performed in
the learning and generation process and evaluation process, respectively; while the black
color represents calculations performed in both processes.

It is further worth mentioning that the c(r) obtained through this approach can support

a fair estimation of P(r)/Q(r) for rejection sampling as

P(r)
Q(r)

≈ c(r)
1− c(r)

(4.2)

4.5 Experiments

4.5.1 Materials

In this chapter, we aim to derive findings that are generalizable in different settings of

real world scenarios where the target data are represented differently. We conducted an

empirical analysis with EMR data from two distinct resources. The first dataset is derived

from de-identified EMRs from Vanderbilt University Medical Center (VUMC) [82]. For

this dataset, we follow the approach outlined in Chapter 3, such that we focus on diagnoses

that have been mapped into Phenome-wide Association Studies (PheWAS) codes [79, 99]

and remove the codes with low frequency (i.e., smaller than 0.1%) in the set of records to

ensure a feature space that has sufficient evidence to support the simulation objective. The
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second dataset is derived from the publicly available Registered Tier of the NIH-sponsored

All of Us Research Program. In this dataset, we focus on both diagnosis and procedure

billing codes mapped into their Clinical Classifications Software (CCS) form1. It is worth

mentioning that the datasets are not constrained to the same coding system.

We further refine the datasets in several ways. First, we define a clinical episode as

a group of diagnoses and procedures that were documented on the same day. For each

patient, we partition the sequence of episodes if there is a more than two years interval

between consecutive episodes and retain the final partition only so that each patient record

contributes only one sequence of events that are likely to be related to one another. Second,

this chapter focuses on the simulation of records that preserve a meaningful longitudinal

structure. As such, we retain only the patients who exhibit a relatively large number of

episodes. Specifically, we chose a threshold of 25 for the All of Us data, and 10 for the

VUMC data, considering that the VUMC data exhibits a substantially lower number of

episodes per patient. Additionally, for computational efficiency, we limit the total number

of episodes per patient to their most recent 200, and randomly downsample the VUMC

dataset to the same number of records as the All of Us dataset. Table 4.1 provides summary

statistics for the resulting datasets. Each dataset contains medical records from 59,617

patients. The VUMC dataset covers 1276 PheWAS codes and the All of Us dataset covers

526 CCS codes.

Table 4.1: A summary of the datasets used in this Chapter.

Dataset Patients Episodes Episodes Per Patient Event Concepts
(Mean; 25th, 50th,

75th quartile)

VUMC 59,617 2,116,628 35.5; PheWAS: 1276

14, 22, 43

All of Us 59,617 4,731,317 79.4; CCS diagnosis: 282
38, 59, 105 CCS procedure: 244

4.5.2 Experimental Design

We perform longitudinal simulation with two implementations that utilize a combination of

a GAN with a recurrent neural network. The first, corresponding to the SynTEG framework
1https://www.hcup-us.ahrq.gov/toolsso f tware. jsp
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introduced in Chapter 3, is used as a baseline for comparison. The second, referred to as

the CFR implementation, is built upon the baseline and additionally incorporates condition

fuzzing and regularization. Next, for each trained model, we generate a synthetic dataset

with the same size as the real dataset. We also construct a third synthetic dataset using the

CFR implementation with rejection sampling to study the influence of generation strategy

on the quality of resulting datasets. Specifically, the rejection sampling is achieved through

critical modeling mentioned in the previous section.

We evaluate the quality of the resulting synthetic datasets as follows. First, we randomly

split each real and synthetic dataset into a training set and a testing set according to a 4:1

ratio. Second, we merge the two training sets to train three critics to distinguish between

the real and synthetic data. Each of the discriminators corresponds to one of the following

strategies:

• Naive: Train the critic using randomly initialized parameters;

• Transfer learning: Train the critic based on representations of real and synthetic

records derived from the generative model;

• Finetuning: Use the trained generative model (i.e., f ()) to initialize the critic’s pa-

rameters.

It should be noted that for the critic model, we use the same architecture of f () as

the generative model, followed by an additional classifier. Specifically, the classifier is

composed of an attention layer and multiple fully connected layers with layer normalization

and residual connection between each layer. The status maintained by f () at all timesteps

are collectively used as the input to the additional classifier. Under the transfer learning and

finetune strategies for critic modeling, the parameters of f () are shared between generative

and critic models at the beginning of the training.

Third, we report the performance of the critics on the merged testing sets in terms of dis-

crimination accuracy and area under the receiver operating characteristic curve (AUROC).

Since the critics based on transfer learning and finetuning can utilize either of the trained

generative models (i.e., baseline or CFR), we report the best discrimination performance to

conduct a fair comparison between strategies.

In addition, we also performed an experiment to investigate the drift problem and

demonstrate how the new techniques mitigate drift. In this experiment, we extract episodes
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from the records of each synthetic dataset and train critics to distinguish between real and

synthetic episodes instead of complete records. We then order the extracted episodes by

their relative positions in complete records. The ordered episode set is split into 20 equal-

sized consecutive partitions. We report on the averaged discrimination performance per

partition.

4.5.3 Results

Here, we present the discrimination performance between the real and synthetic data. To

orient the reader, it should be recognized that a lower discrimination performance indicates

better synthetic data quality. We observed that our results demonstrate the same patterns

for both AUROC and accuracy on both datasets, such that we refrain from specifying the

dataset and performance measure in the following presentation.

Critic Modeling

We report the performance of the various critic modeling strategies in Tables 4.2 and 4.3,

where each row corresponds to a distinct strategy. It can be seen that the critics that lever-

age generative models perform substantially better than the critics trained with the naive

strategy. Moreover, the critics trained with the finetuning strategy perform better than the

transfer learning strategy. Based on these findings, it appears that finetuning achieves a

relatively accurate estimation of the difference between real and synthetic data and, thus,

we selected it for further evaluation purposes.

Learning and Generation

We assess the performance of model training and data generation methods by comparing

the columns in Tables 4.2 and 4.3, respectively. Specifically, we focus on the rows corre-

sponding to the finetuning strategy (shown in bold font). It can be seen that the CFR imple-

mentation produces synthetic data that are more difficult to distinguish from real data than

the baseline. This suggests that the refined learning process induces synthetic records with

higher statistical similarity to real records. Notably, rejection sampling further improves the

quality of the resulting synthetic datasets without changing the generative model. For the

VUMC data, it can be seen that incorporating both approaches into the synthesis pipeline

induces a 17.0% and 16.6% quality improvement in terms of discrimination accuracy and

AUROC, respectively. Similar performance is achieved for the All of Us data with improve-
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ments of 14.1% and 12.2% in discrimination accuracy and AUROC, respectively.

Longitudinal Drift

Next, we illustrate the drift problem in longitudinal simulation. Figure 4.4 shows the

episode discrimination AUROC as a function of the position of an episode in a generated

record. There are two notable findings. First, the discrimination AUROC for both the base-

line and the CFR implementation are substantially larger than 0.5. Also, there is a positive

correlation between the discrimination AUROC and the episode position. This observation

is strong evidence of the drift problem – the later an episode is produced in a sequence,

the more likely the real and synthetic can be distinguished from one another. Second, this

positive correlation is significantly weaker for the CFR implementation than the baseline.

Specifically, the slope of a linear regression between the x-axis and y-axis values in Figure

4.4 is 0.0048 (Baseline) vs. 0.0016 (CFR) for the VUMC data and 0.0027 (Baseline) vs.

0.0014 (CFR) for the All of Us data, which illustrates that the proposed condition fuzzing

and regularization technique is effective at mitigating error accumulation in the stepwise

generation process.

Figure 4.4: Discrimination AUROC as a function of episode position.
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4.6 Discussion

This chapter shows how to improve the quality of synthetic longitudinal health data, but

there are several open issues that remain.

First, we wish to point out that this chapter focuses on building an automated pipeline

for synthetic health data generation and evaluation. As such, we demonstrated an evaluation

process from the perspective of computational indistinguishability. Yet we did not involve

clinically knowledgeable experts in the assessment of the new learning method. While

we have applied objective criteria to assess a synthetic record’s authenticity, it is possible

that human experts may leverage their intuition and specialized knowledge or intuition to

appraise the extent to which the synthetic data is representative of real patient trajectories.

Still, our evaluation is not subject to within-expert and between-expert variabilities [9], and

thus, benefits large-scale studies. Nevertheless, more research is needed to investigate the

consistency between machine and human evaluation and the integration of clinical experts’

domain knowledge into the machine evaluation.

Second, there is an opportunity to further improve the simulation pipeline with the feed-

back mechanism. At the very beginning of a simulation process, it should be decided what

attributes of real data should be preserved (i.e., the completeness of the resulting synthetic

data with real data as the reference). This decision is essential in that data completeness

is likely realized at the cost of a certain level of data quality. For example, correlations in

the attributes of high-dimensional data are difficult to be completely captured. By contrast,

synthetic records with fewer episodes or less detailed clinical information are more likely

to be generated with a small statistical bias to the real data. As such, to achieve optimal

utility of synthetic data, analysis is needed to determine how best to balance the complete-

ness and quality in determining the objective of simulation. We believe that the feedback

mechanism can be extended to assist in the decision process.

Lastly, we acknowledge that there are several limitations of this work that should be

considered in future research. First, although we orient the generative modeling frame-

work to mitigate error compounding in the generation process, the drifting problem is not

completely resolved. Synthetic records with a large number of episodes are not guaranteed

to have the exactly same distribution as the real records. Second, the scalability of our find-

ings needs further evaluation. We conduct experiments with data projected into the curated

PheWAS or CCS coding space. However, it is unknown how the proposed methods would

perform given data with a larger or uncurated feature space and, thus, higher sparsity (e.g.,
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medical records encoded with the ICD-10 system, which is composed of almost 68,000

codes, or medical records with the PheWAS codes with extremely prevalence in the popu-

lation preserved), or data of various types, including the combination of categorical (e.g.,

procedure, diagnosis) and continuous features (e.g., laboratory test results, vital signs, and

medication dosage). Further, it remains to investigate whether the findings in this chapter

could generalize to a broader scope of EMR datasets.

4.7 Conclusion

This chapter shows that the longitudinal medical record simulation paradigm introduced

in Chapter 3 leads to synthetic data that drifts from the distribution of real data over time.

Our findings show that this occurs because of self-reinforced errors in episode generation.

We further show that the problem of drift can, to large extent, be mitigated by incorpo-

rating the conditional fuzzing and regularization methods into model training process and

a feedback mechanism into the generation process. In addition, we introduce a strategy

for critic modeling that leads to more reliable assessment of the quality of synthetic data.

The experiments conducted on EMRs from two real clinical data resources demonstrate the

effectiveness of our approaches, but we acknowledge that our assessment relies solely on

quantitative assessments and neglects feedback from clinically knowledgeable experts.
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CHAPTER 5

Partially Synthetic Medical Data Simulation

5.1 Introduction

Chapters 3 and 4 introduced synthetic data generated in a full synthesis manner. In this

chapter, we consider another type of synthetic data, namely partially synthetic data [100,

101]. In the full synthesis setting, a generative model is learned to simulate the real data

distribution, and synthetic data are then sampled from this distribution. By contrast, in the

partial synthesis setting, a transformation function is learned to map each real record into a

synthetic record through feature perturbation. The resulting synthetic data can be consid-

ered as sampled from the vicinal distribution of the real dataset (i.e., the distribution of the

vicinities of the instances in the semantic space that defines them). It is worth mentioning

that the idea of partially synthetic data is conceptually related to data augmentation. Data

augmentation is commonly deemed as a regularization technique for improving the gener-

alizability of machine learning models. It implies that each instance in the dataset can be

approximated as an interpolation of its neighbors in the semantic space, which collectively

constructs the instance’s vicinal distribution. Machine learning models trained on an aug-

mented dataset frequently perform as well or even better than models trained exclusively

on the original dataset [102]. As such, it is expected that the synthetic data created through

a data augmentation process will maintain a similar statistical property to the real data, thus

retaining a high degree of utility.

However, such a superiority of utility could be attained at the expense of maintaining

a one-to-one relationship between real individuals and synthetic records. Intuitively, shar-

ing partially synthetic data should not raise privacy disclosure risks because the linkage

retained between the synthetic records and the real data upon which it is based is implicit

(as a result of feature perturbation). However, such risks might be exposed through state-

of-the-art machine learning frameworks. Given this issue, it is in the best interest of a data

holder to perform a privacy risk assessment prior to sharing any partially synthetic medi-

cal data. And, based on the analysis, they can then decide if it is appropriate to share the

synthesized data.

Among a variety of privacy attacks, membership inference attacks have received a sig-

nificant amount of attention over the past several years [21, 103, 104, 105, 106]. However,
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such an attack in the context of sharing synthetic data is quite different from the traditional

scenario of targeting machine learning models. Notably, potential adversaries can only

gain access to a synthetic dataset of a certain number of records, as opposed to the trained

model that generates synthetic data (A summarized illustration of the comparison is pro-

vided in Figure 5.1). Therefore, most research findings regarding membership inference in

the traditional scenario cannot be applied to the synthetic data scenario. Several approaches

have been developed to simulate the membership inference attack against synthetic data

[13, 14, 15, 16, 17]; however, they are limited in several ways when being used for risk

evaluation. First, many of these methods rely on assumptions about specific deep learning

frameworks, such as generative adversarial networks (GANs [36]) and variational autoen-

coders (VAEs [56]). Second, these methods tend to assume that the synthetic data has a

well-defined structure, such as those encountered in visually inspectable images. Yet data

about one’s health are often longitudinal, which are not structured in a perfectly aligned

manner. Specifically, each patient’s record includes multiple episodes of care, which are

irregularly distributed across a timeline. Additionally, the number of such episodes and

events can vary across patient records. As a result, methodology for medical data synthe-

sis is increasingly realized in a manner that episodes in the same record are sequentially

generated (in a pre-defined order) based on their antecedents rather than being generated

altogether at one time by a GAN or VAE [29, 93]. As a consequence, the assumptions

inherent in current approaches are not always valid, rendering them less useful.

In this chapter, we first introduce a method for partially synthetic medical record gener-

ation. Then we introduce a framework for effective membership inference against partially

synthetic data to support privacy risk assessment, leveraging the principles of contrastive

representation learning. With this framework, we aim to determine the upper bound of risk

brought by an adversary who invokes an optimal strategy. We assess the effectiveness of

our method through systematic experiments with longitudinally structured diagnosis and

procedure code data derived from two large clinical datasets: one from Vanderbilt Univer-

sity Medical Center (VUMC), and the other from the NIH-sponsored All of Us Research

Program [81]. We empirically demonstrate that partially synthetic data has potential to

achieve higher quality than fully synthetic data, but is vulnerable to applications of the

proposed membership inference framework.
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Figure 5.1: An illustration of membership inference against a machine learning model
(upper), and against synthetic data (lower). The dashed box indicates the resource that can
be used for inference. The shaded box represents the machine learning models.

5.2 Partially Synthetic Data Generation

This section introduces a method for partially synthetic medical record generation using a

variation of the multiple imputation strategy [8, 107], which is implemented by iteratively

replacing episodes of a real individual with simulated synthetic episodes. This method

is also inspired from the work of Kobayasi and Lewis and colleagues [108, 109] on data

augmentation in the natural language processing domain.

We first organize each record r as a sequence of consecutive episodes (e.g., outpatient

visit or inpatient hospital stay), denoted as e1,e2, ...,eN , where et corresponds to the t th

episode and N is the total number of episodes, which can vary across records.

We represent r from each et’s view as (e−t ,et ,e+t ), where e−t and e+t represent the previ-

ous and following episodes of et in the sequence, respectively. We then learn a transforma-

tion to map each (e−t ,e
+
t ) to a fixed-length vector representation ht through a pre-training

task. Next, we train a conditional generative model to simulate each proxy episode ẽt of et

given ht . For brevity, we represent all of the steps of the process as ẽt ∼ G(e−t ,e
+
t ).

After training, we obtain a proxy r̃ for each r through the process described by Algo-

rithm 5.1. Briefly, this is accomplished by iteratively replacing et with ẽt for each t in a

random shuffling of (1,2, ...,N), where the number of iterations n is determined through

empirical calibration.
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Algorithm 5.1: Partially Synthetic medical record Generation
Input : Trained model G;

Record (e1,e2, . . . ,eN);
Number of iterations n

Output: Proxy r̃
ẽ0

t ← vt ;
for k← 0 to n do

Randomly shuffle the sequence (1,2, . . . ,N);
Let o(t) represent the order of t in the shuffled sequence;
for t← 1 to l do

ẽk+1
o(t) = G(ẽa1

1 , ...ẽ
ao(t)−1
o(t)−1, ẽ

ao(t)+1
o(t)+1, ẽ

aN
N ),

where

a(i) =

{
k if o(i)≤ o(t)
k+1 o.w.

end
end
r̃ = (ẽn

1, ẽ
n
2, ..., ẽ

n
N)

5.3 Membership Inference Against Partially Synthetic Data

5.3.1 Preliminaries

In this section, we describe the data holder’s perspective regarding how an adversary con-

ducts membership inference against synthetic data.

We begin by providing context for the adversarial setting. The synthetic medical data

generation process aims to produce data that serves as a substitute for real patient data.

Since the model involved in the synthesis process, referred to as the target model, does not

need to be shared, in this dissertation, we assume that membership inference functions in a

black-box setting. Thus, the adversary is provided access to the synthetic dataset only and

not the target model. Given this setting, we define membership inference against synthetic

data as follows.

We assume the adversary possesses full knowledge for a collection of records X =

{r1,r2, ...,rn}, referred to as the known target dataset. X is partitioned into two mutually

exclusive datasets. The first dataset, Xsource, is involved in the synthesis process, while

the second dataset, Xholdout is not. The membership status of each record is maintained

in a set of Boolean values {m1,m2, ...,mn}, such that mi = 1 if ri ∈ Xsource and mi = 0 if
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ri ∈ Xholdout . The adversary’s model is thus defined as:

M : (ri,Xsyn)→{0,1},

where Xsyn corresponds to the synthetic dataset.

The adversary’s goal is to resolve a maximal subset of X , X
′
, such that

1
|X ′| ∑

ri∈X ′
M (ri,Xsyn) ·mi > p,

where p is a pre-defined threshold, representing the precision (which equals to 1− f alse positive rate)

of the adversary’s inference committed against X .

5.3.2 Related research

To date, there have been several investigations into the feasibility of a generic approach

to membership inference through models trained in an unsupervised manner - particularly

for generative models. The typical approach creates local copies of the generative model,

G, with parameter θ(Xsyn) using the synthetic data. This model is then applied to assign

each known record with a likelihood that is either generated or accepted by the local copies

[13, 14]. M is typically formulated as

sign[P(ri|Gθ(Xsyn))> t],

where sign[·] is a signum function that returns either 0 or 1 and t is a pre-defined threshold.

In the attack formulated by Chen and colleagues [15], it is assumed that, if the syn-

thetic data pose a membership inference risk for a known record, then it must be possible

to observe that the generative model overfits the record (i.e., the model assigns a higher

likelihood to records that are in the training set than those that are not):

P(mi = 1|ri,Xsyn) ∝ P(ri|Gθ(Xsyn)).

However, this formulation requires an explicit density function from the generative model,

which is not always available. Chen et al. [15], as well as Bilprecht et al. [16], thus propose

a more generic membership inference framework. They specifically utilize the property that

a membership inference risk can be observed when the synthetic data demonstrate a certain
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level of similarity to a target record:

P(mi = 1|ri,Xsyn) ∝ L(ri,Xsyn),

where L(·, ·) denotes a general notion of the similarity between ri and Xsyn. Yet, this ap-

proach is hindered in practice because it either 1) relies only upon a simple non-parameterized

metric for L(·, ·) [16], rendering the approach insufficient for data with complex structure

and high dimensionality, or 2) relies on specific assumptions about the target generative

model [15].

Recent advancements in representation learning, however, provide an opportunity to

alleviate both problems by defining the distance between the latent representations of the

records. Typically, the approaches designed to support this endeavor fall into one of two

groups: generative or contrastive. The former simulates the data distribution and then de-

rives a latent form that represents the semantic features as decodable factors [110, 111].

Training generative models, which requires simulation of the data in a lossless manner, is

often computationally intensive and requires excessively large quantities of data, particu-

larly when in a sequential form (e.g., generative models for natural language: T5 [112]

required 34 billion tokens to train 11 billion parameters, while GPT-3 [113] required 300

billion tokens to train 175 billion parameters). Yet, from the perspective of membership

inference, acquiring a lossless representation might be unnecessary. A representation com-

posed of a limited number of features may be sufficient to recognize a unique record in-

stance. As such, contrastive learning [114, 115], is well-aligned with the objective of mem-

bership inference. Still, one of the challenges in applying a contrastive learning approach is

how to design the augmentations (i.e., slightly modified copies of already existing records)

needed for training that will maximally promote membership inference as a downstream

task of representation learning.

5.3.3 Membership Inference Algorithm

In this section, we introduce a two-step process to perform membership inference. In the

first step, we learn the representations of records. In the second step, we apply a measure

to calculate the distance between the representation of a known record and the representa-

tion of the synthetic records, which can be effectively exploited for membership inference.

These two steps collectively represent an implementation of function L() described in sec-

tion 5.3.2. Additionally, L() followed by a heuristic algorithm to perform inference based
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on L() can be regarded as the adversarial model M (). A flow chart of the membership

inference process is shown in Figure 5.2. We refer to this method as CRL-proxy.

Figure 5.2: A procedural depiction of the membership inference framework. The black
arrows indicate the training process while the red arrows indicate inference using the trained
models.

5.3.3.1 Training

We leverage contrastive learning to obtain record representations that can be used in down-

stream membership inference. First, given the synthetic dataset Xsyn, we reuse the method

for partially synthetic data generation to create a proxy dataset Xproxy of Xsyn. Specifically,

for each r ∈ Xsyn, we apply Algorithm 5.1 to generate r̃ as the proxy for r. Then, we use

an encoder to extract each synthetic record’s, as well as each proxy’s, fixed-length vector

representation vr and vr̃. The contrastive training’s objective is to minimize the following

function:

−Er log
exp(sim(vr̃,vr))

∑rc∈Xproxy exp(sim(vrc,vr))
,

where sim(u,v) = 1
ε

uvT

∥u∥∥v∥ is the scaled dot product between the L2 normalized u and v,

and ε > 0 is an adjustable hyper-parameter. This objective is precisely the NT-Xent loss as

proposed by Chen and colleagues [88] and is equivalent to the infoNCE loss [85].
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5.3.3.2 Inference

In this subsection, we introduce an algorithm to infer the membership status of a known

record. For each ri ∈ X , if L(ri,Xsyn) is greater than a certain threshold τ , we assert Xsyn

retains information of ri and further claim ri is in the source set to generate synthetic data.

Given vri and {vr|r ∈ Xsyn}, we consider the following heuristics to calculate L(ri,Xsyn)

L(ri,Xsyn) = max
r∈Xsyn

sim(vri,vr).

This function corresponds to the largest similarity between ri and all records in Xsyn.

5.4 Experimental Design and Result

To investigate the performance of the partially synthetic data generation and membership

inference methodology, we performed an empirical analysis with the same data introduced

in Chapter 4, which are derived from two distinct electronic medical record (EMR) re-

sources. The first dataset corresponds to de-identified data from VUMC. The second

dataset corresponds to the publicly available Registered Tier data from the NIH-sponsored

All of Us Research Program. We refer the readership to Chapter 4 for specifications of the

datasets.

We perform longitudinal simulation with two implementations. The first, correspond-

ing to the full synthesis method introduced in Chapter 4, is used as a baseline for com-

parison. The second is built upon the partial synthesis method introduced in Section 5.2.

Next, for each trained model, we generate a synthetic dataset with the same size as the real

dataset.

We evaluate the quality of the resulting synthetic datasets with the discrimination method

introduced in Chapter 4, which is to train critic models to distinguish between the real and

synthetic data. Specifically, we use the finetune strategy to train critics as it achieves a

relatively accurate estimation of the difference between real and synthetic data.

5.4.1 Risk Assessment

Instead of articulating the risk of membership inference in terms of adverse consequences,

we frame it with quantitative values by which the data holder could make decision of

whether or not to share the data. This is achieved by providing a topology between the

compromised proportion of the population and the attack’s precision.
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We randomly split each of All of Us and VUMC datasets into a source set Xsource,

holdout set Xholdout . The source set is applied to train the generative model, from which a

synthetic set Xsyn of the same size is generated. We set the size of Xsyn to be the same as

Xsource given that the synthetic data is meant to be a substitution of the real data. We define

Xsource∪Xholdout as the known target set.

Next, we perform proxy generation and contrastive training on the synthetic set. We

split the known target set into 10 partitions of the same size, according to the number

of episodes associated with each record. It should be noted that the partitioning is only

performed across records but not within a record. The intuition behind this step is to in-

vestigate how the number of episodes in a record (i.e., the amount of information provided

by the record) influences the precision of membership inference. We apply the inference

algorithm (in section 5.3.3.2) to each partition.

We assume the adversary performs an attack on each partition separately for an optimal

attack performance. To illustrate the risk, we select the top 20%, 40%, 60%, 80%, and

100% of the records in the known target set with the highest risk score L() (see section

5.3.3.2 for the definition) and calculate the proportion of the selected records that are in the

source set. In doing so, we obtain a topological depiction of the relationship between the

percentage of individuals targeted and the attack’s precision. For instance, a precision of

1 indicates that all of the selected records are correctly inferred as members of the source

data, while a precision that is no greater than 0.5 indicates that the adversary is no more

successful than a random guess (due to the fact that 50% of the members of the known

target set are in the source set).

5.4.2 Membership Inference with Incomplete Knowledge

In the most simple attack scenario for an adversary, the complete medical record of a target

individual is available. However, this is an extreme scenario that is unlikely to happen in

the real world. It is possible that the adversary only has access to incomplete knowledge of

the target individual. To provide a comprehensive analysis of the risk of membership attack

against partially synthetic medical data, we also consider the scenario where the adversary

possesses incomplete medical records of target individuals. Specifically, we perform ex-

periments in three different settings:

Binary profile: the adversary has access to the profile of the target individual, in which

the data only indicate which medical events occurred to the target individual, but not the
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temporal trajectory of the events.

Count profile: the adversary has access to the number of times that each diagnosis or

procedure was made over the target individual’s medical history.

Longitudinal record snippet: the adversary has access to a snippet of the longitudinal

record, in which the data cover 10 consecutive episodes of each target individual.

5.4.3 Baseline Method for Membership Inference

To assess how well the proposed CRL-proxy performs, we compare with an alternative

method for membership inference. The following provides a summary of the baseline

model.

The baseline is based on a pretext task performed on the synthetic data to detect the

target model’s overfitting to the source data. We use the synthetic data to perform masked

modeling (which is based on masked language modeling [116]), with which we calculate

the approximated likelihood of each record in the known target dataset, conditioned on the

synthetic data:

Et logP(et |e−t ,e+t ;Xsyn).

We claim that a record is in the source data when its likelihood is greater than a predefined

threshold. This baseline share the same intuition with the membership inference method

against fully synthetic medical record introduced in Chapter 3.

5.4.4 Results

5.4.4.1 Quality Evaluation

The experimental results with respect to discrimination performance between real and syn-

thetic data is shown in Table 5.1. It should be noted that a lower discrimination perfor-

mance indicates better synthetic data quality. We observe that the partial synthesis method

produces synthetic data that are more difficult to distinguish from real data than the full syn-

thesis method. For the VUMC data, partially synthetic data demonstrate a 4.5% and 4.3%

higher quality than fully synthetic data, in terms of discrimination accuracy and AUROC,

respectively. A similar result is observed for the All of Us data with a performance dispar-

ity of 7.3% and 6.1% in discrimination accuracy and AUROC, respectively. This finding

suggests that the partial synthesis method enables synthetic records with higher statistical

similarity to real records.
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Table 5.1: Discrimination performance.

Dataset Simulation method

Fully synthetic data Partially synthetic data

Accuracy AUROC Accuracy AUROC
VUMC 0.752 0.838 0.718 0.802

All of Us 0.777 0.858 0.720 0.806

5.4.4.2 Membership Inference Against Partially Synthetic medical data

Figure 5.3 illustrates the membership inference risk based on the experiments with CRL-

proxy. In this figure, the x-axis represents the number of episodes exhibited by a patient,

while the y-axis represents a cumulative percentage of the patients the adversary conducts

a membership inference attack upon. The color in the heatmap corresponds to the infer-

ence precision of the targeted subset. For example, in Figure 5.3a, the cell on the upper

left corner represents patients with 10 to 11 episodes. When the top 20% of the targeted

patients, ranked according to L(), are inferred as in the source set, the inference precision

is 0.83.

There are several findings on partially synthetic data worth highlighting. First, it can

be seen that the risk of membership inference is non-trivial for both VUMC and All of

Us data. As shown in subfigures 5.3a, and 5.3b, multiple cells achieve a precision that is

close to 1. The size of the subpopulation vulnerable to membership inference (presented as

the percentage of the entire population under consideration) with precision beyond 0.9 is

100% for the All of Us data; and 78% for the VUMC data. Now, if the adversary reduces

the precision threshold to 0.8, the size of the subpopulation is 100% for the All of Us

data; and 92% for the VUMC data. Second, the precision for the subpopulation with a

greater number of episodes is higher. This is expected and indicates that the records that are

more informative are more vulnerable to membership inference. Third, there is a trade-off

between the inference precision and the size of the compromised population. The adversary

could obtain results with higher confidence by conducting inference on a subpopulation of

smaller size.
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Figure 5.3: A summary of the membership inference risk against partially synthetic medical
record. Each cell corresponds to a subset of all individuals who could be targeted by the
adversary.

5.4.5 Comparison with the Baseline

Figure 5.4 illustrates the result achieved by the baseline method. For both datasets, no

subpopulation is vulnerable to membership inference risk with precision greater than 0.7.

As such, CRL-proxy has the significantly better performance. This finding indicates that the

contrastive learning method is more reliable for assessing the risk of membership inference.

5.4.6 Membership Inference with Incomplete Knowledge

This subsection illustrates the result when the adversary has incomplete knowledge of tar-

get individuals for membership inference attack. Figure 5.5 shows the result of the scenario
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Figure 5.4: Membership inference results for the baseline

where the adversary has access to the binary profile of the target patients. For both partially

synthetic All of Us and VUMC data, no subpopulation is vulnerable to membership infer-

ence with precision greater than 0.7.

Figure 5.6 shows the result of the scenario where the adversary has access to the count

profile of the target patients. When the precision threshold was 0.8, CRL-proxy achieved

inferential success on 16% of the population with partially synthetic All of Us data; while

for VUMC data, no subpopulation is subject to membership inference. When the precision

threshold was lowered to 0.7, CRL-proxy achieved inferential success on 40% and 24% of

the population with partially synthetic All of Us and VUMC data, respectively.

Figure 5.7 shows the result of the scenario where the adversary has access to the snippet

of the longitudinal record of the target individuals. For both partially synthetic All of Us
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and VUMC data, no subpopulation is vulnerable to membership inference with precision

greater than 0.7.

It can be seen that the inference with incomplete knowledge substantially drops for

both the VUMC and All of Us data. Particularly, in the scenarios if binary profile and

longitudinal record snippet, partially synthetic data are only marginally susceptible and, in

most cases, could be deemed sufficiently protected from membership inference.

Figure 5.5: An illustration of membership inference risk against partially synthetic medical
record, when the adversary has incomplete knowledge of target individuals (Binary profile).

5.5 Discussion and Conclusion

This chapter introduces a novel approach for partially synthetic medical record generation,

which enables higher quality of resulting synthetic data than the full synthesis method. This
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Figure 5.6: An illustration of membership inference risk against partially synthetic medical
record, when the adversary has incomplete knowledge of target individuals (Count profile).

chapter also introduces a membership inference framework based on contrastive represen-

tation learning for privacy risk assessment on partially synthetic data. To the best of our

knowledge, the proposed membership inference framework is the first approach that is not

reliant on assumptions about the model involved in the synthetic data’s generation process.

The results of our experiments (with two distinct collections of real world medical data)

show that partially synthetic data has the potential to retain a higher level of utility than

fully synthetic data, but is susceptible to membership inference, especially when the ad-

versary has complete knowledge of target individuals’ medical record. Further, the method

presented in this chapter could be applied as a preliminary privacy risk evaluation if any

partially synthetic dataset is considered for release.
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Figure 5.7: An illustration of membership inference risk against partially synthetic medical
record, when the adversary has incomplete knowledge of target individuals (Longitudinal
record snippet).

It should be noted that the membership inference model works from the data holder’s

perspective. When evaluating the risk reported in the results section, we use the knowledge

that an adversary may not possess: 1) the membership distribution in the known target set

(e.g., half of the records are in the source set), and 2) prior knowledge about the topolog-

ical patterns of relationship between the percentage of individuals targeted and inference

precision (e.g., the precision of CRL-proxy is higher for records with a larger number of

episodes). Therefore, the reported results could lead data holders to slightly overestimate

the level of specificity in their synthetic data. A tighter approximation of the risk can be

obtained when a better understanding of what knowledge adversaries have access to and
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what the behavioral limitations of such adversaries are is available.

We also wish to indicate that there are several opportunities for future refinements of

this work. First, we relied upon the CCS and curated PheWAS coding system for EMR

data, which has a more coarse feature space in comparison to other systems, e.g., the Inter-

national Classification of Diseases (Tenth Revision). It is unknown how the experimental

results observed in this chapter will hold in other coding systems or the original uncurated

coding system. It also remains to be seen how the size and granularity of the feature space

influence the quality of partially synthetic data and their corresponding risk of member-

ship inference. Second, our investigation considered only a subset of the available types

of medical data that are of interest for synthesis purposes. Specifically, we only consid-

ered well-structured diagnosis and procedure codes. However, it is important to investigate

how our risk estimation methodology fares in the face of other types of medical concepts

(e.g., laboratory test results and medications). Third, according to our experimental results,

synthetic VUMC data are more resistant to the proposed attack than synthetic All of Us

data. We suspect the primary reason for this difference is that the All of Us data benefits

more episode per patient. However, there could be many other potential reasons for the

difference, such as the fact that All of Us is composed of data from a wide variety of orga-

nizations’ EMRs whereas the VUMC data is composed of a single organization. We expect

further research with more datasets to investigate the driving factors for such differences

and the generalizability of our findings.

90



CHAPTER 6

Conclusion

6.1 Summary of Results and Contributions

This dissertation focused on synthetic medical data simulation. The goal was to create

a proof-of-concept data-driven pipeline for large-scale synthetic EMR simulation that is

not dependent on clinical knowledge. We approached this goal from three aspects: 1)

developing algorithms to model the distribution of EMR data, based on which synthetic

data can be generated, 2) building an evaluation system to assess the utility of synthetic

data, and 3) examining the privacy implications involved with sharing synthetic data. Our

contribution to each of these aspects is summarized below.

First and foremost, we developed deep learning-based algorithms for modeling and

generating both patient profiles and longitudinal medical records. We demonstrated that,

when it came to patient profiles, the GAN-based generative framework could be improved

in terms of either model architecture or training strategy. The improved framework gener-

ated synthetic data with comparable statistics and predictive capabilities to the original data

upon which the simulation was based. With respect to longitudinal records, we presented

a composite generative framework utilizing techniques including GANs, autoregressive

models, and time point processes. The synthetic medical records generated by this frame-

work demonstrated similar temporal dependencies and time-related statistics as real data.

Further, we introduced a method for partially synthetic medical data generation based on

a variation of the multiple imputation strategy. In comparison to fully synthetic data, par-

tially synthetic data was found to more difficult to distinguish from real data. We proved

the feasibility of generating synthetic data with a realistic feel with the proposed method-

ologies.

Second, we provided a family of methods for utility assessment that account for both

the fidelity and diversity of synthetic data compared to real data. The evaluation was ac-

complished by examining the prediction capability and the distribution of latent features

of synthetic data. Additionally, we proposed to evaluate synthetic data by discriminating it

from real data. We developed an implementation that utilized knowledge of the generative

model to aid in the discrimination, resulting in substantially more reliable evaluation results

than training a classifier naively.
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For the purpose of assessing privacy risks, we empirically demonstrated that both fully

synthetic patient profiles and longitudinal records generated by the proposed methods were

resistant to membership inference and attribute inference attacks. We further showed that

partially synthetic longitudinal medical records were subject to membership inference us-

ing the state-of-the-art machine learning methods, when the adversary has complete knowl-

edge of the medical record of target individuals. The above findings suggest fully synthetic

data can be deemed sufficiently protected, while the use of partially synthetic data requires

caution.

6.2 Discussion

In this section, we discuss the limitation of the current work, as well as open issues and

future opportunities related to synthetic data simulation.

6.2.1 Limitation in Data Utility

In many medical data simulation scenarios, the subset of patients assigned a positive sta-

tus for a particular diagnosis code may be extremely small due to the rarity of the related

disease. As a result, only a limited number of training instances of the corresponding

subpopulation are available to the model training process, which compose an insufficient

representation of the subpopulation’s data distribution. In this case, the current genera-

tive models based on machine learning may be incapable of extracting sufficiently strong

signals from data to reflect unbiased knowledge of the target distribution. Recognizing

this issue, we perform attribute curation in both the patient profile and longitudinal record

simulation settings prior to training generative models to ensure that the attribute space is

well-specified by the training data. This is accomplished by aggregating medical concepts

into higher-level categories and removing the resulting categories with a low prevalence.

For example, we group ICD-9 diagnosis billing codes by their first three digits and retain

only 854 three-digit codes for the purpose of simulating patient profiles.

This practice enables us to provide a proof of concept of generating synthetic medical

data with high statistical similarity to its real world counterpart. However, there is still room

to improve the utility of synthetic data in general and in terms of fairness. From a broader

perspective, the extent to which the attribute space of original data is preserved in synthetic

data (which we refer to as the completeness of synthetic data) is critical because the un-

derlying application of synthetic data (e.g., hypothesis formulation or testing) may require
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the retention of specific attributes. As such, the inability of current modeling to accurately

capture the distribution of phenotypes with a small population inevitably lead to data utility

loss. From the fairness standpoint, synthetic data may be unable to represent the minority

population with rare diseases in certain applications, as the minority population is either

neglected in the simulation due to attribute curation, or is likely to be biasedly represented

in the synthetic data because of the generative model failing to accurately capture its distri-

bution. We believe that future efforts to improve synthetic medical data simulation should

focus on the generative model’s ability to elevate data completeness while maintaining data

quality.

6.2.2 Differential Privacy in Synthetic Data Simulation

In this dissertation, we did not use statistical disclosure limitation models, including dif-

ferential privacy (DP), in the design of generative algorithms for medical data simulation.

Nonetheless, we are aware of the growing trend toward incorporating DP into synthetic

data simulations in a broader scope of scenarios.

If properly realized in the data simulation process, DP could provide theoretically-

guaranteed privacy protection to the individuals whose information is used to generate

the synthetic data. Further, a general concept of privacy loss is inherent in differentially

private algorithms. This concept could be used to track the upper bound of privacy risks

associated with sharing synthetic data and formulate privacy policies governing the release

of any synthetic dataset. Additionally, it is worth noting that techniques for incorporating

DP into the training of deep learning-based generative models already exist. Abadi and col-

leagues [117] proposed the Differentially-Private Stochastic Gradient Descent (DP-SGD)

algorithm for training differentially private deep learning models. Xie and colleagues [26]

proposed differentially private generative adversarial networks based on DP-SGD, which

were evaluated in the context of patient profile generation. Multiple prior works have also

adopted DP in training autoregressive models to generate synthetic sequential data (e.g.,

natural language text) that is not subject to unintended memorization, a phenomenon in

which the synthetic instances replicate fine details from a specific training sample.

However, DP is a double-edged sword in EMR simulation. The privacy guarantee,in

terms of acceptable privacy loss, is achieved at a significant cost of the utility of the result-

ing synthetic data [26, 27]. This is because generative models aim at capturing the complete

data distribution, with all details preserved, rather than merely identifying distinguishable
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patterns in data. As a result, their training typically requires a large number of steps of gra-

dient descent. Under this premise, the mechanism to realize DP demands a large amount

of noise to be added in the training process, which may overwhelm meaningful signals

extracted from the training data.

As such, there is a quandary over whether or not to adopt DP in the simulation of syn-

thetic medical data. Without DP, privacy assessments prior to sharing synthetic data can

only rely on knowledge about the types of privacy threats that have been previously rec-

ognized, while the technology that can be leveraged for privacy intrusion against synthetic

data is still evolving. As a result, privacy risks persist and what seems protected today may

not be tomorrow. On the other hand, there is no evidence that sharing synthetic data gener-

ated by a model that is not differentially private or that endures high privacy loss (defined

by DP) leads to considerable privacy risks, as there may be no existing technique for de-

riving meaningful knowledge about any real individual from the synthetic data. Under this

premise, it may not be necessary to sacrifice utility in exchange for the privacy guarantee

of DP.

However, the fact that the current generative models that embrace DP demonstrating

low utility do not necessarily indicate utility and theoretically-guaranteed privacy cannot

be both realized. The current algorithm to realize DP for deep generative models loosely

estimates the upper bound of privacy loss. Future work may enable a much tighter estima-

tion of privacy loss, thereby mitigating the privacy-utility tradeoff in adopting DP.

6.2.3 An Open Question Regarding Synthetic Data’s Application

Moving steps forward, there is an open question worth discussing. What could be the real

world application of synthetic medical data?

Ideally, synthetic datasets would share the same underlying distribution as the origi-

nal real datasets. However, this expectation can hardly be achieved in real world practice

due to the imperfectness of generative methods. Recognizing this, anyone who intends to

use synthetic data may have concerns about its reliability. To date, there is no evidence

that synthetic data can serve as a substitute for real data in an application-agnostic con-

text. Various programs have embraced synthetic data to help support dissemination and

outreach activities. For instance, the U.S. National Institutes of Health-sponsored National

COVID Cohort Collaborative (N3C) [118] and U.K. Medicines and Healthcare Regulatory
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Agency-sponsored Clinical Practice Research Datalink1 are providing access to synthetic

versions of their datasets. Additionally, NIH’s AIM-AHEAD program2 also incorporated

synthetic data into their research goals. However, none of these programs asserts that syn-

thetic data will be useful for applications including training machine learning algorithms

for hypothesis formulation and testing for precision medicine. At the moment, it is believed

that synthetic data can assist people in generating insight into real data without actually ac-

cessing them, but it is under the exploration of what the insight could be like. As such,

a reasonable application of synthetic medical data, as of now, is to use them not as an

alternative to the real data but as a supplement. For example, synthetic data can be used

as a demonstration of real data to help people determine whether they want to go through

restricted censors and a possibly lengthy process to apply access to real data.

1https://www.cprd.com/content/synthetic-data
2https://datascience.nih.gov/artificial-intelligence/aim-ahead
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Appendix A

Data Triage Strategy in Chapter 2

Figures A.1 presents the number of patients who exhibited a certain number of distinct
ICD-9 codes. It can be seen that many patients have only a few ICD-9 codes. This happens
for a number of reasons. Some of these patients, for instance, are healthy or are diagnosed
with minor issues in an outpatient setting (e.g., influenza). In other situations, the patients
are observed for only a short period of time either because they were treated in an emer-
gency and never seen again or they moved on to a different healthcare organization. As
a consequence, these EMRs are somewhat incomplete or lacking in information and thus
cannot support the generation of meaningful synthetic ICD-9 code lists of patients.

At the same time, it can be seen that some patients have an abnormally large number of
ICD-9 codes. This phenomenon was rare and may correspond to anomalous events (e.g.,
test records) or patients that have been observed for long periods of time.

Additionally, from the perspective of the individual ICD-9 codes, Figure A.1b presents
the number of patients assigned each ICD-9 code. It can be seen that there is a subset which
is rare in SD, as shown by the left-most region of Figure A.1b. The primary reason lies in
the rareness of the corresponding diseases among the population visiting VUMC.

Based on this evidence, we remove the EMRs with less than 5 or more than 100 distinct
ICD-9 codes. We further remove the ICD-9 codes appearing in less than 100 EMRs.

Figure A.1: Summary statistics about EMRs and billing codes in the VUMC SD.
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Appendix B

Chronic Disease Subpopulations in Chapter 3

This appendix provides details on how the chronic disease subpopulations were composed
for this study. Specifically, we build the chronic disease subpopulations from both the real
and synthetic datasets through a three steps process. First, we select all real and synthetic
records that satisfy the definition of a disease of interest. Each record must contain at least
one indicative phecode 250.2X, 428.X, 401(401.1), and 496.21 for Type-2 diabetes, heart
failure, hypertension, and chronic obstructive pulmonary disease (COPD), respectively.
Second, we retain only records that 1) have at least one visit prior to the first occurrence of
the indicative phecode and 2) have at least ten visits within the five-year period following
the indication of the disease, as they contain relatively complete temporal patterns of the
phenotype. Third, to focus on the temporal patterns of the target phenotype, for all selected
records we retain only the phecodes that are positively correlated with the disease of inter-
est. Here, the correlation of a diagnosis code with the disease of interest is represented as
the risk ratio of the diagnosis and the disease (on a log scale). Phecodes with ratios beyond
two standard deviations are considered positively correlated. Table B.1 provides summary
statistics of the selected subpopulations.

We sample 28 observation points uniformly cover the 5-year period following the first
presence of the disease of interest, each of which contains all unique phecodes assigned
to the patient in the following 6-month window. An example is illustrated in Figure. An
example is illustrated in Figure B.1. Thus, we build ml feature matrices Mr and Ms for the
real and synthetic data, respectively, where m is the number of records and l is the number
of phecodes times 28.

Table B.1: A summary of the selected diseases and their positively correlated phecodes
(PCP).

Disease Real Records PCPs Episodes with PCP(s) in the
Observation Windos

Type-2 diabetes 4,949 20 19.93

Heart failure 4,161 42 18.52

Hypertension 8.836 53 23.46

COPD 611 9 22.78
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Figure B.1: An example of how one row of the feature matrix is composed. Phecode d
indicates the target disease.
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