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Abstract
The idea that “justice is blind” has been called into question by some reports that attractiveness affects judgments of punishment and guilt. However, such studies are handicapped by a number of limitations, which this study attempts to correct. We used images of females that varied in ratings of facial attractiveness to study the effect of perpetrator attractiveness on punishment decisions. Male and female participants rated punishment while reading vignettes depicting various crimes, which were paired with a face image representing the perpetrator. We did not find a main effect of perpetrator attractiveness on punishment judgments. Additionally, we did not observe an interaction between attractiveness and crime type, level of criminal responsibility, or victim gender. These results support the idea that attractiveness does not influence legal punishment and, by so doing, bolster the notion that justice is truly blind.

1. Introduction

Legal decision-making is a rapidly expanding field of study that seeks to understand how humans make decisions about responsibility and punishment for crimes. Such research is typically focused on two broad aims: (1) to understand the cognitive components of the legal decision-making process and their underlying neurobiological substrates and (2) to determine the validity of commonly held assumptions (i.e. “lay” or “folk” assumptions) about the legal system. Typically, more attention has been paid towards the latter category; however, the last decade has witnessed a growing effort to parse the cognitive constituents of legal decision-making in a more complete way. Here, we will briefly review both areas of the literature, first focusing on studies that propose and test conceptual models of legal decision-making, then moving towards those examining the violation of the legal system’s principles through emotional arousal.  We will focus heavily on the second category of studies, as the current investigation seeks to expand upon this literature. We will discuss the neural basis of legal decision-making, as investigated by fMRI. Finally, we will discuss the goals of the present study and where our efforts fit into the literature more broadly.

1.1 Components of legal decision-making

Legal judgments involve the integration of a variety of distinct determinations, including responsibility and punishment, with many components, such as intent, beliefs about consequences, mitigating and aggravating circumstances, etc., interacting to produce an overall decision. An attempt to better understand how these variables interact has been undertaken by a group at Harvard University, led by Fiery Cushman. Briefly, they have found that judgments of wrongness and permissibility hinge on belief information, while judgments of deserved punishment depend on responsibility information (Young, Cushman, Hauser & Saxe, 2007; Young & Saxe, 2008; Cushman, 2008). They have examined the process underlying judgments of responsibility and punishment and have suggested a parallel-processing model, where these two determinations are made concurrently and then integrated before a decision is made. Cushman et al.’s model has a number of limitations, including a lack of explanation concerning extra-legal factors (discussed below) that are known to impact legal judgments and so bears further scrutiny before any acceptance is made.

Other studies have also examined particular components of the legal decision-making process, most successfully concerning the motivations for punishment. In a survey paradigm, experimenters examined these motivations and found that “just desserts” motivations were more prevalent than deterrence motivations (Carlsmith, Darley, and Robinson, 2002). Additionally, some of the personal motivations for punishment have been examined, finding that altruistic punishment occurs only when further cooperation is possible (Fehr, and Gächter, 2002). Studies such as these remind us that while society in general makes a number of assumptions about the legal system and how the average person thinks in terms of it, these beliefs do not always hold true.

1.2 Bias of legal decision-making

Another example of how the assumptions underlying the legal system are flawed is provided by the literature concerning legal decision-making and emotional arousal. These studies examine the ways in which emotional arousal can bias a legal determination, and have done so using a variety of methodologies. To facilitate synthesis of this varied and diverging field, studies will be grouped into two categories: those that manipulate emotional arousal through gruesome images and those that employ facial attractiveness. Finally, we will discuss two studies that have examined the effect of attractiveness in real court cases.

1.2.1 Emotional arousal through gruesome information

On a basic level, images or descriptions of gruesome bodily harm easily induce emotions related to disgust, anger, revulsion and shock, to name just a few. This type of information has been successfully employed in a number of studies to generate emotional arousal, which thereby biases guilt and/or punishment judgments, to varying degrees of success (Oliver & Griffitt, 1976; Whalen & Blanchard, 1982; Kassin & Garfield, 1991; Douglas, Lyon & Ogloff, 1997; Bright & Goodman-Delahunty, 2004; Bright & Goodman-Delahunty, 2006). In a hypothetical civil court case involving accidental bodily harm at the workplace, half the participants were shown color images of a badly injured hand while the other half were provided no such information, with the result that the gruesome images biased towards greater damages awarded, with no effect on guilt determinations against the defendant (Oliver & Griffitt, 1976). Similarly, another study used a situation of accidental harm to show both color and black and white images of bodily harm involving blood and cuts to a body. The authors found that significantly higher damages were awarded by participants who saw the color images versus the black and white image or no image at all, but only when the injury was described as permanent and blameworthiness was attributed to the defendant (Whalen & Blanchard, 1982). In one study, participants were even presented with videotaped “evidence” of a crime, which made them more likely to find a defendant guilty in subsequent judgments (Kassin & Garfield, 1991). 

Finally, a number of studies have looked at murder cases and the effect of graphic depictions of the victim’s body, all of which involved a male perpetrator accused of killing a female victim. Two studies found that inclusion of gruesome depictions of the body biased guilt judgments, such that the defendant was more likely to be convicted regardless of whether this information was presented in color or black and white photographs (Douglas, Lyon, & Ogloff, 1997) or through written description only (Bright & Goodman-Delahunty, 2004). However, a third study found that verbal gruesome evidence had no effect on mock juror verdicts, but that inclusion of photographic evidence, whether gruesome or not, resulted in greater conviction rate (Bright & Goodman-Delahunty, 2006). Importantly, all three studies found that using verbal or photographic stimuli to induce emotional arousal was successful. Gruesome information is successful in manipulating arousal, which usually translates into harsher punishment or greater assessment of guilt, although there are inconsistencies in this effect across crime types and methods of presentation.

1.2.2 Emotional arousal through facial attractiveness

Attractive images have also been used to successfully manipulate emotional arousal in a large number of studies (Patry, 2008; McKelvic & Coley, 1993; Thornton, 1977; Gerdes, Damann & Heilig, 1988; Burke, Ames, Etherington & Pietsch, 1990; Piehl, 1977; Abwender & Hough, 2001; Kulka & Kessler, 1978; Smith & Hed, 1979; Sigall & Ostrove, 1979; Leventhal & Krate, 1977). Most of these studies have focused on a single specific crime type, with mixed findings. Much of the inconsistency in the field can be attributed to poorly controlling for or failing to manipulate relevant variables such as perpetrator and victim gender. These limitations will be discussed in detail, as the present study sought to address some of these issues.

To begin, some studies have looked at murder and/or armed robbery situations, one using a female perpetrator and one using a male. For the female perpetrator, male and female participants read an armed robbery case in which either an attractive or average image was included (Patry, 2008). Greater attractiveness reduced the likelihood of being found guilty but when participants debated the case together, this effect was eliminated. For the male perpetrator, male and female participants read a vignette that varied only in the severity of the crime (robbed at gun point without victim being shot versus with victim being shot and killed) and in the attractiveness of the defendant, finding no effect of or interaction between perpetrator attractiveness and punishment rating (McKelvic & Coley, 1993).

Another specific crime type that was looked at was rape, with the victim’s attractiveness being manipulated. One study using male and female participants found that a more attractive victim results in greater conviction rate and in greater punishment for the perpetrator, regardless of participant gender. Additionally, there was an effect of participant gender, such that female participants convicted more often than males, while males gave harsher punishments that females (Thornton, 1977). A similar study, again using both genders as participants, manipulated both victim and perpetrator attractiveness in a rape scenario with no effect on punishment, despite the fact that the attractive values were significantly and meaningfully different between the conditions (Gerdes, Damann & Heilig, 1988). There was again an overall gender effect, however, such that female participants punished greater than males. Similar in victim-perpetrator relationship but not in degree was a study examining the effect of both perpetrator (male) and victim (female) attractiveness in an ambiguous-guilt domestic violence case. Again employing male and female participants, the researchers found no effect of attractiveness of either perpetrator or victim on punishment or guilt determinations, but did find that female participants gave more punishment overall (Burke, Ames, Etherington & Pietsch, 1990). Taken together, these studies suggest that interesting gender effects emerge when the sex of the victim and perpetrator are meaningful to the crime committed, but also that the effects of victim and/or perpetrator attractiveness are transient at best in these types of crimes.

Other studies have examined vehicular crimes and attractiveness, both with female perpetrators and both using male and female participants. In the first experiment, researchers manipulated the severity of a traffic accident, from no serious consequences to destruction of the victim’s car to fatal consequences for the victim, always a male (Piehl, 1977). An interaction between attractiveness and crime severity was found, such that for the two less severe conditions, unattractive perpetrators received greater punishment, but in the fatal condition the attractive perpetrator received greater punishment, which the authors attributed to stereotyping affects (it has been shown that when people commit crimes or wrongdoing that is “stereotypical” for their gender or race, they are punished more severely). This was contrary to the findings of another study, which looked at a negligent homicide scenario and manipulated both the male victim’s and female perpetrator’s attractiveness, finding no main effect of attractiveness for either party on guilt or punishment determinations (Abwender & Hough, 2001). However, the authors did find an effect of participant gender, such that males punished the attractive perpetrator more harshly, while females performed oppositely. Yet another study, conducted using videotaped “evidence” from a negligent homicide trial, paired an attractive perpetrator with an unattractive victim, and vice versa, finding that the attractive perpetrator/unattractive victim combination resulted in less punishment for the perpetrator, while the opposite was true for the unattractive perpetrator/attractive victim pairing (Kulka & Kessler, 1978).

Additionally, two studies looked at crime types in which a perpetrator’s attractiveness might help in perpetrating a crime, using scenarios that either involved a swindle crime or a burglary. The first used only female participants and varied the attractiveness of a female perpetrator dichotomously, finding that in the swindle crime, the more attractive perpetrator was punished more harshly, while for burglary, the effect was reversed (Smith & Hed, 1979). The findings from the second study concurred, this time using both male and female participants, discovering a selective bias against attractive perpetrators in a swindle crime versus against unattractive perpetrators in a burglary crime (Sigall & Ostrove, 1979). Both authors interpreted their findings to suggest that when attractiveness helps someone commit a crime, its mitigating effects are turned against them.

Only one study was found to test the effect of attractiveness across crime types, divided into crimes against persons (murder, mugging, extortion, etc.), crimes against property (forgery, bank robbery, corporate swindlers, etc.) and victimless crimes (pornography, gambling, operating a radio station without a license, etc.) (Leventhal & Krate, 1977). Crime descriptions were paired with a photo depicting the perpetrator that varied on attractiveness. The authors found that attractive perpetrators were given lighter sentences than unattractive perpetrators, but made no attempt to test an interaction between attractiveness and crime type.

Considered as a whole, the lack of consistency across crime type, participant gender, victim gender and attractiveness of either perpetrator or victim is troubling. One interpretation is that people make legal decisions capriciously, based on personal feelings about the specific facts of a case, the gender of the victim and/or perpetrator, etc. Such a conclusion would completely undermine the justice system as society understands it and is certainly unwarranted when the various limitations of the individual studies and the field as a whole are considered. Overall, these studies have used varying methodologies of dubious validity. Some studies had issues with their samples. Two presented their case information in the form a booklet to entire classes of undergraduate students (Burke et al., 1990; Thornton, 1977), an uncontrolled environment where some students are unwilling participants at best and actively uncooperative at worst. Another study selectively used participants in the McNair program, which is comprised of high functioning minorities who plan to attend graduate school (Abwender & Hough, 2001). The authors of this study mailed their stimuli in the form of booklets to each participant, again resulting in an uncontrolled environment and possible confounds. A second issue was how participants were run. Most studies used the traditional individual session; however, a few attempted to simulate jury conditions and ran participants in groups, even having them deliberate their responses (Patry, 2008; McKelvic & Coley, 1993). While these types of experimental sessions are more ecologically valid, generalization between group and individual studies is unwarranted. A final issue regards the scale used for punishment responses, which was variable from study to study. One study asked participants to assign punishment from 0 to 6 months, another from 1 to 10 years, a third from 1 to 15 years, and yet another from 5 to 99 years (Piehl, 1977; Smith & Hed, 1979; Sigall & Ostrove, 1975; McKelvic & Coley, 1993). While these scales often reflect the specific crime they seek to measure, a better approach would be to use a relative scale anchored at zero and the harshest punishment possible, respectively, allowing a more broad comparison between punishment scores across studies. Overall, these limitations and the inconsistency present prohibit a consistent understanding of how attractiveness impacts legal decision-making in specific crime types.

1.2.3 Attractiveness in actual court cases

It can be argued that the best way to test the effect of emotional arousal, specifically through attractiveness, on legal decision-making is to examine court cases in which emotional arousal differs. Two studies have taken this approach and have observed a large number of court cases and attempted to standardize a variety of factors about each case, in an attempt to compare them. First, one study looked at 506 cases in Massachusetts small claims court, recording plaintiff and defendant attractiveness as well as relevant legal factors (Zebrowitz & McDonald, 1991). Attractiveness ratings were made by two observers, with an excellent interrater reliability rating of .98. After controlling for age, race and other variables, plaintiff (victim) attractiveness was significantly correlated with damages awarded and conviction of the defendant. In contrast, attractiveness of defendants had no effect on judgments or conviction. The second study employed a similar method, observing 60 felony trials in Pennsylvania in this case, using 8 observers (Stewart, 1985). Interrater reliability for attractiveness in this case was .78 and attractiveness of the defendant was found to significantly correlate with punishment. These two studies provide evidence from actual legal cases that attractiveness has an effect on conviction and punishment, a troubling idea. One noteworthy limitation of these correlation studies is that they rely heavily on only a few individual preferences for attractiveness, for instance only two observers’ perception in the Zebrowitz et al. study. The degree to which these attractiveness judgments are representative is questionable.

1.3 Neural correlates of legal decision-making

These behavioral findings, of varying effects of emotional arousal on legal decision-making, have spurred an interest in the neural correlates of such decisions. Through fMRI imaging, researchers have been able to look at specific brain regions activated by various components of the legal decision-making process and thereby attempt to better understand the behavioral data that has been gathered. One early study has shown that moral dilemmas recruit different neural regions depending on the degree to which they generate emotional arousal, in one case through personal engagement (Greene, Sommerville, Nystrom, Darley, and Cohen, 2001). It has also been shown that moral statements (“We break the law when necessary”) evoke different arousal patterns than non-moral statements (“Stones are made of water”) (Moll, Eslinger, and de Oliverira-Souze, 2001). What is especially interesting about this study is that it used auditory presentation, generalizing previous findings to multiple modalities. The same group did a similar study the following year, examining moral vs. non-moral statements with visual presentation, again finding differing regions of brain activation (Moll, de Oliverira-Souza, Bramati, and Grafman, 2002). Together, these studies show different neural systems responsible for processing different components of morality and punishment, specifically emotional content and moral content.

Joshua Greene’s group at Princeton has continued to build upon their emotional arousal findings, next studying participants’ reactions to difficult personal moral dilemmas. These involved either making a utilitarian judgment, where maximum good was achieved through one’s own sacrifice, versus making a non-utilitarian judgment, when one chooses not to make the sacrifice. Consistent with his previous findings, Greene found that distinct neural areas were activated when making the utilitarian versus non-utilitarian judgment such that utilitarian judgments involved areas related to cognitive conflict while non-utilitarian judgments aroused areas related to emotional processing and stimulation (Greene, Nystrom, Engell, Darley, & Cohen, 2004). This suggests that moral decision-making involves two processes: one that responds to emotional arousal from engagement, content, etc., and another that selectively regulates this content when needed. This theory was further expanded by two studies looking at the effect of agency in moral violations. The first study examined the effect of agency and the type of moral violation. Specifically, they compared intentional and accidental moral violations when they were committed by the self versus by someone else. Consistent with Greene’s position, the authors found that the most emotionally engaging situations (intentional self violations) activated emotion-related brain structures to a much larger degree (Berthoz, Grézes, Armony, Passingham, & Dolan, 2006). The second study was conducted by a group from MIT that examined the effect of agent and victim on arousal. They found that situations involving the self and another person showed greater arousal in emotional networks than situations involving only the self or only another person (Kédia, Berthoz, Wessa, Hilton, & Martinot, 2008). This adheres closely to Greene’s model, in that it also shows that emotional activation is modulated by the degree of moral violation. Situations involving the greatest moral transgression, i.e. harm between one-self and another in either direction, activate the emotional network more than situations involving less moral transgression.
While these studies have done much of the work of unraveling the neural-workings of legal decision-making, in the past few years there have also been some interesting studies looking at specific components of this decision-making process. One study examined the effect of bodily harm on moral decision-making, finding that emotional centers in the brain are not affected by the presence of bodily harm (Heekeren et al., 2005). Another study examined the effect of viewing pictures containing moral versus non-moral pictures, controlling for emotional and social content. They found that similar brain regions were activated when subjects passively viewed moral versus non-moral images but that when subjects were instructed to regulate this activity, areas related to cognitive integration and regulation were activated, similar to the findings of previous moral dilemma studies (Harenski & Hamann, 2005). Yet another study has examined the effects of various factors, including moral content, consequences, intentionality, and graphic description. Among their findings, they discovered neural activation supporting Greene’s emotional engagement hypothesis, such that cognitive control centers were recruited to a greater degree when deliberating about a difficult moral dilemma (Borg, Hynes, Van Horn, Grafton & Sinnott-Armstrong, 2006). Finally, a study was done on MBA students looking at moral sensitivity to justice and care scenarios. They again found results similar to Greene’s group, suggesting that moral sensitivity involves greater activation in regions implicated in emotional processing (Robertson et al., 2007). Together, these studies show a clear role of emotion and emotional arousal in legal decision-making, areas of the brain that attractiveness and gruesome images are thought to tap. Additionally, the Heekeren et al. finding’s show that it is possible to cognitively regulate this emotional arousal, providing one mechanism through which attractiveness becomes ineffective and possible produces the inconsistent biases seen in the literature.
1.4 Goals of the present study
One final experiment bears mentioning, as it is integrally involved in the goals of the present study. In 2008, a group from Vanderbilt University examined the neural correlates of third-party punishment (Buckholtz, Asplund, Dux, Zald, Gore, Jones & Marois, 2008). Using vignette “stems” (general story models), the researchers created two sets of scenarios, one in which the perpetrator was completely responsible and another in which the perpetrator was absolved of responsibility for various legitimate reasons. Participants assigned punishment to the protagonist while being scanned using fMRI. The researchers were primarily interested in elucidating the neural correlates of the two main processes in legal decision-making: determining responsibility and assigning punishment. What they found is that these two processes activate distinct neural systems, with determining responsibility activating rDLPFC and assigning punishment parametrically modulating with the amount of activation shown in the amygdala, implicating a role of emotional arousal in assigning punishment. Emotional arousal in this case was operationalized as the degree of moral transgression present in the crime. Importantly, this conclusion relied heavily on correlation data, an issue that was rectified in the present study.

Building upon Buckholtz et al. and the legal decision-making literature in general, the present study had two main goals: (1) To test the effects of emotional arousal on punishment, by directly manipulating perpetrator attractiveness and, (2) to expand upon the emotional arousal and legal decision-making literature in general by testing the effect of attractiveness on legal decision-making while manipulating a number of previously confounded variables. Along this line, variables such as crime type, intentionality and victim gender was systematically manipulated, allowing insight into how they interact with attractiveness. Female perpetrator attractiveness was manipulated using images previously rated on attractiveness. Only female perpetrators were used in this study, foremost because achieving a consistent attractiveness manipulation across genders is generally easier for female attractiveness (male and female participants are hypothesized to respond similarly to female attractiveness, which might not be the case for male attractiveness). While this does prevent us from addressing a significant issue in the attractiveness literature, future studies can remedy this limitation based on the findings. Male and female participants read vignettes similar to those in Buckholtz et al., and rated punishment of a female protagonist. 

We had a number of hypotheses. Our main hypothesis was (1) that attractiveness would affect punishment ratings such that attractive perpetrators would receive less punishment, while unattractive perpetrators would receive more punishment. Additionally, we hypothesized (2) that there would be an interaction between crime type and attractiveness, though we had no a priori assumptions about the direction or nature of this effect, in light of the inconsistency of the literature on this issue.
2 Method

2.1 Participants

Thirty-four naïve subjects (22 female) from the Nashville area participated in the experimental study for monetary reward. Additionally, 18 Vanderbilt University students (4 male) participated in the image rating pilot in partial fulfillment of course requirements. An additional 6 Vanderbilt University students (3 male) participated in the memory test pilot in partial fulfillment of course requirements. All participants gave informed consent and were selected using the Vanderbilt Sona-System.

2.2 Apparatus and Measures

Female facial images were taken from the FERET database and were cropped, transformed into grayscale and shrunk to a standard size (400 by 400 pixels) using Adobe Photoshop. All participant ratings were completed on a Mac computer using Psychtoolbox in Matlab. The primary variable of interest was punishment rating, made on a scale from 0-9, described later. Reaction times (RTs) were also computed for each rating made.

To first create groups of images based on attractiveness, an image rating pilot study was conducted. Participants (N = 18) were presented with 277 of the modified female facial images. Participants rated attractiveness of all images serially, on a 0-9 Likert scale, anchored at 0 = “Not at all Attractive” and 9 = “Extremely Attractive”. Images were presented in a random order on each run. From these ratings, each image’s average attractiveness across subjects was computed and used to create three groups. The Attractive group comprised the 30 images with the highest average attractiveness (mean = 5.37, SD = .33), while the Unattractive group contained the 30 images with the lowest average attractiveness (mean = 2.21, SD = .22). For the Average group, the image with the median average attractiveness out of the whole 277 image set was first selected and the 14 images with the closest higher attractiveness and the 15 images with the closest lower attractiveness were selected (mean 3.73, SD = .10), for a total of 30 images. The difference between these groups was compared using a repeated-measures ANOVA and found to be highly significant (F [2,32] = 86.599, p < .001).

Ninety scenarios were modified from previously published (Buckholtz et al., 2008) and current studies for use in this experiment. Briefly, all scenarios depict a harm of varying severity that befalls either a Steve or a Mary. In half the scenarios, a character named Jane is directly and intentionally responsible for the harm (Responsibility [R] condition) and in the other half there are mitigating circumstances that exculpate Jane (Diminished Responsibility [DR] condition). Crime severity was manipulated across these two conditions, with five levels of severity corresponding to murder, maim, assault, property damage and theft. Victim gender was also manipulated across crime severity and responsibility condition, such that half (or as close to half as possible) of each crime type involved a male victim. A little less than half (22 of 45) of victims in the R condition were male and a little more than half (23 of 45) of victims in the DR condition were male (see Table 1).

2.3 Design

This study employed a within-subjects design, manipulating crime severity, intentionality of the harm, victim gender and attractiveness of the perpetrator. As mentioned before, crime severity varied along 5 dimensions, specifically murder, maim, assault, property damage and theft. Within each of these severity groups, there were two different types of scenarios, one where the harm is always committed intentionally and one where it is always occurs accidentally or there are exculpating circumstances. In addition, for each crime type of varying level of intent, there were a roughly equal number of male and female victims (see Table 1).

Attractiveness of the perpetrator was manipulated through the use of the female facial images already described previously. Each of the final groups of scenarios, based on dividing by the three conditions described above, was further pseudo-randomly divided into three groups, one for each level of attractiveness, with the condition of dividing the scenarios as equally as possible. This was done on a per-subject level so that each subject saw different scenarios with a different level of attractiveness. Finally, the whole combination of 90 scenarios and 90 facial images was shuffled so that the order of each pairing would be different for each subject.

2.4 Procedure

All runs for all tasks were completed using the Psychtoolbox for Matlab software. After giving informed consent, subjects were taken to the experiment room and seated in front of a computer monitor and keyboard. Scenarios were presented as white text on a black screen, on the left of the monitor. A female facial image was presented to the right of the scenario. Below both of these items was a description of the scale for the rating type the subject was currently on. This procedure was used for all tasks and all runs described hereafter.

Using this procedure, a group of participants completed a memory test pilot, with the goal of examining whether there was any residual effect of scenario pairing on image. Participants first rated punishment for each scenario and image pair using a Likert scale of 0-9, with 0 anchored at “No Punishment” and 9 indicating “Extreme punishment”. Participants were instructed to keep this scale constant across all scenarios. Then, participants returned a week later and were asked to rate which crime type they saw each face presented with, divided into murder, physical harm (to reduce any confusion between maim and assault crime types), property damage and theft. Since performance was at chance level (Mean across subjects = .25, SE = .019), providing good evidence of a decay of any association between image and scenario it was matched with, a similar procedure was used to gain attractiveness ratings for images after making combined punishment ratings.

For the experimental task, scenario and facial image orders were created using the procedure described above. For the first run, facial images and scenarios were presented simultaneously and subjects were asked to give a punishment rating (scale same as described previously). Participants returned one week later to rate the attractiveness of all 90 facial images alone, which were presented centered on the screen, with a description of the scale below (same scale as described previously).

3 Results

3.1 Subject performance and attractiveness ratings

Based on post-hoc self-report data from participants, quality control analyses were performed to ensure all subjects completed the task as described. Per-subject averages were calculated for punishment responses, divided first by crime type overall and then further subdivided by intent. Z-scores were created using this data, with the goal of identifying any subjects who performed significantly different from the majority. No subject showed a greater than 3 standard deviation difference from the mean on more than 2 conditions, out of the total 15, and so no subjects were excluded from analysis. 

To analyze the success of the facial images in manipulating judgments of attractiveness, per-subject averages were computed for each of the three attractive conditions. These values were entered into a repeated-measures ANOVA, which was significant (F [2,66] = 202.98, p < .001), confirming the effectiveness of the facial images in manipulating perceived attractiveness (see Figure 1).

3.2 Effect of intent and crime type on punishment

To confirm the ability of our intent and crime type manipulations to affect punishment decisions, a 2 X 5 repeated-measures ANOVA with intent (R, DR) and crime type (murder, maim, assault, property damage, theft) as factors (see Table 2 for means and SDs). First, we found that participants punished significantly higher in the R than in the DR condition (R: Mean = 5.56, SE = .17; DR: Mean = .94, SE = .13; paired t-test, p < .003) (we corrected for multiple comparisons based on the number of post-hoc paired t-tests, Bonferroni-corrected p = .003), a significant difference, F [1,33] = 827.19, p < .001. Additionally, this main effect was found for all future comparisons at a high confidence level (all p < .001). Next, we found that crime type had a significant effect on punishment, with more severe crimes generating greater punishment values (see Figure 2 for means, yellow line), a significant difference, F [4,132] = 333.92, p < .001. The only exception to this trend was assault, which was unexpectedly lower than both property damage and maim but not theft. The crime type main effect also continued to be observed for all future comparisons at a high confidence level (all p < .001). Finally, graphing the interaction between intent and crime type revealed that more severe crime types were assessed proportionately greater punishment in R than in DR (see Figure 2, red versus blue lines), an interaction that was significant, F [4,132] = 128.47, p < .001. This interaction was also always significant, and also at a high confidence interval (all p < .001)

3.3 Main analyses of interest

To test the hypothesis that manipulating the attractiveness of a perpetrator would affect punishment decisions, a repeated-measures ANOVA was conducted, using perpetrator attractiveness as a factor. We found that punishment ratings for scenarios in which the perpetrator was in the Attractive condition (mean = 3.28, SD = .86), Average condition (mean = 3.19, SD = .76) and Unattractive condition (mean = 3.28, SD = .85) showed no significant differences, F [2,64] = .726, p = .488 (see Figure 3). Additionally, combining Attractive and Unattractive conditions into an Extremes group and then submitting this group (mean = 3.28, SD = .82) and the Averages condition to a paired t-test showed no significant difference, p = .217. A more specific model was then tested, under the assumption that attractiveness could have different effects under varying conditions of intent and crime type. Accordingly, a 2 X 3 X 5 repeated-measures ANOVA was conducted, with intent (R, DR), attractiveness (Attractive, Average, Unattractive) and crime type (murder, maim, assault, property damage, theft) (see Table 3 for means and SEs). There was no main effect of attractiveness (F [2,66] = .419, p = .660) and no significant interaction between attractiveness and intent (F [2,66] = .286, p = .752) or crime type (F [8,264] = 1.563, p = .136). We hypothesized that a small but real interaction between crime type and attractiveness was confounded by the fact that little punishment is ever assigned in DR scenarios, as opposed to R scenarios, and so this interaction was run independently in the R and DR conditions (see Figures 4 and 5 for graphs and tables of means by intent conditions), with neither interaction reaching significance (R: F [8,264] = .534, p = .538; DR: F [8,264] = 1.02, p = .422). Additionally, the overall model failed to achieve significance (F [8, 264] = .502, p = .854), showing no interaction between intent, attractiveness and crime type.

It was also hypothesized that victim gender and attractiveness might interact to effect punishment decisions. Therefore, a repeated-measures ANOVA was conducted, with intent (R, DR), attractiveness (Attractive, Average, Unattractive) and victim gender (male, female) as factors (see Table 4 for means and SEs). We found that punishment responses significantly differed between male victims (mean = 3.30, SE = .14) and female victims (mean 3.19, SE = .13), with male victims generating significantly higher punishment averages, F [1,33] = 29.13, p < .001. The interaction between intent and attractiveness failed to achieve significance (F [2,66] = .488, p = .616), as did the attractiveness and victim gender interaction (F [2,66] = .180, p = .836). However, there was a significant intent by victim gender interaction (F [1,33] = 21.15, p < .001), such that while punishment for male versus female victims was not significantly different in the DR condition (paired t-test, p = .751), there was a significant difference between the genders in the R condition, with participants punishing more harshly with male victims (paired t-test, p < .001) (see Figure 2 for graph and means). The overall interaction again did not reach significance (F [2,66] = 1.94, p = .151), which indicates no interaction between intent, attractiveness and victim gender.

Further examination of punishment responses based on attractiveness group revealed very small differences between conditions that nevertheless showed a linear trend. Therefore, to increase our power, we adopted an extreme groups approach, modeling only the Attractive and Unattractive groups. Using this method, we ran a 2 X 2 X 2 repeated-measures ANOVA, using intent (R, DR), attractiveness (Attractive, Unattractive) and victim gender (male, female) as factors (see Table 4, same means and SEs, excluding Average condition). We found that punishment for Attractive perpetrators (mean = 3.26, SE = .14) and Unattractive perpetrators (mean 3.29, SE = .14) were not significantly different, F [1,33] = .178, p = .676. Also similar to previous results, no interaction between intent and attractiveness (F [1,33] = .949, p = .337) or attractiveness and victim gender (F [1,33] = .000, p = .991) was observed. However, there was a novel finding that the overall model did achieve significance (F [1,33] = 4.82, p = .035) (see Figure 7). Further analysis revealed no significant difference in punishment between attractive and unattractive perpetrators across intent conditions (paired t-tests, all p > .05). However, there was a significant difference in punishment given to attractive and unattractive perpetrators committing intentional crimes to male versus female victims, such that male victims generated more punishment than female victims in both cases (paired t-tests, p = .044 for Attractive, p < .001 for Unattractive) (see Figure 7).

Using a one-way ANOVA, we found that male (mean = 3.01, SE = .14) and female (mean = 3.38, SE = .19) participants did not significantly differ in their punishment ratings, F [1,32] = 1.758, p = .194. Including participant gender as a between-subject variable in the repeated-measures ANOVA of attractiveness did not yield a significant main effect of participant gender on punishment ratings (F [1,32] = 1.758, p = .194) or an interaction between participant gender and attractiveness (F [2,64] = .018, p = .982). Similarly, adding participant gender to the intent by attractiveness by crime type repeated-measures ANOVA already discussed produces no main effect of participant gender on punishment scores (F [1,32] = 1.829, p = .186) and no significant interaction between participant gender, attractiveness and crime type (F [8,256] = .770, p = .630) or participant gender, attractiveness and intent (F [2,64] = .166, p = .848). Lastly, including participant gender in the intent by attractiveness by victim gender model again yielded no main effect of participant gender on punishment responses (F [1,32] = 1.827, p = .186) and no significant interaction between participant gender, attractiveness and victim gender (F [2,64] = .803, p = .452) or participant gender, intent and victim gender (F [1,32] = .041, p = .840).
3.4 Additional punishment findings

To further elucidate the role of victim gender on punishment scores, a repeated-measures 2 X 5 X 2 ANOVA was conducted, with intent (R, DR), crime type (murder, maim, assault, property damage, theft) and victim gender (male, female) as factors (see Table 5 for means and SEs). There was a significant interaction between victim gender and crime type (F [4,132] = 21.65, p < .001). Finally, the overall model was found to be significant (F [4,132] = 24.28, p < .001). Examining this overall model revealed that in DR, punishment was significantly higher for male victims (mean = .95, SE = .16) than female victims (mean = .36, SE = .11) (paired t-test, p < .001) (see Figure 8). There were no other gender effects in DR. In R, males generated higher punishment than females in maim (Mean [SE] = 6.97 [.20] vs 6.06 [.23], respectively) (paired t-test, p < .001), property damage (Mean [SE] = 5.20 [.21] vs 3.83 [.21]) (paired t-test, p < .001) and theft (Mean [SE] = 4.3 [.23] vs 3.25 [.22]) (paired t-test, p < .001), while females were punished higher than males for murder (Mean [SE] = 7.91 [.15] vs 8.61 [.10], respectively) (paired t-test, p < .001). Assault showed no significant victim gender effect (paired t-test, p = .110).
4 Discussion
To review, we had two main hypotheses in this study: (1) That attractiveness would significantly affect punishment responses, with attractive perpetrators receiving less punishment than perpetrators of average attractiveness, who in turn would receive less punishment than unattractive perpetrators and, (2) that there would be an interaction between attractiveness and crime type. The results of this study do not support either of hypotheses. No main effect of attractiveness was found, even when Attractive and Unattractive conditions were compared against the Average condition. We do note, however, a significant 3-way interaction between intent, attractiveness and victim gender, uncovered through the use of an extreme groups approach. Post-hoc comparisons revealed the participants punished more harshly when the victim was male versus female when the crime was committed intentionally. A similar trend was observed for attractive perpetrators but this effect was not significant, i.e. more attractive perpetrators were punished more harshly in intentional crimes when the victim was male versus female. Future studies using male perpetrators are required to determine if this effect is specific to female perpetrators harming male victims, or is part of a larger effect of opposite-sex crimes committed by unattractive perpetrators.

The lack of overall manipulation of punishment by attractiveness could be due to multiple factors. First, our effect sizes between attractiveness conditions were not large, indicated by the fact that only in the extreme groups analysis did any effect of attractiveness emerge. By removing the Average condition, we effectively reduced our trials by a third, which is not an optimal solution. In the future, studies should concentrate on attractive and unattractive manipulations only, so as to maximize effect sizes and detection ability.


It is also possible that our images depicted attractiveness successfully enough to cause an effect but that our participants were not sensitive to the manipulation they were being presented with. Participants were given no instructions regarding the images that were paired with the scenarios and, indeed some commented that they became suspicious of a manipulation in the images. Any subjects who reported such suspicions were grouped together and compared again the other participants, with no significant differences emerging between the groups. However, it is still unclear to what degree demand characteristics impacted our effectiveness in manipulating attractiveness. In the future, more care should be given to providing the participants with a distracter task, possibly a simple memory task, that will improve looking time as well as prevent participants from analyzing the images suspiciously.

Alternatively, it is possible that our data suggest that justice is indeed blind, as society assumes. Even after careful probing with multiple variables, including crime type, victim gender, and perpetrator intentionality, only a very specific effect of attractiveness emerged, which had a small mean difference (.5 on a 10 point scale). Thus, it would not be unreasonable to suggest that these data provide tentative support that attractiveness does not have a significant effect on punishment overall. Of course, the literature is replete with examples of attractiveness having an effect under very specific conditions. As has already been discussed, many of these studies had significant flaws and limitations and so should be cautiously accepted. However, our data are in direction contrast with two studies looking at actual criminal cases, both of which found that perpetrator attractiveness significantly correlates with punishment. One significant limitation of those two studies is that they rely on correlation data alone, whereas the current study employed a direction manipulation of attractiveness, a much stronger approach.


There was also no support for our second hypothesis. There was no significant interaction between attractiveness and crime type, even after including other variables in the model. This is a surprising finding, considering the varied and inconsistent effects shown for various crime types previously. One important thing to keep in mind is that this study employed a relatively standard and generic array of crime types and did not include scenarios that involved domestic violence, swindle crimes, rape, negligent homicide, etc. As such, we did not directly test many of the crimes explored by other studies. However, employing such specific crimes drastically limits the ability to generalize the prior study’s results, as well as introduces the possibility of confounds within the specific scenario used. Due to the fact that we employed a broad range crimes, each involving multiple scenarios, any specific effects would be averaged out and would give our study a better indication of how attractiveness affects crime type overall. As such, it is not unreasonable to again tentative accept the idea that attractiveness does not have a significant effect on crime type, another positive finding for society.

The null finding regarding participant gender should be taken with a note of caution. First, there almost twice as many females as males in this study, a suboptimal ratio for comparing differences between the two groups. Future studies should attempt to arrive at more even distributions. Additionally, only female perpetrators were used in this study, for previously stated reasons. However, interactions between participant and perpetrator gender have been shown, which could not be tested in this study. In the future, manipulations of perpetrator attractiveness should include a male perpetrator along with a female, for this reason.
Overall, the scenarios themselves were successful in manipulating punishment ratings. Main effects of intent and crime type appeared in all analyses they were included in. This confirms the usefulness of the scenarios for future studies, where they could potentially be combined with other forms of arousing stimuli to further tease out the role of emotional arousal and punishment. The only unexpected finding was that assault crimes generated lower punishment than either maim or property, when this category should have been intermediate between the two. More in-depth analysis revealed that this effect was driven by reduced punishment with male victims in responsibility scenarios as opposed to a linear increase for female victims. Most of these scenarios involved physical violence that was short term in consequence (black eye, bruising, etc.) Presumably, this lower punishment for females assaulting males rather than other females reflects the widely held stereotype that females are generally physically weaker than males and so either the perpetrator could not have caused as much damage to a male versus a female or the male did not possess enough manly qualities (strength, courage, etc.) to stop her from assaulting him and so was deserving of the violence.

The effect of victim gender was the most interesting finding of this study. The idea that male victims generate greater punishment than female victims across intentionality and crime type is certainly surprising, given that victim gender should not change punishment for the vast majority of crimes. Even more interesting are the specific effects that victim gender has between crime types for intentional crime. It is difficult to know what to make of the fact that perpetrators are given more punishment for intentional maim, property damage and theft when a male victim is involved, and murder when a female victim is involved and any interpretation will be continue to be incomplete until a similar study is run with a male perpetrator. It is plausible that the fact that the perpetrator was always female made victim gender more salient, and therefore affected punishment for male victims through some as yet unknown mechanism. Whatever the reason, future studies will need to account for this effect. However, it is important to keep in mind a number of caveats in interpreting this effect. First, the perpetrator of the crime was always female and so it cannot be ruled out that the effect is due to the fact that all crimes were opposite-sex, as opposed to a same-sex crime. To rule out this possibility, future studies should manipulate perpetrator gender in addition to victim gender. Second, as mentioned previously, participant gender was not manipulated as fully as possible and it is plausible that a different effect would be observed if more men had been included in the sample. Despite these two limitations, the role of victim gender in legal decision-making is an interesting one and should continue to be investigated. Potential areas of interest include the effect of degree of acquaintance between perpetrator and victim, as well as the role of victim ethnicity on punishment.

In relation to the literature on legal decision-making, this experiment presents a well-controlled and proven set of scenarios from which to base future studies. One important condition that was systemically manipulated in this study that many others neglect is victim gender, which was found to have a significant effect, specifically that male victims generate greater punishment when the perpetrator is a female. This finding is particularly interesting, as victim gender is legally extraneous in most cases and should not bias a punishment decision. Replication is needed to determine the specificity and basis for this effect and it is important that future studies of legal decision-making take care to control for or add victim gender as a factor in their design or when preparing their stimuli. It would also be worthwhile to investigate the effect of victim gender on punishment more broadly, in relation to other factors like ethnicity of perpetrator and victim, likeability and/or moral standing of victim, etc. Additionally, a relatively specific interaction between perpetrator intentionally and attractiveness and victim gender was found, which should be pursued in the future. However, the fact that no effect of attractiveness was found overall or in interaction with crime type is encouraging for the success of the legal system. Justice operates on the principle of a fair trial for all, regardless of gender, creed, age, or appearance. The fact that attractiveness has been shown to have capricious effects in previous studies is worrisome to say the least. That our study controlled for crime type, intent and victim gender and did not find an effect of perpetrator attractiveness provides evidence contrary to these findings and bolsters our legal system.
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Table 1.

	Breakdown of Intent, Crime Severity and Victim Gender Conditions Across Scenarios.

	
	
	
	
	
	
	
	
	
	
	

	
	
	R Condition
	
	DR Condition
	
	

	Crime Type
	 
	Male Victim
	 
	Female Victim
	 
	Male Victim
	 
	Female Victim
	 
	Total

	
	
	
	
	
	
	
	
	
	
	

	Murder
	
	6
	
	6
	
	6
	
	5
	
	23

	Maim
	
	3
	
	3
	
	3
	
	3
	
	12

	Assault
	
	4
	
	5
	
	5
	
	5
	
	19

	Property Damage
	
	4
	
	4
	
	4
	
	4
	
	16

	Theft
	
	5
	
	5
	
	5
	
	5
	
	20

	
	
	
	
	
	
	
	
	
	
	

	Total
	 
	22
	 
	23
	 
	23
	 
	22
	 
	90


Note. Depicts the breakdown of scenarios across multiple conditions. R = Responsibility, DR = Diminished Responsibility. Scenarios were first divided by Intent condition into 2 categories: R and DR. Scenarios were further divided by Crime Severity condition, according to the 5 crime types shown. These 10 groups were further subdivided into scenarios that involved a male or female victim.

Table 2.

	Means and Standard Deviations for Intent by Crime Type Interaction

	
	
	
	
	

	Crime Type
	 
	Responsibility
	 
	Diminished Responsibility

	
	
	
	
	

	Murder
	
	8.26 (.69)
	
	1.62 (.96)

	Maim
	
	6.51 (1.13)
	
	1.14 (.96)

	Assault
	
	4.22 (1.43)
	
	0.55 (.74)

	Property Damage
	
	4.52 (1.16)
	
	0.68 (.90)

	Theft
	
	3.78 (1.30)
	
	0.66 (.74)

	 
	 
	 
	 
	 


Note. Depicts the breakdown of means and standard deviations for intent by crime type conditions. The overall interaction is significant, F [4,132] = 128.47, p < .001.
Table 3.

	Means and Standard Error of Intent, Crime Type and Attractiveness Interaction

	
	
	
	
	
	
	
	
	
	
	
	
	

	Crime Type
	 
	Attractive
	 
	Average
	 
	Unattractive

	
	
	R
	
	DR
	
	R
	
	DR
	
	R
	
	DR

	Murder
	
	8.31 (.14)
	
	1.77 (.26)
	
	8.16 (.14)
	
	1.47 (.24)
	
	8.32 (.13)
	
	1.68 (.23)

	Maim
	
	6.47 (.22)
	
	1.24 (.23)
	
	6.65 (.21)
	
	1.24 (.26)
	
	6.43 (.25)
	
	0.96 (.22)

	Assault
	
	4.18 (.27)
	
	0.48 (.14)
	
	4.29 (.24)
	
	0.57 (.17)
	
	4.22 (.27)
	
	0.61 (.15)

	Property Damage
	
	4.52 (.23)
	
	0.49 (.13)
	
	4.36 (.21)
	
	0.65 (.20)
	
	4.68 (.27)
	
	0.89 (.23)

	Theft
	
	3.65 (.22)
	
	0.79 (.18)
	
	3.71 (.29)
	
	0.55 (.17)
	
	3.96 (.27)
	
	0.62 (.17)

	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 


Note. Means and standard errors of the mean for the interaction between intent, crime type and attractiveness. The overall interaction is not significant, F [8, 264] = .502, p = .854.

Table 4.

	Means and Standard Error of Intent, Victim Gender and Attractiveness Interaction

	
	
	
	
	
	
	
	
	
	
	
	
	

	Victim Gender
	 
	Attractive
	 
	Average
	 
	Unattractive

	
	
	R
	
	DR
	
	R
	
	DR
	
	R
	
	DR

	Male
	
	5.67 (.20)
	
	1.04 (.17)
	
	5.76 (.21)
	
	.93 (.17)
	
	5.91 (.18)
	
	.87 (.16)

	Female
	
	5.41 (.16)
	
	.92 (.17)
	
	5.32 (.18)
	
	.83 (.15)
	
	5.37 (.21)
	
	1.03 (.15)

	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 


Note. Depicts means and standard error of the mean for the interaction of intent, crime type and attractiveness. The interaction is not significant, F [2,66] = 1.94, p = .151.

Table 5.

	Means and Standard Error of Intent, Crime Type and Victim Gender

	
	
	
	
	
	
	
	
	

	Crime Type
	 
	Male Victim
	 
	Female Victim

	
	
	R
	
	DR
	
	R
	
	DR

	Murder
	
	7.91 (.15)
	
	1.62 (.19)
	
	8.62 (.10)
	
	1.62 (.19)

	Maim
	
	6.97 (.20)
	
	.80 (.16)
	
	6.06 (.23)
	
	1.48 (.25)

	Assault
	
	4.11 (.26)
	
	.52 (.14)
	
	4.31 (.250
	
	.58 (.14)

	Property Damage
	
	5.2 (21)
	
	.57 (.18)
	
	3.83 (.21)
	
	.79 (.15)

	Theft
	
	4.3 (.23)
	
	.95 (.16)
	
	3.25 (.22)
	
	.36 (.11)

	 
	 
	 
	 
	 
	 
	 
	 
	 


Note. Means and standard error of the mean for the interaction between intent, crime type and victim gender, F [4,132] = 24.28, p < .001.
Figure 1. Average attractiveness rating for each attractiveness condition. Error bars indicate standard error of the mean. Using a repeated measures ANOVA, differences between conditions were found to be significant (see text for F and p values).

Figure 2. Interaction between crime type and intent on punishment responses (F [4,132] = 128.47, p < .001).  Depicts average punishment response across crime type and intent conditions. Means are shown for each crime type, in both intent conditions and across intent conditions. Error bars represent the standard error of the mean.

Figure 3. Average punishment response across subjects to attractiveness conditions. Error bars indicate standard error of the mean. A repeated measures ANOVA using attractiveness as a factor yielded no significant difference between conditions (F [2,64] = .726, p = .488). Additionally, combining Attractive and Unattractive conditions into an Extremes group and then submitting this group and the Averages condition to a paired t-test yielded no significant difference (p = .217).
Figure 4. Interaction of crime type and attractiveness on punishment for intentional crimes. Error bars depict standard error of the mean. Mean punishment responses shown by condition in table. The 3 X 5 repeated-measures ANOVA, with attractiveness (Attractive, Average, Unattractive) and crime type (murder, maim, assault, property damage, theft) as factors, failed to reach significance, (F [8,264] = .534, p = .538).

Figure 5. Interaction of crime type and attractiveness on punishment for non-intentional crimes. Error bars depict standard error of the mean. Means punishment responses shown by condition in table. The 3 X 5 repeated-measures ANOVA, with attractiveness (Attractive, Average, Unattractive) and crime type (murder, maim, assault, property damage, theft) as factors, failed to reach significance, (F [8,264] = 1.02, p = .422).

Figure 6. Interaction between intent and victim gender on punishment responses (F [1,33] = 21.15, p < .001). Differences between genders are not significant in the DR condition (paired t-test, p = .751) but are significant for R (paired t-test, p < .003, even after correction for multiple comparisons). Table depicts means and standard error of the mean. Significance between conditions after Bonferroni correction as indicated (‘*’).
Figure 7. Extreme groups analysis. Interaction between intent, attractiveness (excluding Average group) and victim gender (F [1,33] = 4.82, p = .035). Differences between Attractive and Unattractive did not reach significance for any condition (paired t-tests, all p > .003, see text for values) and neither did the differences between male and female victims (paired t-tests, all p > .003) except for punishment responses for intentional crimes committed by Unattractive perpetrators, with male victims generating higher punishment than female victims (paired t-test, p < .003). Significance between conditions after Bonferroni correction as indicated (‘*’).

Figure 8. Interaction of intent, crime type and victim gender on punishment responses (F [4,132] = 24.28, p < .001). Means depicted, error bars indicate standard error of the mean. Significant differences between responses to victim gender after Bonferroni correction as indicated (p < .003)
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