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Chapter 1

Introduction

This dissertation evaluates a number of methods that allow for movement in a virtual environ-

ment, called locomotion methods, when real world physical space in which to move is limited.

Common alternatives to real walking (e.g., teleportation and joystick) have been shown to yield

reduced spatial knowledge [105] and/or require the use of a subject’s hands. To eliminate those

concerns, this work focuses on locomotion methods that are either bipedal (i.e., walking) or an

emulation of real walking. Physical (tracked) space can vary due to a number of factors and this

work will strengthen our understanding of how differences in the size of the physical space, along

with an individual’s abilities, affect one’s ability to navigate in a virtual environment.

Virtual Reality (VR) has reached the consumer level. People want compelling, interactive, and

high quality experiences and those experiences can finally be delivered by commodity VR systems

such as those provided by Oculus and HTC. There has been a proliferation of commodity level

virtual reality devices in recent years [138]. This availability has brought with it a large demand

for interesting and interactive VR experiences. These experiences include things such as museum

tours, city/site tours, and games. But these VR systems (e.g., Oculus Rift) lack realism as they are

still in their infancy and the goal is to maximize the realism these VR systems invoke.

Navigation is the ability to learn and efficiently explore an environment through direct ex-

perience. Navigating is something that occurs naturally when exploring or moving through an

environment. It can be accomplished through walking or driving. Requiring that navigation occurs

in VR as it does in the real world is an important part of ensuring realism in VR. Our problem lies

in that one’s ability to navigate is dependent on the locomotion method employed.

Since navigation is the natural result of direct experience, this dissertation will evaluate a num-

ber of locomotion methods based on how well they permit users to navigate. Specifically, we are

interested in how quickly and correctly users acquire spatial knowledge. Spatial knowledge is
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what allows a person to recall the location of objects or landmarks relative to themself or another

remembered location. In this work we measure spatial knowledge using the framework of “Spa-

tial Cognitive Microgenesis (SCM)” first proposed by Siegel and White [118]. This framework

consists of three stages: the highest and most complete of which is called survey knowledge. Sur-

vey knowledge is sometimes called configural knowledge as it represents the ability to recall the

configuration of an environment. We employ survey knowledge as our metric because it is part

of a structured framework and has two independent components against which to test. The two

components are distance and directional information, each of which can be acquired through vi-

sual or body-based information. Visual information provided by any locomotion method is almost

completely unchanged, so we focus on body-based information or cues.

Body-based cues are those that are self-generated and do not come from the surrounding en-

vironment. We classify body-based cues as either rotational or translational. These cues work

in conjunction to permit the acquisition of spatial knowledge. To learn the environment both of

these cues are required. Visual cues are provided naturally by nearly all VR systems, however,

as we present in this dissertation, the visual and body-based information does not always align.

Translational cues give knowledge of how far away things are either relative to one’s self or some

third object. Rotational cues are those which provide knowledge of the relative directions among

objects. While it is difficult to disentangle these two, prior work from the navigation literature

indicates that different forms of body-based information are instrumental in the acquisition of the

three levels of spatial knowledge. [48, 15, 18]

There has been much research to show the importance of body-based information for naviga-

tion [105, 114]. This dissertation will be limited to locomotion methods that provide at least some

level of both positional and rotational information. This work will also consider that the physical

real world space is limited and varied between users. The locomotion method types that fit our

criteria of being similar to real walking, provide both types of information, and work in limited

space are redirected walking [99], reorientation [149], and walking in place (WiP) [90]. Redirected

walking is a technique that constantly manipulates the user’s perception to redirect them away from
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obstacles. Redirected walking steers a user away from obstacles in an undetectable way by chang-

ing their real world heading without affecting their virtual heading. Reorientation is a method of

reorienting the user in the real world while, again, leaving their virtual heading unchanged. The

final method, WiP, induces virtual linear translation using a gesture similar to real walking. In this

way it does not require the subject to physically change position.

1.1 Specific Aims

This work will bring together the areas of space requirements, tracking systems, and individual

differences to determine the “best” locomotion method. There is not a one size fits all solution, but

we present different solutions that work for different sets of space and tracking availability.

To investigate how navigation is affected by locomotion we have three specific aims.

1. To assess methods for locomoting in large scale virtual environments such as reorientation

and redirected walking in terms of how they affect presence, spatial awareness, and spatial

knowledge. This assessment involves gathering a comparative measure of how the manipu-

lations required by reorientation and redirected walking affect navigation, way-finding, and

spatial orientation. Two tasks will demonstrate the direct effects and the size of those ef-

fects: a path integration task and a more complex exploration task. Determining which of

these methods has the smaller effect on navigation ability will reveal a walking technique

that can be used as a baseline moving forward.

2. To develop and evaluate a standing scale navigation technique. The evaluation of this tech-

nique will center around measurements of survey knowledge to determine how well a user is

able to learn their environment. Specifically this work will compare the room scale naviga-

tion technique of resetting to a WiP method which was developed with mobile VR in mind.

We will test whether subjects can acquire and demonstrate interpoint distance and directional

components of survey knowledge in the two techniques as well as the extent to which those

can be acquired.

3



3. To assess the effect of room size on the resetting locomotion mode as it relates to spatial

awareness, simulator sickness, and individual differences. Resetting differs from walking in

place in two ways: it grants additional idiothetic information and requires an intervention.

As tracking space shrinks more interventions are required making idiothetic information less

reliable. A substantial amount of work on individual differences shows that navigation abil-

ity, strategy, and working memory affect the acquisition of the different stages of knowledge.

By ascertaining how navigation performance using resetting can be predicted by individual

differences in ability and strategy we can begin to study how navigators are affected by

resetting.

1.2 Overview

This work will investigate five specific locomotion methods within the three classes of reori-

entation, redirected walking, and WiP. It will begin to answer the question of which is best in

room-scale spaces (i.e., 5x5 m2 and smaller). Many labs have virtual spaces at or above 10x10 m2,

and second/third generation VR headsets are beginning to support such large spaces. This does

not extend to the typical home where we anticipate much use of VR will take place in the near

future. In this dissertation we also evaluate the lower ends of consumer level tracked space (i.e.,

room-scale), including VR without positional tracking.

In order to compare the chosen locomotion methods, this dissertation utilizes spatial knowledge

frameworks developed by Kahana and colleagues [71, 87] and Chrastil and Warren [16, 17]. We

use these two frameworks to measure how well each locomotion method affords learning and

navigating of a virtual environment. When testing against navigation subjects will exhibit a large

amount of variation in their navigation performance, so in this work it is important to consider

individual differences. The Chrastil and Warren [16] framework allows us to account for individual

differences while testing against a standard framework of navigation.

We intend to look further at the importance of the reliability of body-based cues. We in-

tend to determine how the aspects of body-based information and individual differences in ability
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[137, 29, 39, 12] affect navigation. In order to test the importance of body-based information

we utilize five methods of walking under the three classes: two methods of WiP, two methods of

reorientaion, and redirected walking. The two methods of WiP differ in how they track the sub-

jects, one uses accelerometers and one uses an external tracking system (Kinect). Reorientation

methods allow 1:1 walking during a majority of exploration. However, these methods require an

intervention when approaching a boundary and the two reorientations methods differ in how that

intervention occurs. The intervention reorients subjects away from the boundary without changing

their overall virtual orientation. Redirected walking continuously manipulates a subject’s percep-

tion of curvature. These methods of walking have different tracking and space requirements that

we will analyze in this paper.

This dissertation is organized into six chapters. Chapter 2 provides an overview of the literature

considered important to the development of this dissertation. It explains the relevant background

that helped motivate and shape the work presented herein. Chapter 3 is the work completed for

Specific Aim 1 to assess the current methods of navigation that are feasible and permit real walking

in the room-scale. Chapter 4 examines the differences between the room scale technique of reset-

ting and the two implementations of WiP. This Chapter also presents work that helps distinguish

the cause of the differences in survey knowledge measured between WiP and resetting. Chapter

5 examines room size and its effect on navigation performance in virtual environments. Finally,

Chapter 6 provides some conclusions and future directions.
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Chapter 2

Background

To evaluate locomotion and navigation this dissertation will bring together three expansive

areas of research: locomotion methods, spatial cognition, and individual differences. Section 2.1

introduces each research area explains how we will leverage each in accomplishing the specific

aims introduced in Chapter 1. In Section 2.2 of this chapter, we discuss the current literature on

methods of locomotion in large virtual environments and techniques used to evaluate them. Next

Section 2.3 introduces work on SCM and how spatial knowledge is acquired. Specifically we look

at the components of active memory used in acquiring knowledge, then we look at body-based cues

and transference of spatial knowledge between virtual environments and the real world. Section 2.4

then looks at the individual differences literature on the use of a number of ways for categorizing

individual differences. By looking at how individual differences affect the acquisition of spatial

knowledge, we can determine which of the various techniques of locomotion discussed best fit an

individual, and how to adapt these techniques to each individual. Finally we look at all three areas

of research and explain how they will be used in this dissertation. Additionally we provide a table

(Table 2.1) to aid in that explanation.

2.1 Overview

A large body of literature exists detailing methods to navigate in large virtual environments,

some of which facilitate natural walking [149, 99, 47, 27]. Other implementations simulate walk-

ing [135, 157, 150] or permit movement through more abstract metaphors (e.g., [36, 56, 60, 136]).

All of these methods have their advantages and disadvantages, so determining the best method

requires a number of considerations. Factors such as room size and layout [4], tracking and in-

put technology, the virtual environment [64], performance metrics, etc. dictate which locomotion

methods are appropriate. There are various performance metrics used to judge the success of loco-
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motion methods, such as breaks in presence [93], simulator sickness [85, 31, 34], and judgments

of relative direction [149].

To assess the performance of various locomotion methods this dissertation examines naviga-

tion and wayfinding in virtual environments, particularly looking at spatial cognitive microgenesis

(SCM) [118] as an evaluative tool. Of interest is how well locomotion methods afford the acqui-

sition of spatial knowledge of an environment. Quick, accurate, all-encompassing cognitive maps

[48] afford us the ability to navigate in large virtual spaces in the way we would the real world.

This makes the ability to acquire these maps of great interest. Determining which of the numerous

methods of locomotion affords an individual the ability to build the strongest cognitive map for a

given situation will allow us to assign the appropriate locomotion method. As this work will de-

tail, spatial cognition is heavily influenced by individual differences which cause large variation in

navigation performance [39, 48]. There are large individual differences in how we acquire spatial

memory [74, 80, 79, 63, 17, 11], utilize spatial cues [76, 84, 101, 52], and integrate this information

into a full cognitive model [83, 82, 78, 72, 81, 48, 39]. While a great deal of work has been done in

real world environments and to a lesser extent in virtual environments, no work has been done to

examine individual differences in these cognitive aspects as it pertains to locomotion affordances

in large virtual environments.

In order to understand and account for the presence of large variation in navigation performance

in VR [48, 39], we use quantifiable individual differences that can be used to predict and influence

the acquisition, utilization, and integration of spatial knowledge. Biological characteristics such as

age and sex have been linked to navigation ability [68, 67, 12, 84, 89, 37, 46, 86, 76, 45]. More

advanced cognitive measurements have also been linked to individual differences (e.g., Mental

Rotation Test (MRT), Water Level Test (WLT) [65]). In addition there are several metrics which

can be measured via questionnaire or by self report. These metrics can be used to categorize good

or bad navigators [39], egocentric or allocentric navigators [79, 144, 66], preference for relative or

absolute cues [66], and preference for directional or positional cues [141, 12].

By leveraging the work on individual differences and applying it to methods of locomotion,
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individual differences in how strongly a walking method permits acquisition of spatial knowledge

may arise. Locomotion methods that use walking must make some manipulation in order to enable

the exploration of an arbitrarily large VE. This information can include positional cues [122, 69,

28, 157, 135, 151, 150, 133], reliable rotational cues [9, 43, 43, 85, 99, 125], and/or proprioceptive

information [136, 31, 95] which affects how the user is able to acquire spatial knowledge. Hence,

it is important to understand each of these areas of research in order to fully investigate locomotion

in large immersive VEs.

2.2 Locomotion Methods and Evaluation

Locomotion methods that provide people the ability to explore large virtual environments are

not new. Many methods exist which have various philosophies on the appropriate way to en-

able extended navigation even when the physical space is limited. To permit exploration some

manipulation must be employed to allow for the virtual space to extend beyond the physical. This

manipulation can be classed into three types: manipulation of curvature [98], orientation [149, 93],

or position[154, 34, 150, 136]. Manipulation of curvature techniques typically fall under a class

of locomotion methods called “redirected walking” [98], which involves making the subject’s real

world and virtual world curvature different to steer them away from obstacles. Rotation manipu-

lation techniques scale the rotation of a subject to allow for their self generated turning to redirect

them away from obstacles at, typically, discrete instances [149, 93]. Finally, translation manipula-

tion involves scaling [154, 34] or inducing [150, 136] translation based on the subject’s self motion

to afford for a greater covering of the virtual space.

When considering which locomotion method is appropriate it is important to first decide what

criteria will effect that decision. Some factors such as room size and layout [4], tracking and

input technology, and the virtual environment itself [64], further complicate this question. For

sufficiently sized rooms, redirected walking can be implemented [99, 127], but the question still

remains how individuals will respond to these methods. In the remainder of this section we review

the state of the art in techniques for navigating large virtual environments which have been devel-
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oped to fit mainly the unique setups and geometry of a few labs. For example, in our lab, redirected

walking is not feasible due to the limited space. With so many commodity level solutions to VR

becoming available, it becomes increasingly important to consider that many of these methods can

be used but there are many factors to be considered.

Many of the methods presented here are designed to provide as many spatial cues as reasonably

possible in the environment given that some trade-off between the real and virtual worlds must be

made. The literature on cues is typically framed around body-based cues and what spatial infor-

mation they can provide. In this work we look at vestibular and proprioceptive body-based cues.

Other cues include visual and audio cues, but these cues are generally not affected by the chosen

locomotion method. However, the level of convincing vestibular and proprioceptive information

provided is dependent on the locomotion method. For this reason we look at body-based cues as

the primary means of evaluating and categorizing navigation techniques. Because we are interested

in providing these cues, as best we can, we look only at techniques that provide these cues in part.

2.2.1 Body-Based Cues

Extensive research has been compiled related to body-based cues in VR [114, 110, 113, 111,

105, 103, 102, 17, 18, 19], and what they provide. Much of this research has shown that in large

or complex virtual environments, the vestibular and proprioceptive cues provided by physically

translating is critical in acquiring spatial knowledge [114, 110], and in particular survey knowledge

[16, 17, 18]. This effect seems to hold only in large or complex environments, as Riecke et al. [105]

looked at acquiring configural knowledge in a small environment and only found rotation to be of

any benefit. This section presents the relevant work on how body-based cues can affect spatial

knowledge acquired through direct experience.

Ruddle et al. [113] was a pioneering study into the effect of body-based information on navi-

gating in large scale (or complex) virtual environments. In this experiment subjects were to explore

a complex environment and were evaluated on their acquisition of survey knowledge in terms of

direction and interpoint distance. Subjects were given either visual information only, rotational
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vestibular cues, or full body-based information. The results of the first experiment showed that

translation based cues were important for acquiring survey knowledge. Subjects performed 25%

better in the first search and 50% better in the second search indicating that the effect continued to

grow, and they were acquiring and continually refining their survey knowledge. Both components

of survey knowledge (directional and positional) were superior when full body-based information

was provided. The question remained as to whether this effect was due to the transitional cue pro-

vided, or if both translation and rotation were necessary. In a second experiment the authors looked

at providing either translational or rotational cues. Of note in this experiment is that translation

only cues were only necessarily correct in proprioception, but not vestibular, as subjects were on a

treadmill to allow for translation to occur. Despite this, the results still indicate that survey knowl-

edge requires translation-based motion, but not rotation-based motion. This however, depends on

the extent of the space, as we will see later in this subsection.

In virtual environments there are two ways we can measure the size of the space. We can use

scale as it is typically thought of, and measure the length between boundaries in the environment,

or we can measure it as an analog to complexity. For example, a parking lot is large in scale but

not complexity, while an office with many cubicles may be small in scale but large in complexity.

When examining simple environments, where every landmark and decision point exist in the same

reference frame, different body-based information is required. Riecke et al. [105] looked at an

environment that was simple in terms of geometry, yet complex as a searching task. Subjects were

placed in an environment with 15 possible targets and required to search for a hidden object. By

removing any directional, orientation, or positional cue, subjects had to rely on their ability to

form a map as best as possible. This work showed that only body-based rotation was empirically

beneficial to searching in such an environment. This argues against the findings of Ruddle and

Lessels [111] and Ruddle and Lessels [112] which found that translational motion was beneficial.

Of greater interest to this work is that subjects adjusted their navigation strategy when forced to

translate physically. This finding is important because it suggests the ability to enforce upon a

subject a particular strategy, and, as we will see later, shifts in strategy can lead to different rates
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and levels of acquisition of spatial knowledge among differing individuals [29, 59, 37, 142].

2.2.1.1 Experience and Timing

Ruddle et al. [115] conducted a longitudinal study to determine if people were experienced in

their interface for travel, and how long it took to acquire that experience. The chosen interfaces

involved varying levels of body-based information, similar to Ruddle et al. [113]. The authors fur-

ther looked at how to evaluate proficiency in the various interfaces. They examined three metrics,

traversal time, time stationary, and collisions; all of these had similar patterns. In general perfor-

mance, as expected, subjects with full body-based information performed better than those with

only rotation or no information. This was in large part due to a start and stop pattern of motion that

resulted in the poor performance of the conditions with less body-based information. Even with as

much training as necessary to reach asymptotic performance, the rotation information and visual

information groups had worse performance than those who were given full body-based informa-

tion. Further it took over twice as long to reach asymptotic performance. Of additional interest is

that those who reported high game usage had better performance on all metrics which continued

through reaching asymptotic performance. In a second experiment there were four conditions that

varied body-based information: none, rotation only, translation only, and both. The time taken for

those in the translation only condition was much larger due to the unnaturalness of the device. The

general finding of this work is that some methods of navigating require different levels of training

to become proficient and that this varies with the type of body-based information available. The

authors stress that training should be based on individual performance rather than some nominal

amount of time.

2.2.2 Curvature Manipulation

2.2.2.1 Implementation

Manipulating the virtual camera, as discreetly as possible, is the typical method of exploring

and navigating in large virtual environments. One class of methods accomplishes this using curva-
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ture gain and manipulation. These are called techniques for redirected walking (RDW). Research

has shown that people are not sensitive to small deviations in curvature, and in fact naturally will

walk in a circle absent any external cues [124]. Leveraging this research Razzaque et al. [99]

developed the method of redirected walking and examined its effect on both navigation and pres-

ence, finding it to be a convincing method. People did not notice any strange occurrences in the

simulation. Redirected walking did not induce any undue simulator sickness. The standard imple-

mentation of redirected walking involves three manipulations to the curvature and rotation of the

user. To allow some curvature gain, the user is continuously redirected from their current heading,

and instead steered toward a different virtual position. The rate of curvature is dependent on the

speed of the user. The second modification is to manipulate a user’s head rotational gain to rotate

the environment around the user to match their virtual heading to a more desirable real world path.

The final aspect is to imperceptibly rotate the environment at a fixed small rate when no motion is

occurring to allow for a more desirable forward path.

Commodity level room scale VR is typically smaller than the usual space available to researchers[4,

34, 41, 9, 85, 99, 126], which means that the implementation of redirected walking is not practical

in its general form for unbounded exploration. Engel et al. [27] looked at “meandering” through a

virtual environment. As with redirected walking, the virtual camera slowly turned based on rota-

tion and curvature as a user walking through the environment. In this work, the path was artificially

made longer to allow more time for redirection. The major problem with this approach is that it re-

quired a great deal of unnecessary walking in the virtual environment, which can result in increased

fatigue and simulator sickness. The additional time cost and small amount of space covered during

nominal times in this method can also lead to the poor acquisition of spatial knowledge. Lang-

behn et al. [64] looked at improving the path by allowing for a significantly less circuitous route

and implementing curvature gain as users walked along an already curved path. This allowed for

greater than normal curvature and the system could be contained in the HTC Vive’s limited 4m x

4m tracked space.
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2.2.3 Rotational Manipulation

2.2.3.1 Implementation

Overt manipulation of rotation has been shown to be tolerable to subjects [61, 97], which has

allowed researchers to develop methods of reorienting users away from obstacles and boundaries.

Maintaining orientation in a virtual environment can be difficult [109, 1, 96] and doing so requires

subjects to utilize various visual, proprioceptive, and vestibular cues. Rieser et al. [106] and Kuhl

et al. [62] have shown that visual cues can dominate over the proprioceptive and vestibular cues

when in conflict; this finding allows for reorientation to be believable and natural. Nitzsche et al.

[88] presented a method that rotated the environment 180 degrees at the boundary irrespective of a

subject’s bodily input.

Expanding on this work, Williams et al. [149] developed two methods that affect rotational

gain when an obstacle (or boundary) is reached. Two methods presented in the paper fall into a

category of discrete overt manipulations to the environment, which means that they require overt

action at discrete occurrences. The first system presented is a freeze-turn in which the viewpoint

would be locked to the heading when a reorientation was necessary. The subject would then turn

180 degrees at which time the viewpoint would unlock. This method was found to be the worst

in their evaluation as it put the cues in conflict. A second method which places those cues in only

small conflict called 2:1 turn would continue to update the viewpoint, but scale the rotation about

the body by 2. This allowed for the same process of a 180 degree turn, but with the added benefit

that some visual feedback occurred to reinforce the turn. In the virtual world the turn was 360

degrees leading subjects to believe that they had no variation in heading beyond turning around.

The results of this paper showed that there is some cognitive cost associated with resetting and

updating spatial information. Maintaining spatial heading is important in the acquisition of spatial

knowledge.

Similar research was performed in this field by Razzaque [98], who looked at rotating the

environment while subjects slowly looked left and right. This had the effect of reorienting the
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environment which the subject had to follow. Peck et al. [93] extended this work by adding a

distractor to give a natural metaphor as a reason to turn around. In this work they placed an object

in front of the user that rotated left and right about the user’s head to force rotation upon them; this

allowed the environment to rotate imperceptibly. Distractors were shown to increase presence, as

there was a reason for the interruption.

The distractors present in Peck et al. [93] are still somewhat unnatural, as they have no reason

to be there other than to distract. Yu et al. [156] looked at modifying the environment and dividing

it into cells to give a more natural metaphor for reorientation. By placing bookshelves in every

room they limited each room to the size of the tracked space and forced reorientation to occur

based on user action. Whenever a user wanted to leave the room, he would move to a bookshelf

in the room which would, in the virtual world, rotate the user to the next room. In the real world,

however, the user has not moved, but must now turn around to face the new room (or cell).

2.2.4 Positional Manipulation

Full rotation is simple and can be done in standing space. Much of the work in the prior section

only manipulates rotational cues as a pathway for granting additional translation. In this section we

look at ways in which we can affect the translation directly to achieve the same effect. In general

we can either induce translation based on user input/system controls or we can manipulate the rate

of optic flow of the system. Direct input to afford translation (e.g., joystick locomotion) has been

examined more in the literature [95, 55, 136].

The simplest solution to this issue is to give direct control in the form of a controller or keyboard

to the user. Joysticks have been utilized to induce translation [95], but this is not a strong method

of acquiring spatial knowledge [105]. This may be because of a mismatch in proprioceptive cues

in walking and the expectation that walking should afford those cues. Flying, however, has no such

expectation and is therefore used as a metaphor to explain how you are able to move freely without

walking. This can be combined with more body-based motion to place controls such as speed into

the system. Thus, the metaphor becomes more complete and body-based control is given a more
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salient and controllable cue.

Other more advanced methods of inducing translation from body-based motion have been de-

veloped. Leaning was shown to be useful here as well. Kitson et al. [56, 55] have developed several

techniques that allow translational motion from leaning. This mode is expected to provide addi-

tional vestibular information that is indirectly associated with translational motion. In fact these

cues are more akin to a car accelerating. Therein lies their use as large virtual environments may

require a different locomotion method, like a car, to explore. The development of these leaning

based interfaces typically involves using a chair as a locomotion interface.

Another technique that gives a smaller range of translation is walking in place. This technique

involves turning the proprioceptive cue of real walking, but not the vestibular, into translation.

To detect real walking we take information from three sources: head motion [135], arm motion

[152], and leg motion [150, 151, 136]. Leg motion is the most natural as real walking requires

this motion, and thus a great amount of research deals with how to capture this information and

how to use it to infer real walking. Less research into how to use arm motion in particular exists,

as Wilson et al. [152] have shown this method to be inferior in measures of spatial cognition.

However, head motion shows promise as Tregillus and Folmer [135] and Paris et al. [90] have

shown that this motion can be as good as leg motion. Additionally, head motion has the benefit

that it is natively detectable in mobile VR using accelerometers similar to how pedometers capture

walking information.

In spaces slightly larger than standing scale, real walking still dominates [105], and so methods

that increase scale by facilitating real walking show promise. In these methods mid-scale transla-

tions are afforded by controls of the system, while more fine-tuned motions are still performed by

real walking. This can be done instantaneously as in Freitag et al. [31] and [138] but this can be

disorienting and confusing. The optic flow present in non instantaneous teleportations have been

shown to grant better spatial awareness. Beyond moving continuously through the environment

Yu et al. [156] have developed a naturalistic metaphor to explain this generated motion in an effort

to increase presence and plausibility. In their work a bird carries you from cell to cell, increasing
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the multiplicity of the real world tracked space. This requires that you re-position yourself in the

virtual world.

A method orthogonal to those presented in the prior paragraph is to add translational gain.

This expands the virtually explorable space before some external intervention is required. Several

studies (e.g., Rieser et al. [106]) have shown a lack of sensitivity to increasing translation gain,

i.e., that users can re-calibrate to increased optic flow and believe they are inducing all motion.

There still remains the question of how much gain can be placed in the system. Williams et al.

[148] tested various levels of gain and found that subjects could even tolerate 50 times normal

translation and still maintain their spatial orientation.

2.2.5 Evaluation

Some investigations have evaluated the relative merits of these locomotion modalities. This

section looks at how various studies have evaluated locomotion methods that implement positional

manipulations (e.g., Paris et al. [90]); these studies have evaluated these locomotion methods based

on factors such as spatial cognition, spatial orientation, presence, and simulator sickness. There are

two components to consider when evaluating navigation abilities. We can compare modalities and

which modality affords greater spatial knowledge or we can look at how to improve and refine a

single modality to grant certain aspects of spatial knowledge or reduce the cognitive cost associated

with them.

First we look at comparing across navigation types; several studies have looked at how walking

in place compares to various forms of real walking. Paris et al. [90] found that reorientation

provides a better sense of scale than does walking in place. Peck et al. [94] found that the cognitive

cost of distractors did not detract from spatial knowledge and ability to form a cognitive map

as much as walking in place did. Several studies have found walking in place to be superior to

joystick-based motion in terms of presence [93, 92, 120, 121] and spatial abilities [94, 105, 114,

115]. Redirected walking has been shown to be similar to real walking under certain conditions

[127, 32]. These studies show a hierarchy that roughly correlates to various levels of idiothetic
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information providing certain levels of spatial cognition.

In addition to cross method comparisons, we can look at refining the existing methods to allow

increased virtual space coverage, heightened presence, better spatial knowledge, etc. There is

debate and research into how to implement redirected walking; the targets to steer towards or away

from [43], the amount of curvature [85], and even how to detect when the curvature is too much

[127]. Hodgson et al. [43] looked at various ways to steer individuals in search of a generalized

redirected walking method. They found that steering to an orbit resulted in the fewest boundary

events. This follows conceptually as it keeps the subject steering away from the boundary and

toward the center. Room size is an important consideration in single user redirected walking,

where the detection threshold is large compared to the size of standard rooms. Azmandian et al.

[4] looked at how to steer people when multiple users are present. Their paper presents some

guidelines on how to implement multi-user redirected walking on factors such as room size and

shape.

Studies show detection thresholds have large variation based on criteria and testing methodol-

ogy ranging from curvature radii of 3m to 22m [4, 34, 41, 9, 99, 126]. Neth et al. [85] looked at

how speed affected this measurement and found that people are significantly less sensitive towards

walking on a curved path when walking more slowly. In their second experiment they looked

at implementing a velocity dependent gain controller and found it to cause fewer interventions.

Looking at other ways to give more space in redirected walking, Steinicke et al. [127] found that

distance can be subtly compressed by 14% or expanded by 26% while unnoticed by the user to

allow for longer virtual distances to be traveled before the necessity of a reorientation. Rotation

can be scaled by 50% greater or 20% smaller without the user noticing to allow for quicker reori-

entation towards the desired heading. This would occur either during a boundary reorientation or

the baseline rotation occurring while stationary.
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2.3 Spatial Cognition

2.3.1 Spatial Cognitive Microgenesis

In the SCM framework, a person first obtains landmark knowledge, which is an understanding

of large landmarks (objects that have high visibility and distinctiveness) in the environment. This

stage is merely the ability to recognize these landmarks. This first stage of knowledge is thought to

develop quickly. However, it does not provide much in the way of path integration – which would

allow for shortcuts from landmark to landmark– because, in this stage, one only knows the order

of landmarks along previously traveled paths.

The second stage of knowledge, route knowledge, is the stage at which one begins to develop

a sense of direction relative to landmarks. This form of knowledge allows for description such as

“after passing the water tower” or “turn west when you reach the windmill.” This knowledge is

described as sequential or ordinal, meaning that people know the relative order of these landmarks

on a route, but do not have a good sense of their relative locations or inter distances. During this

stage of knowledge acquisition one is thought to have no concept of metric knowledge, which is

developed in the next stage.

The final stage of knowledge is survey. This stage implies the development of a survey map of

all landmarks (i.e., one with metric information rather than simply direction information between

known landmarks). One attains this multi-part metric knowledge through experience. One first

gains the ability to recount the distances along traveled paths and later, through the process of

path integration, develops the ability to determine direction and distance between landmarks even

in the absence of prior direct travel between the two landmarks. At this point one should be

able to accurately describe the entire environment with appropriate distance and direction. Survey

knowledge can be encoded and recalled either egocentrically or allocentriclly with the latter being

more flexible [144]. Egocentric knowledge is a self-to-object representation whereas allocentric is

an object-to-object representation [117].
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2.3.2 Acquisition of Knowledge

With direct experience people are able to acquire, encode, store, and later recall knowledge of

an environment. In this section, we discuss some theories related to the acquisition of knowledge.

Siegel and White [118] posited that the stages of knowledge were sequential building blocks re-

quiring the previous stage to be fully developed before the next stage of knowledge can begin to

form. This hypothesis has been shown to be false, at least in some individuals. A later proposal by

Montello [77] suggested the continuous framework in an attempt to explain how people were able

to report accurate metric information before having fully developed route knowledge of a given

route. The continuous framework is one in which individuals acquire all three stages of knowl-

edge simultaneously. Using this framework as a guide Ishikawa and Montello [48] showed that

individuals could acquire all three types of knowledge simultaneously (with the latter stages, route

and survey, developing more slowly). Ishikawa and Montello [48] also showed that individual

differences, rather than aggregate error, were the driving force of high variance. They performed

a dis-aggregate analysis and found large individual differences in the accuracy and developmental

pattern of spatial knowledge. Half of the subjects improved in performance after repeated exposure

to the environment while the other half did not, indicating the need for analyses that look at indi-

vidual differences in performance. Even when examining how well subjects improved, individual

differences were seen. Some subjects acquired their maximum level of survey knowledge within

the first few exposures while others continued to improve after each exposure.

Acquisition of knowledge also depends on the avenue of learning [83]. Münzer et al. [83] in-

vestigated computer-assisted navigation and its effect on the acquisition of route and survey knowl-

edge. In their study, subjects navigated through a zoo along a predefined route of 16 decision points

and 15 segments. In one group, an unoriented map fragment instructed subjects as to the correct

direction, meaning said subjects had to consider orientation when determining which direction to

turn. The other three groups were given a personal digital assistant (PDA) that did one of three

things. Each of the three PDA conditions displayed a picture of the intersection. The PDA either

displayed the correct turning direction and a map of the two path segments, verbally commanded
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the correct direction and displayed a map of the two segments, or verbally commanded the correct

direction. The results showed that the navigation assistance users had good route knowledge but

poor survey knowledge. The map users, however, had significantly better survey knowledge and

nearly perfect route knowledge.

2.3.2.1 Components of Working Memory

Meilinger et al. [74] looked at how verbal, spatial, and visual subcomponents of working mem-

ory are used in one’s encoding process of spatial information. To determine the effect each has

on working memory when acquiring spatial knowledge, the authors utilized one of three tasks to

suppress each of the subcomponents during the acquisition of spatial knowledge. Subjects were

passively taken through a route with one or none of the suppression tasks occurring. They then had

to use a joystick to recreate the route. The primary measure here was when the subject was lost

in the environment. The results of this paper showed markedly different performance in the four

conditions, which indicate that each of these subsystems has some effect on spatial cognition. The

absence of the verbal subcomponent of working memory led to the greatest number of incidences

of getting lost. These effects are investigated more deeply in further research [74, 63, 142, 29].

Substantial literature has shown that both verbal and spatial subcomponents of working mem-

ory are instrumental to the acquisition and encoding of spatial memory [63, 83, 39, 144]. To

determine which of these two components of working memory permit stronger learning, Labate

et al. [63] investigated spatial learning and suppressed either the verbal component or spatial com-

ponent of working memory. Subjects learned a route covering two floors and eight landmarks. To

complete the given route, subjects were instructed to follow the experimenter and pay attention

to the landmarks indicated along the way. To suppress spatial memory subjects tapped a given

pattern on an Android device. Researchers suppressed verbal memory by having subjects repeat

a series of five syllables: ba-be-bi-bo-bu. A third group of control subjects had no dual task and

learned without intervention. The results showed that spatial suppression interfered with the acqui-

sition of spatial survey knowledge in all three measures (pointing, shortcut, map completion). The
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effect of suppressing verbal memory was more mixed, but showed some instances of degraded sur-

vey knowledge. In particular, the harder spatial tasks showed worse performance for the verbally

suppressed group.

With any measure of spatial knowledge, care must be taken to account for individual differ-

ences. Wen et al. [144] looked at how good and bad navigators differed in the sub-components

employed to encode of spatial knowledge. Subjects learned a route by watching a video of one

of four routes each over 1 km in length. While learning the routes, subjects were alerted to each

landmark. To elucidate the effect each of the three components (verbal, spatial, visual) had on the

acquisition of spatial knowledge, subjects were given one of three concurrent interference tasks.

To mask verbal memory, subjects heard two syllables and stated if those two formed a word. The

visual interference condition required subjects to imagine the face of a clock at a time stated by the

observer. Finally, the masking of spatial memory involved locating the direction of a noise from

one of three directions. A final condition with no interference served as a control group. Subjects

with good sense of direction acquired egocentric survey knowledge in verbal and spatial memory

and used all three working memory components to transform this knowledge into allocentric sur-

vey knowledge. The authors found that distances were processed in verbal and spatial memory,

whereas directions were in visual and spatial memory. Poor navigators, i.e., people with low sense

of direction, relied on verbal working memory and lacked spatial processing meaning that they

never acquired accurate survey knowledge.

In the previous work, researchers blocked specific components of memory to determine which

components different navigators used. Wen et al. [145], however, sought to determine the effect

of inducing good and poor navigators to use one of two strategies for spatial navigation. In this

study, subjects learned a route by watching a video taken from a car driving along a route. To

induce verbal learning, subjects were asked to mention things they noticed or remembered. To

induce spatial learning, subjects were instructed to rotate a toy car in line with the turns of the

video and place a small item near the toy car in the same relative location of the landmark they

were learning. The authors found that, in line with Wen et al. [144], good navigators’ landmark
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learning used both spatial and verbal components of memory, whereas that of poor navigators

used only the verbal component. Verbalization showed a disruptive effect on survey learning,

which the authors suggested may be due to the subject’s verbalizing features of the buildings

rather than configural knowledge of the environment. This work further investigated individual

differences in the suppression of these subcomponents. In survey learning, good navigators were

more affected by the concurrent spatial operation; poor navigators, however, were unaffected by

forcing verbalization upon them. Those findings provide further results into how good and bad

navigators are able to encode spatial information.

2.3.2.2 Distinguishing Route and Survey Knowledge

Buchner and Jansen-Osmann [10] further called into question the dominant framework as it

relates to route knowledge and its lack of metric information. In their paper they performed two

experiments. The first experiment presented landmarks to subjects in either dynamic or static

format, i.e., subjects either moved through the environment or they were presented with landmarks

in serial fashion. To control for length of path segment, each subject was presented with each

landmark in the serial condition for the same amount of time they would have seen the landmark

in the corresponding dynamic condition. The second factor was context; subjects experiencing

both the dynamic and static presentations either had no context, meaning that the only landmarks

were visible, or with context in which subjects could see the ground, walls, and sky. These two

conditions formed a 2x2 study with four groups. From this experiment they found that neither

dynamic presentation nor spatial context in isolation, but only their combination afforded superior

route knowledge. In their second experiment the authors further examined only the dynamic with

context and the static without context groups but made all path lengths equal. In this experiment

no difference between the groups was found. The authors concluded that this finding implies that

metric information is a part of route knowledge and is developed in very early exposures to a route.

The acquisition of spatial knowledge can vary based on the activeness in learning [14] and is

largely related to the body-based cues present during learning [114, 14, 17, 18, 105]. Chrastil and
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Warren [17] looked at this issue, specifically examining the role of vestibular and proprioceptive

information as it relates to decision making. The authors had six conditions, three in which the

participants made decisions about where to go in a maze and three in which subjects followed

the path of a corresponding subject in the active condition. Subjects either watched a video, were

moved around in a wheel chair, or walked naturally giving either visual; visual and vestibular;

or visual, vestibular, and proprioceptive information respectively. Subjects traversed a maze with

eight salient landmarks and a series of interconnected routes to test their acquisition of survey

knowledge. The results showed that the presence of a proprioceptive cue yielded significantly

better survey acquisition, while the presence of a vestibular cue did not.

Adapting to this result that route knowledge is dependent on metric information, Chrastil [15]

introduced a fourth form of knowledge, situated between route and survey, which attempts to

explain this phenomena. Graph knowledge is hypothesized to be a mental representation of the

environment’s multiple routes in a graph like structure. It is a form of knowledge that allows peo-

ple to take novel shorter paths between landmarks. In their 2015 work, Chrastil and Warren [18]

examined the acquisition of graph knowledge in active versus passive learning. Subjects were ei-

ther guided through a maze with eight landmarks and many interconnected routes, or they were

allowed to explore freely the maze. The authors found that active decision making improved the

acquisition of graph knowledge, but not survey knowledge. Taken with previous results, this find-

ing indicates that different cues are important for acquiring different types of spatial knowledge.

The importance of this result is that, as we will see later, different people acquire different forms

of knowledge at different rates. By looking at what type of knowledge an individual needs to be a

successful navigator and what type of knowledge they will struggle with obtaining, we can decide

which method of navigation may be appropriate based on which cues it provides.

Further delineation between route and survey learning can be seen in Meilinger et al. [75],

which examined how navigators encoded route information and survey information. The authors

performed a correlation between measures of route and survey knowledge and found little to no

correlation. It is important to note that this result was for a highly familiar space, as subjects
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walked through their own virtual town. The work demonstrated that route knowledge is not a

single allocentric north-up frame like survey knowledge [30]. Route knowledge likely consists of

a number of different reference frames integrated together. This finding is further support for the

different skills and information needed to acquire, encode, and recall spatial knowledge.

2.3.2.3 Transference

When exploring virtual environments, it is important to consider transference of skills and

learning. To this end, Waller et al. [139] examined the acquisition of the three stages of knowledge

in a virtual environment with varying factors such as fidelity. Waller et al. [139] looked at providing

varying amounts of information and exposure to a maze-like environment to investigate the effects

of acquiring spatial knowledge from this information. The control condition was given no exposure

to the maze, some subjects experienced the real maze, some explored a virtual maze, and lastly

some were given a top down map of the maze. The results showed that people were able to

develop useful representations of the environment mentally. Additionally, while short exposures

led to training in an immersive virtual environment that was no better than a map or desktop VR,

longer exposures allowed for acquisition of route knowledge that was indistinguishable from real

exposure. However, survey knowledge was not, in general, acquired in this setup; later research

has since been performed to show that the acquisition of survey knowledge is possible and likely

dependent on the use of vestibular cues present in real walking and its analogs [90, 73, 16].

There are many factors that can influence the acquisition of spatial knowledge in virtual en-

vironments. Meijer et al. [73] examined how visual fidelity affects this acquisition. The authors

placed subjects in a photorealistic environment and one of reduced realism. The results showed

that virtual realism increased spatial cognition of the environment; however, this result was some-

what limited to route knowledge, as the authors suggested that survey knowledge was less likely

to be present in a subject’s cognitive model.
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2.4 Individual Differences

Hegarty et al. [39] looked at characterizing individual differences in environmental spatial abil-

ities to determine if they reflect a single underlying ability or a disparate set of abilities. The authors

found that measures of environmental learning define separable factors that were characterized by

whether the environment was experienced directly or using some visual medium (e.g., a virtual

environment). They suspected that direct experience and visual media load on different factors

due to the lack of body-based information. All of the above then indicate that there are individual

differences in how subjects use visual cues that are not related to how subjects use other sensory

based cues. Hegarty et al. [39] also looked at how large-scale spatial abilities were affected by

small-scale spatial abilities, spatial updating ability, and verbal ability. Of interest is that small-

scale spatial ability is a strong predictor of large-scale learning and is even more so for subjects

who experienced the environment visually (i.e., in the virtual environment). Sense of direction,

while also a strong indicator, was not as strong an indicator for the VR condition. This work was

some of the first to examine the large individual differences in performance and indicate that some

people take much longer to acquire any level of spatial knowledge.

2.4.1 Physiological

At this stage we delve further into ways of categorizing individual differences as a way of better

understanding why there is such variance among performance. We have discussed some individual

differences such as cultural [58, 155] and touched briefly on reported levels of difference in ability

to navigate. For the remainder of this discussion we will be looking at several classes of individual

differences. The first and easiest to determine are physiological differences. For example, scores

of papers have found a significant sex bias. Men tend to perform better than women in many of the

sense of direction tasks and metrics [12]. The gender differences discussed earlier also apply to

young children. Some work has been done in the development of cognitive maps of children that

shows that the differences exist as early as age eight [45].
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2.4.2 Self-Report

Additionally there are several questionnaires that rely on self reporting navigation ability. Many

of these surveys are to determine if the navigators believe themselves to be good or bad naviga-

tors (SBSOD [38], PSAS [40], PVAS [40]). Others, such as a survey of video game experience

or occupation, can give insight into how much each person makes use of their ability to create

these cognitive maps [132]. These are ways of differentiating experience. We also have surveys

that reveal directly how people think about directions. For example the Spatial Updated Heading

test[6] can be used to determine if a person updates their theoretical heading. Finally we have

various cultural differences that can indirectly lead to individual differences. For example certain

languages have words for uphill and downhill but nothing for the lateral direction of the hill [143].

Still other languages do not make use of left versus right and rely primarily on cardinal directions

[24].

2.4.3 Individual differences in skills

We can also examine differences in other cognitive abilities. Several different factors of spatial

ability have been identified, and these tests task the user with imagining certain actions be taken

and report the result. For example, the water level test presents slanted containers of water and

one must state the water level that would be present if the container were to be level. These tests

may also measure the ability to imagine the shape of objects for other viewing angles. The mental

rotation task, for example, asks people to report which two of a number of objects are the same ob-

ject [137]. These similar objects differ only through rotation. As they are conceptualized, tests of

spatial visualization and tests of spatial orientation involve different types of mental spatial trans-

formations. These transformations require the viewer to update relations between three different

spatial frames of reference; the intrinsic reference frame of objects, the egocentric reference frame,

and the reference frame of the environment.
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Fields and Shelton [29] looked at individual differences in how people apply the same skills

to acquire spatial knowledge through different strategies of learning. The authors looked at route

and survey processing and found that, while the two strategies used the same set of skills, the two

methods utilize them in different ways. This work showed that the two perspectives of learning,

route and survey, were affected by individual spatial skills. This indicates that while survey learn-

ing (i.e., using a map) generally leads to better performance, we may be able to predict based on

these skills the strength of that effect. From these results we can see that different people are af-

fected differently by the inclusion of a global map, and that while this may be beneficial to some,

others may exhibit more benefit from other techniques.

Arnold et al. [2] looked at how five measures of spatial knowledge correlated with one an-

other. Their first finding was that performance on the cognitive map formation task was highly

related to all other four orientation tests. The authors further found that some individuals were

able to successfully form survey representations with very little exposure. Due to the high degree

of correlation between path integration ability and cognitive map formation ability, the majority of

survey knowledge is due to path integration. Further, these results suggest that only visual infor-

mation is necessary for path integration. The major important result from this paper is we can more

accurately predict spatial navigation ability from various other orientation skills. This gives us the

ability to predict good and bad navigators more accurately, an important ability as it provides a

good deal of power as various studies have found links between strong and poor navigation skills

and cues which can be utilized.

2.4.4 Individual differences in strategy

When encoding a large virtual environment strategy is just as important as skill. Work by

Kraemer et al. [59] looked at how applying either a visual or verbal strategy predicted the level and

type of spatial knowledge acquired. In their first experiment the authors had subjects watch videos

of routes through four virtual cities and tested them on their landmark and survey knowledge.

The authors used the Object/Spatial and Verbal Questionnaire [5] to assign subjects to a verbal
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style or visual style of learning. The results of the first experiment showed that those who utilized

the verbal style of learning had stronger landmark knowledge, whereas those who had more of a

visual style of learning exhibited higher levels of survey knowledge. To test if this difference in

performance was due to strategy or individual differences, the authors performed a second study

to coax subjects into using one of the two strategies. The results of this second experiment showed

that the strategy used is of greater importance to how the knowledge is encoded. The authors

find that this means that the employed strategy can be manually adapted to facilitate the type of

learning desired. The author further stress that this enhances the need to consider multiple sources

of individual differences when considering spatial cognition.

The previous study examined passive learning relative to spatial cognition; however, as dis-

cussed in an earlier section, the strategy employed in active learning plays an important role in

individual differences in spatial cognitive ability. Lawton [66] looked at the role of orientation

in wayfinding and the specific role that absolute cues versus relative cues plays in the context of

individual differences. She examined two strategies of wayfinding, route (relative) and orientation

(absolute), and how these two strategies could be employed in either outdoor or indoor environ-

ments. Prior work had shown that these two strategies were the dominant methods of wayfinding.

Using two questionnaires Lawton categorized subjects into one of the two strategies for both indoor

(i.e., inside buildings) and outdoor (e.g., driving through a city) environments. Further, there was

a trend towards using similar strategies for both indoor and outdoor navigation. There was, how-

ever, some correlation between the two strategies indicating that individuals either switch between

strategies depending on the context or may employ both strategies in conjunction to complete a

task.

Serino and Riva [116] looked at how direct experience, interactive viewpoint dependent maps,

and static maps interact when encoding and retrieving spatial information. The novelty being that

this paper examines this during real time presentation. Two groups of subjects were permitted to

explore a virtual environment with or without an interactive aerial view. The testing phase then

had three crossed conditions where subjects searched for a missing target with the interactive aerial
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view, without the aerial view, and on a map. The results showed that the presence of an interactive

aerial view facilitated the retrieval of spatial information. The results further showed that indi-

viduals who preferred to use an allocentric reference frame tended to be less precise in retrieving

the spatial locations of the objects in the absence the aerial map. They were more accurate when

retrieving the object on a map. This indicates that there are individual differences in how people

are able to use additional spatial information to aid encoding and retrieval of information.

2.5 Summary

This chapter provided an in depth review of both locomotion and navigation. In our review of

navigation we pay particular attention to individual differences as they have been shown to be an

important cause of variation in performance [39]. The differences we will focus on are confidence

(SBSOD), mental rotation ability (MRT), and working memory (CORSI). The work will also look

at measuring strategies for exploration, navigation, learning, and recall.

The goal of this dissertation is to discuss and describe how to provide satisfying locomotion

that affords maximal spatial knowledge to the end user. The navigation and individual differences

literature discussed in this chapter covered how we will assess locomotion and what factors we will

consider to reduce variation in navigation performance, but this dissertation is primarily focused

on comparing a number of locomotion options. This chapter covered body-based cues and how

we can use them to categorize the methods presented here. Table 2.1 reviews the methods and

cues covered in this chapter. We choose to evaluate methods that provide as many of those cues as

possible and fit into each of the manipulations covered.

Table 2.1 divides the available cues first into translational and rotational. Translational cues

provide information about how much a subject has translated, while rotational cues provide infor-

mation about how much the subject has rotated. These cues are with respect to one’s self but can

be used to learn the layout of a complex environment [105]. Each locomotion method provides

these cues in some way and in this chapter we have described the manipulation required to allow

each of them. The remaining chapters of this dissertation will investigate a selection of those meth-

29



ods in depth. These selected methods were chosen to provide the greatest amount of body-based

information for each of the three manipulations.

Locomotion Method Translational Cue Rotational Cue
Vestibular Visual Proprioceptive Vestibular Visual Proprioceptive

Redirected Walking1 [99] A A A x A x
Resetting [149] A A A * A *

Translational Gain [47] x A x A A A
WiP [90] A x A A A

Controller [91] A A
Controller w/Body-Based Turns [21] A A A A

Arm Cycling [152] A A A x A x
Grappling Hook [91] A A A x A x

Teleporting [31] A A A

Table 2.1: This table shows the availability of the various translational and rotational cues in a
number of locomotion modes. This list is not exhaustive, but represents a majority of the methods
in recent research. “A” denotes that a cue is available; “*” denotes that a cue is available but not
always correct; and “x” denotes that a cue is always incorrect or incompatible because of method.
1 Only Curvature manipulation.
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Chapter 3

Specific Aim 1

3.1 Introduction

Walking through virtual environments (VEs) is a natural mode of locomotion and provides tan-

gible benefits over other forms of locomotion, such as using a motion controller [13, 105, 112] or

walking in place [134, 150, 136, 28, 146, 90]. For example it provides increased spatial aware-

ness and wayfinding ability [136]. Broadly speaking, there are two sources of spatial information

available when moving through an environment: vision-based and proprioceptive1. Walking uses

these sources in a natural way. Other methods of movement through a VE may not, but may be

necessary when the physical space requirements of the virtual reality equipment do not match the

space requirements of the VE itself. Usually, such a mismatch occurs because the scale of the VE

is substantially larger than the scale of the tracked physical space. Motion controllers like joysticks

offer a ready solution to the movement problem, but suppress body-based information critical for

navigation; a large body of literature shows that way-finding and navigation performance is im-

paired in this type of system [13, 105, 112, 128]. Omnidirectional treadmills [44, 49, 123] allow

for full use of vision and some use of body-based information, but are usually quite expensive, as

consumer-level versions of these devices have proven elusive.

Of specific interest to this paper are locomotion modes involving walking that distort or sup-

press body-based information to allow locomotion through large virtual environments. Such modes

rely on the fact that when vision-based information conflicts with body-based information, vision

often dominates. One class of methods manipulate the virtual camera in the translational direc-

tion, scaling the optical flow [126, 140, 148] or the “seven league boots” method of Interrante

et al. [47]. Since space is only scaled in these methods, unfortunately they cannot accommodate

arbitrarily large virtual spaces. Alternatively, redirected walking and reorientation techniques al-

1Acoustic information can also be important [3], but is a significantly weaker cue [104].
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low users to walk continuously (with possible interruptions) through large virtual environments by

changing the users’ views (often orientation) into the VE so that their actions in the physical world

are mapped onto different actions in the VE [8, 42, 88, 94, 99, 149].

This paper compares three specific techniques of the redirected walking and reorientation type

in their consequences for spatial learning and way-finding in VEs that are significantly larger than

the physical space that a user can walk in. We implement versions of the “steer to circle” technique

of Hodgson and Bachmann [42] first implemented in Razzaque et al. [98], the “reorientation using

rotational gain” or “resetting” technique of Williams et al. [149] and Xie et al. [153], and the

“reorientation with distractors” technique of Peck et al. [94, 93, 92]. Our implementations are

described in Section 3.2. One significant note is that our physical tracking space is 5m x 4m,

which is considerably smaller than the space used by Hodgson and Bachmann.

When choosing a locomotion method it is important to consider the available space. In large

spaces redirected walking with small curvature gains is possible [98] and allows one to maintain

spatial awareness [129]. Its performance in smaller spaces is relatively unknown in the current

literature. Other studies [127, 85] have shown that the curvature required to fit within our space

is much greater than the minimum detection thresholds. Given this, we would expect subjects to

immediately notice the manipulation but we still wish to understand how redirected walking affects

spatial awareness in such a small space.

The remaining two methods (resetting and distractors) are much better suited to our available

lab space. These two methods are considered overt discrete methods of redirection [131] and, while

similar in effect, require very different interventions to complete. The intervention in resetting is

designed to be short and unnoticed without concern for breaking presence. Resetting also requires

a subject to make a full virtual rotation. The distractor intervention, while long, does not cause a

major deviation to virtual heading during the intervention. Each of these methods, then, will likely

be detrimental in some way to the aspects of spatial cognition. The motivation behind this work

was to determine which of those will cause a stronger hindrance to navigation.

We compared these methods on two specific spatial learning and way-finding tasks. The first
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was how well people could maintain and update spatial relations as they moved along a path in a

VE. We assessed this measure using classic measures of path integration [70] and people’s abil-

ity to judge relative directions to remembered objects [72]. The second task was modeled on a

virtual task that has been previously used to study way-finding and navigation in the context of

developing cognitive models of spatial learning and way-finding, the virtual taxicab of Kahana

and colleagues [71, 87]. By using these tasks, we attempted to get a comparative measure of how

methods of locomoting through a large virtual environment might interfere with navigation and

way-finding. While locomotion methods have been compared before [42, 93], to our knowledge

they have not been assessed for their ability to preserve or interfere with people’s ability to natu-

rally navigate and way-find while walking. We also measured presence in the virtual environment

under these three techniques.

The goal of this study is to assess methods for navigating in large scale virtual environments

and determine which locomotion method is appropriate for use in future chapters. This chapter is

organized as follows. Section 3.2 discusses our implementation of the three modes of locomotion.

Section 3.3 presents the first experiment and Section 3.4 presents the second. We conclude with a

general discussion in Section 3.5.

3.2 Research Design

In this section we discuss the design of our experiments from the perspective of what we ma-

nipulate (independent variables) and what we measure (dependent variables).

3.2.1 Methods of Exploration

In both of our experiments, we manipulate the method by which subjects walk through a large

virtual environment while constrained within a smaller physical tracking space in the real world.

As mentioned in Section 1, we implemented three different methods, reorientation using rotational

gain (resetting) [149], reorientation using distractors (distractors) [93], and redirected walking

while steering to a circle (steer to circle) [42, 98]. The methods of resetting and distractors are
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Figure 3.1: Real (left) and virtual (right) paths walked during Experiment 1. The paths from top
to bottom are reorientation short (7 meters, 0 ROTs), reorientation medium (14 meters, 2 ROTs),
reorientation long (21 meters, 4 ROTs), and redirected walking long (21 meters). S represents the
start of each path, F the finish, T the turn, and each reorientation is marked by R. Subjects start at
S, walk along the marked path to T and perform a 135◦ turn. Finally, subjects finish the path at
point F.
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similar, but there is a key difference in that the distractor method typically requires more time to

complete the intervention. Further, the goal of the method is to distract subjects from seeing the

rotation injected into the environment. Figures 3.1C and D illustrate the same real world path (top)

and virtual path (bottom) walked by a subject using the methods. Figure 3.1C shows the resetting

and distractor methods and Figure 3.1D shows the redirected walking. In the virtual world, subjects

walk 12 meters in the positive x direction, turn to their left 135◦ and then walk 9 meters. This is

the longest of the three virtual paths (a total of 21 meters). The real world path is the path taken in

the physical space in order to walk the virtual path.

When exploring with resetting, the subjects’ virtual motion matches their real motion until they

are near the border and need to be reset. The reset is done by modifying their rotational gain and

instructing them to turn around. By turning around in the virtual world subjects are under the

impression that they face the same, or nearly the same, direction as before the reset. However,

the altered gain causes the subjects to face backwards. It works because people are not sensitive

to slight mismatches in the rotational gain in the presence of visual cues [62]. This modification

allows for further travel in the intended direction. Figures 3.1A, B, and C show the typical real

and virtual paths taken during reorientation using this method. The difference between the virtual

paths of Figures 3.1A, B, and C is their length.

The second method explored is distractors [93], itself a modification of [98] which disguises

the intervention using a distractor. Just as with the first method, the physical and virtual motions

match exactly until a intervention is required. An intervention of this type requires subjects to

follow a distractor object with their eyes, moving their body as necessary, while the world rotates

around them. In these experiments the distractor object was matched as closely as possible to the

work of Peck et al. [93]. We use a feather model placed 0.5 meters in front of subjects virtual

camera at their own height to indicate when an intervention was required. This feather followed a

circular arc with sinusoidal motion moving at 8◦ per second. To cause this mismatched rotation a

rotational gain of 0.67 is applied when subjects move their heads against the intended rotation and

1.5 when subjects move their heads in the other direction. This mismatch induces rotation in the
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real world, and after enough rotation the intervention is complete and the subject is again facing

exactly 180◦ away from their previous real path as in the first method. Later Peck papers [92]

used a variation of this method which reoriented subjects toward the center or some ideal location

[94]. Figures 3.1A, B, and C show the real and virtual position of the subject during this type of

intervention; note that it is the same as the previous method, but a distractor aids the subject in

reorienting at points of intervention.

For both these methods, the overall implementation varied slightly between Experiments 1

and 2. In Experiment 1, as discussed below, subjects walked in a pre-specified path where the

points that intervention were going to occur at were known. In this experiment, we implemented

distractors as it was implemented in the original papers [93, 149], so that the overall rotation in

the physical world amounted to a turn of 180◦. However, in Experiment 2, subject could freely

explore, and piloting revealed that this allowed subjects to become “cornered” in an area of the

tracking space where they keep bumping up against boundaries. When this phenomenon occurs,

an unusually high number of interventions can occur for very little gain in traversed space. To

remedy this problem, we implemented a variant of the solution suggested by Xie et al. [153]. In

this variant, when an intervention is required the rotational gain is manipulated until the injected

rotation has caused the subject to be facing back toward the center of the tracked space, while still

facing in the intended virtual walking direction. Thus, the overall rotational gain may vary from

1.8 to 2.2 during an intervention, well within the bounds of what people are sensitive to [62]. To

prevent extraneous intervention a region was created under which the system both abandons the

intervention and which subjects must reenter for additional interventions to occur. This region

extends inward from the intervention boundary (the boundary of the tracked space) by about 0.3m.

Subjects may abandon an intervention by simply stepping backwards. To force subjects back

into the tracked space when an intervention occurred they were given instructions to walk two

steps forward (this was necessarily towards the center of the tracked space); stepping forward was

typically what subjects intended to do, and this method worked seamlessly.

The third method explored here is redirected walking with steering to a circle, and is funda-
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mentally different from the first two. It involves a continuous induced rotation rather than discrete

breaks. The full method as well as the governing mathematics can be found in Hodgson and Bach-

mann [42]. The intention of this method is that it reduces the need for intervention by continually

steering the subject to an orbit of given size. This orbit keeps the subject away from walls by effec-

tively pulling them towards the center of the room. Figure 3.1D shows the paths taken in the real

and virtual world of a typical path. Since our tracking space is 5m x 4m, the circle we implemented

for this method had a radius of 2m. This radius is significantly smaller than the one recommended

by Steinicke et al. [125] for redirected walking methods, and we note that Hodgson et al. [41] had

difficulty with subjects experiencing simulator sickness with a circle of radius 7.5m.

3.2.2 Path

In the first experiment, the paths that subjects walked were specified, and thus they walked

along a route of a given length with given turns in it. If interventions occurred, then the locations

of those interventions were known a priori. In the second experiment, however, the path was not

specified, and subjects explored freely. Unlike Experiment 1, the number of interventions that

occurred was unspecified by the experimenters.

3.2.3 Performance Measures

Our primary goal in this paper was to understand people’s performance in wayfinding and

navigation tasks under the locomotion methods described in Section 3.2.1. Nonetheless, we were

interested in standard measures of presence as well [120, 121]. We measured presence using a

modified SUS presence questionnaire.

One way to determine the spatial awareness of a subject is blind pointing, where a subject must

turn and face a remembered object without visual feedback [107]. Experiment 1 recreated this

blind pointing task to measure spatial awareness in each locomotion method. Higher accuracy is

indicative of greater spatial awareness. Additionally, we are interested in how easily and quickly

subjects could acquire route knowledge of an environment [70], possibly employing landmarks
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and other features of the environment. So in a second experiment, we employed a navigational

task in which subjects are asked to learn an environment and locate targets not within line-of-sight

[87]. We measured how accurately and quickly subjects could do this under the various modes of

locomotion.

3.3 Experiment 1

3.3.1 Methods

3.3.1.1 Participants

The participants in the study consisted of college age students from Vanderbilt University be-

tween the ages of 18 and 25. Each subject volunteered and was compensated $10 for an hour of

their time. The subjects were informed of the purpose of the experiment but were not told how

the system allowed them to explore the environment until the conclusion of the experiment. Four-

teen subjects participated and two subjects dropped out during the steer to circle portion of the

experiment, complaining of simulator sickness. Their data are not included in the analysis below.

3.3.1.2 Equipment

The experiment was performed using the NVIS nVisor SX-60 head mounted display (HMD).

The SX-60 provides stereo and full color. The resolution in each eye is 1280x1024 and provides

60◦ field of view diagonally. The physical space used is roughly 6x5 meters; the available tracked

space is 5x4 meters. The tracking system used is the WorldViz PPT Precision Motion Tracking

System, which used four cameras to track the position of two LEDs attached to the HMD; this

tracked both position and orientation with the aid an Intersense tracking module.

Subjects were required to indicate when they intended to begin the walking task and when

they were facing the intended object. To accomplish this subjects were given a Wii-Mote motion

controller, which interfaced with the environment.
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3.3.2 Environment

Figure 3.2 shows a top-down view of the environment being used; the environment contained

seven objects that were placed throughout the space, each 20 meters from the starting position of

the subject. Additionally the world contained a model of a city, which was used as background to

the experiment and some of which can be seen in Figure 3.3. Figure 3.2 labels each of the items

that the subjects were asked to remember. They are (clockwise from the top) a well, a parking

meter, a fire hydrant, a trashcan, a basketball goal, a mailbox, and a streetlight.

3.3.3 Spatial Awareness Task

Experiment 1 uses a spatial orientation task where subjects walk a path then turn to face a re-

membered direction, similar to the pointing task of Rieser and others [107, 57, 53, 149]. To test

a subject’s ability to maintain spatial awareness of the environment the following task was per-

formed six times under each walking condition (resetting, distractors, and steer to circle). Walking

condition was blocked with the order of blocks randomized. The ordering of the three path lengths

was randomized for each subject, but consistent across blocks. Subjects were instructed to re-

member three target objects selected randomly from among the seven listed in Section 3.3.2, and

given as much time to memorize the location of the objects as needed. The subject then walks a

path through the environment consisting of two straight path segments with a 135◦ turn in between

the two segments. To mark the subject’s target location a column (see Figure 3.3) was placed in

the environment. Upon reaching this first way-point, the subject was instructed to find the second

way-point (again marked by a column) and proceed to this new location. Reaching this second

column marked the conclusion of the path at which time the display went black in preparation

for the task. The subject was then instructed to face toward a given object from among the three

originally given and memorized. Subjects indicated they had faced the object by pressing a button

on the WiiMote controller. For each trial we recorded turning error, the difference in heading angle

and angle to the correct object, and the trial concluded.
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Figure 3.2: Top-down view of the environment used in Experiment 1 showing all objects, a ran-
domized subset of which were memorized in each trial.
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Figure 3.3: An example of a starting view of a subject. The column marks the target walking
location and the mailbox and streetlight were potential markers to be memorized.
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In a given trial during the resetting and distractor locomotion methods, a subject experienced

either 0, 2, or 4 interventions; the number corresponded to the length of the segments walked in

the path — a higher number of interventions indicating a longer path. The two path segments

were either 4 and 3 meters (0 interventions), 8 and 6 meters (2 interventions), or 12 and 9 meters

(4 interventions). intervention occurred every 4 meters during the initial segment and every 3

meters during the final segment. Figure 3.1 shows the 3 real and virtual paths walked during the

experiment. During the redirected walking condition the same segment length was used, however

there was no need for an intervention. Starting position was randomized to a corner of the physical

room for each trial and subject, however, in the virtual world the starting position was fixed. As

seen in Figure 3.1 each path had a turn of 135◦ which could be right or left as the room geometry

permitted.

The design of the experiment was within subjects. The trials of each locomotion method were

blocked together and the order of the three conditions is counterbalanced to eliminate any ordering

effects among conditions. The subjects repeated each path length twice, yielding six trials within

each condition. For each trial the amount and direction of the subjects turn as well as the error

associated with the intended object was recorded.

To test the experience of the user within the environment each subject completed a modi-

fied SUS [93, 120, 121] presence questionnaire after the blocks of trials for each condition. The

questionnaire consisted of six questions each of which measured the presence experienced by the

subject on a Likert scale from 1 to 7.

3.3.4 Results

3.3.4.1 Spatial Awareness

There were two independent variables in this experiment: the locomotion method and distance

travelled, 7m, 14m, or 21m. The 7m path could be performed within the tracked space of the

laboratory without intervention in the case of the first two locomotion methods. The 14m path

required two interventions and the 21m path required four. Each path length was walked twice.
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Thus, each locomotion method consisted of six trials, which the subject performed consecutively.

It should be noted that the 7m path length trial had zero resets making it identical for the resetting

and distractor conditions.

Figure 3.4 shows the mean absolute turning error with respect to condition and distance as

well as the standard errors of the mean. A repeated measures analysis of variance (ANOVA) with

locomotion method and distance as independent variables found no main effects or interactions.

We were interested in whether the experimental findings indicated that the locomotion methods

were equivalent in the present experiment (i.e., the null hypothesis was true). However, a well-

known limitation of traditional statistical tests is that they cannot provide evidence for the null

hypothesis [108]. Increasing the sample size does not solve this problem. To assess the evidence in

favor of the null-hypothesis, one can use Bayes factors [50, 51]. The use of Bayes factors provides

a principled method for calculating the evidence in favor of the null hypothesis and expressing

that evidence as an odds ratio.2 Bayes factors depend on sample size and therefore intrinsically

adjust for power. Our analyses used the methods developed by Rouder et al.[108]. We set the prior

odds to 1, which neither favors the null nor the alternative. Comparing locomotion methods then,

the Jeffrey-Zellner-Siow (JZS) Bayes factors favoring the null hypothesis were as follows: 7.72

for distractor vs. resetting (i.e., the null hypothesis is 7.72 times more likely than the alternative;

this is conventionally considered strong evidence); 1.34 for steer to circle vs. distractor; and 1.02

for steer to circle vs. resetting. The latter two comparisons were ambiguous, providing roughly

equivalent evidence for the null and the alternative.

3.3.4.2 Presence

Following each method, the subject was asked to fill out a modified SUS questionnaire as de-

scribed previously. The responses were transformed into a binary value [93, 120, 121] in which

responses of 5, 6, and 7 were considered high presence; all other values were considered low

presence. The results of this transformation are summarized in Table 3.1. A pairwise logistic re-

2Online calculators for these statistics are available at http://pcl.missouri.edu/bayesfactor.
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Figure 3.4: Absolute turning error (and the standard error of the mean) associated with each loco-
motion method by distance walked.

gression analysis between locomotion methods was performed. We found a statistically significant

difference in presence between the steer to circle method and the distractor method (χ2(1) = 7.22,

p < 0.01), with the distractor method having significantly higher presence, and an approaching

significant difference between the steer to circle method and the resetting method (χ2(1) = 2.87,

p = 0.09), with resetting having marginally higher presence.

High Responses Mean High
Steer to Circle 25 0.3472

Distractor 41 0.5694
Resetting 35 0.4861

Table 3.1: Mean high responses for presence questionnaire of Experiment 1.

3.3.5 Discussion

Our test was unable to distinguish any difference between the three locomotion methods in

terms of spatial awareness, but we can assert strong odds for equivalence between the distractor
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and resetting methods. All subjects performed at much better than chance (i.e., below 90◦) in terms

of performance, indicating that spatial awareness is maintained using all locomotion methods. We

found differences in presence measures between steer to circle methods and the other two, and

experienced a moderate dropout rate (2 out of 14) with the steer to circle method. While the

dropout rate was foreshadowed by experiences of prior work [41, 125], we wanted to explore the

use of a redirected walking method in a smaller tracking space, a size more likely to be supported

in commodity level setups.

3.4 Experiment 2

In Experiment 2, we tried a different task, that involved way-finding and navigation. In this

experiment subjects explored the environment freely and walked significantly further than those in

Experiment 1. Upon piloting, pilot subjects complained about the steer to circle method. Given

our prior experience with dropouts, we chose to compare only the locomotion methods of resetting

and distractors.

3.4.1 Methods

3.4.1.1 Participants

This study consisted of 16 college age students at Vanderbilt University between the ages of 18

and 26 (10 male/6 female). Each subject was compensated $12 for participation of no more than

75 minutes. As in Experiment 1, the subjects were not told how the system would manipulate their

rotation to allow them to explore the environment.

3.4.1.2 Equipment

All equipment was identical to that used in Experiment 1 (e.g., HMD, tracking system, Wii-

Mote). In this experiment, subjects learned the geographic layout of a virtual environment. We

employed a between groups design, with 8 subjects per group (5 male/3 female).
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3.4.2 Environment

Figure 3.5: Top-down view of the environment used in Experiment 2, illustrating both distance and
location of the storefronts. The blue line represents a wall boundary around the environment. A
sample path starting from the center and the reorientations necessary to walk that path are shown
as well. Each arrow represents one length before a reorientation is required.

Figure 3.5 shows a top-down view of the environment used in this experiment. There are 16

storefronts located on four buildings (each 6 by 6 meters) with each building spaced 3 meters apart.

Surrounding the environment are four identical textured walls. Subjects started in the center of the

four buildings and always started facing north (towards the top of Figure 3.5). From the starting

position subjects could see (without translating) eight storefronts. Figure 3.6 shows one example

of a storefront, in this case the “Family Place,” which the subject might be asked to locate. There

is a column at the center of this storefront; as with all other storefronts. These columns mark the

exact target location for the subjects.
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Figure 3.6: This figure shows an example storefront and the target column placed in front of the
store. Each storefront has an equivalent column.

3.4.3 Navigation and Wayfinding Task

This task was modeled on the yellow taxicab task described in Newman et al. [87]. Subjects

were given instructions on the task beforehand; they were also informed of the basic layout of the

environment.

For this task each subject was assigned one random storefront from each of the four buildings

shown in Figure 3.5 (e.g., House of Pizza, Family Place, Gift Shop, and Photo Center). Each of

four trials consisted of a random ordering of those four assigned storefronts. For the first trial

subjects started at the center of the environment and were asked to visit each of the four storefronts

in randomized order indicated by an on screen display (these four paths made up one trial). Each

subsequent trial started at the ending point of the previous trial, and subjects then visited the four

storefronts once more in a new randomly shuffled order. Thus subjects necessarily visited each of

four selected storefronts four times. Additionally, each trial necessarily consisted of one visit to

each of the four buildings. Subjects began the next trial by pressing a button on the Wii-Mote. The

number of interventions that occurred was completely dependent on the path the subject walked.

For this task an intervention was needed whenever a subject approached the boundaries of the

tracking space as described in Section 3.2.1.
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Subjects were randomly assigned to one of the reorientation locomotion methods, either the

distractor or resetting method. For each trial the time taken, time spent reorienting, distance trav-

eled, and number of interventions were recorded. From this data, we calculated time spent walking,

average speed, and ratio of walked distance to ideal distance to the target. Here ideal distance in the

minimum possible walking distance. This was calculated assuming subjects would walk directly

toward the target object when in sight, and toward the optimal corner of the building when a turn

was required. In many of these situations the ideal path hugged one or more of the buildings that

would be passed in the ideal path.

3.4.4 Results

Figure 3.7 shows the total time spent in the environment (including interventions). The re-

sults of this analysis are unsurprising: a 2 (locomotion method) x 4 (trial) repeated measures

ANOVA shows a significant effect of trial, F(3,42) = 4.68, p = 0.03, and a main effect of method,

F(1,14) = 218, p < 0.001. This latter result is because the distractor method takes more time.

However, if we consider only the time spent searching, that is, subtract out the difference in in-

tervention times for each method, a somewhat different picture emerges. Figure 3.8 shows the

average time spent searching across subjects by condition in each of the four trials. That is, this

figure shows the total time a subject spent in the environment minus the time spent reorienting per

trial averaged across subjects. A 2 (locomotion method) x 4 (trial) repeated measures ANOVA

on time spent searching shows a significant effect of trial, F(3,42) = 9.84, p < .001, η2
p = 0.64.

Planned contrasts show that subjects get faster progressing from trial 1 to trial 2 but plateau at trials

3 and 4.

Figure 3.9 shows the average distance traveled across subject by condition by trial, Figure 3.10

shows the same for ratio of distance walked to ideal distance, that is, the shortest possible path be-

tween targets. Table 3.2 shows this data on a per subject basis, showing the total distance walked,

the ideal distance, the ratio between the two, and the number of interventions each subject expe-

rienced over the course of the experiment. A 2 (locomotion mode) x 4 (trial) repeated measures
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ANOVA for both distance and ideal distance show main effects of trial, F(3,42) = 8.25, p< 0.001,

and F(3,42) = 12.12, p < 0.001, respectively. These results are similar to the results for time. In

all of the preceding ANOVAs, tests for normality and homogeneity of variances were met. Note

that the number of interventions for the distractor method is, on average, higher than the number for

resetting, 112 interventions (8.6) vs. 101 interventions (9.7), but this difference is not significant.
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Figure 3.7: Total time spent (and the standared error) in the system by condition for each trial.

As in Experiment 1, we wished to confirm that there was no systematic difference between the

locomotion methods of distractors and resetting with respect to our primary measures of interest:

time searching (with intervention time removed), distance traveled, and ratio of distance to ideal

distance traveled. Thus we again employed a Bayes factor analysis [108]. We again set the prior

odds to 1, which neither favors the null nor the alternative hypothesis. In terms of time spent

searching, the JZS Bayes factor favoring the null was 2.35, that is, the null is 2.35 time more likely

than the alternative. For number of interventions encountered, the JZS Bayes factor was 2.57.

Both of these odds ratios are ambiguous, and do not give us any clear indication of whether the

hypotheses are equivalent or not. However, for distance traveled, the JZS Bayes factor was 3.17,
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Figure 3.8: Time spent searching, i.e., total time minus time spent during interventions, (and the
standared error) by condition for each trial.
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Figure 3.9: Average distance traveled (and the standared error) by condition for each trial.
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Figure 3.10: Average distance traveled by condition for each trial divided by the ideal distance for
that trial (and the standared error of that measure).

Subject # Condition Total Distance
Walked (m)

Ideal Distance (m) Ratio ROTs

0 Distractor 368.7 236.9 1.56 88
1 Resetting 356.7 210.6 1.69 88
2 Distractor 565.7 252.7 2.24 137
3 Resetting 408.2 166.8 2.45 100
4 Distractor 464.9 201.3 2.31 115
5 Resetting 202.3 157.9 1.28 48
6 Distractor 460.8 193.6 2.38 99
7 Resetting 403.9 210.2 1.92 96
8 Distractor 551.5 225.2 2.45 130
9 Resetting 533.3 253.1 2.11 132
10 Distractor 648.9 255.8 2.54 150
11 Resetting 523.5 259.5 2.02 133
12 Distractor 360.3 214.7 1.68 86
13 Resetting 496.6 205.3 2.42 116
14 Distractor 427.6 195.4 2.19 94
15 Resetting 349.0 204.4 1.71 91

Table 3.2: Shows a summary per subject of the distance walked by the subject compared to the
ideal distance. interventions are the total number of times the subject had to reorient.
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and for the ratio of distance to ideal distance, the JZS Bayes factor was 6.74. These odds ratios are

higher and generally considered [108] to give strong evidence for an equivalence between resetting

and distractors on these measures.

3.4.5 Discussion

Subjects were able to do the task in Experiment 2, improved at it, and learned the geographic

layout of the environment despite the large number of interventions involved. This task involved

learning route knowledge and we have shown that there is good evidence to support that one

method of intervention does not interfere with the acquisition of route knowledge more than an-

other. Note that the intervention with distractors takes a longer amount of time than the intervention

with rotational gain (resetting) method by design: the distractor takes time to accomplish the inter-

vention. When this is accounted for in the search statistics (by subtracting intervention time out),

there is no difference in how long it takes to navigate an environment.

In this experiment, the ideal distance of trials was variable. We designed the experiment this

way to ensure that the trials covered many of the possible routes from any two storefronts. This

design means that not every subject had the same ideal distance, which caused some subjects to

have much shorter distances and hence large variation in interventions performed by each subject.

For example subject 5 had only 48 interventions in large part because that subject’s total distance

walked was much shorter. This behavior does not therefore represent outlier behavior on the part

of the subject, but the design of the experiment and natural variance in navigation. This variation

raises the issue of whether our experiment had appropriate power to detect differences between the

two methods of intervention [20]. First, we note that we did find significant differences between

conditions in our experiment, for example, total time is significantly less using the resetting method

than the distractor method. Next, we note that a Bayesian analysis, as we have performed, provides

relative support for the equivalence of these methods, and it incorporates the the sample size in its

calculation of this support. This type of analysis strengthens the rationale for using some correction

(which we have in figure 3.10) for ideal distance for a given subject. Of particular note here, the
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ideal distance ratio metric yields the strongest Bayes factor in favor of the null hypothesis among

those measured, that ignoring the reorienting time, the methods are not systematically different.

3.5 General Discussion

This paper examined three methods of traversing large virtual environments while walking

when the physical tracking space is limited. Our focus in comparing these methods was on how

well they would perform in tasks of spatial awareness and navigation. Our first comparison was

on a classical method of spatial awareness involving path integration, and our second comparison

involved a task of learning a route in a town via active navigation and free exploration. All meth-

ods proved reasonable at performing the tasks for which we tested them, and we were unable to

distinguish between them on these measures. Nonetheless, we can offer some guidelines for the

choice of a reorientation system based on these tasks.

First, our tracking space is significantly smaller than one that is typically used for a method of

redirected walking such as the steer to circle. As has been noted previously in the literature, with a

tracking space so small, the perceptual effects of redirected walking will be quite noticeable [125],

and can lead to simulator sickness [41], which we experienced in a non-negligible portion of our

subject pool. That and pilot testing caused us to not employ the method in the second experiment,

where we expected subjects to walk hundreds of meters in a virtual environment. So, while the

steer to circle method works, and seems to work as well as the reorientation methods in terms of

spatial awareness, we would recommend that it be used in a larger tracking space than we have

employed.

Our results provide strong evidence that resetting and distractors are equivalent on both spatial

awareness and learning a geographic layout in this paper. The distractor method had higher ratings

of presence than did resetting in Experiment 1, and prior literature has tested this more thoroughly

than done here [93]. If presence is a quantity that it is desirable to maximize, then the distractor

method may be the method of choice. However, the drawback of the method with distractors over

the resetting method is that it takes significantly more total time to traverse and navigate through
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an environment. This may be a factor in designing a virtual experience that needs to be considered,

and presence may need to be traded off against this.

There is potential for future exploration of wayfinding and navigation with locomotion modes

in virtual environments. There are other attributes of navigational and wayfinding knowledge that

people acquire in the real world while traversing routes as was done in Experiment 2 that we did not

test; for example, we did not evaluate how well subjects acquired a knowledge of total layout of the

environment, whether they could find routes to novel locations, and so on [48, 17, 18]. Also, there

are other modalities than walking that it it may be profitable to explore, either independently or in

combination with walking, such as teleportation, or some of the alternative methods mentioned in

Chapter 2. With the advent of commodity level VR devices (e.g., the HTC Vive), that permit walk-

ing in a slightly smaller tracked area than the one used here, many game designers are exploring

novel methods of traversing large virtual environments. How these combine with walking in the

tracked space to allow navigation and way-finding will be an important future concern.
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Chapter 4

Specific Aim 2

4.1 Introduction

Virtual reality (VR) provides engaging experiences and allows for training and simulation in

a controllable environment. Virtual worlds, as with the real world, can differ vastly in size and

scale. Large virtual environments are necessary to provide analogs to large real-world environ-

ments. Exploring these large environments in smartphone-based VR systems (e.g., the Samsung

Gear VR) introduces a difficult challenge. There is no native position tracking for these devices,

which is disappointing given the freedom they provide. The rendering and display systems of

smartphone-based VR are entirely on-board, making the system tetherless. With the broad adop-

tion of smartphones and the ease of acquiring a cheap housing unit (e.g., the Google cardboard

[33]), smartphones provide an enticing platform for VR. In this paper we explore three natural-

istic methods of navigating in large environments using smartphone-based VR systems: resetting

[149] and two types of walking in place (WiP) [135, 150, 122]. Resetting utilizes real walking

and allows for unbounded space by reorienting subjects towards the center of the room when a

boundary is encountered, all the while maintaining virtual heading. WiP induces translation based

on a subject’s stationary motion. The study here is, to our knowledge, the first evaluation of spatial

cognition using mobile VR and the first to utilize a real walking metaphor in mobile VR.

While many methods have been developed for navigation in large virtual environments [99,

47, 149, 27], the best method of doing so depends on many factors. These factors include room

size and layout [4], technology, the virtual environment [64], performance metrics, etc. For exam-

ple, if the room size is sufficiently large, then a redirected walking technique might be employed

[125, 127]; if the room size is small, however, some of these techniques can induce simulator

sickness or require pre-computed trajectories, e.g., the methods of Langbehn et al. [64]. If the

environment is very large, then some method of locomotion beyond normal bipedal locomotion
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may be appropriate, e.g., the methods of Williams et al. [149] or Interrante et al. [47]. In this

paper, we will consider some of these factors and make assumptions about others. In particular,

for resetting, we assume a reasonably sized open room (roughly 4m x 4m) is available for the real

world enclosing space, and that the virtual environment is easily navigable by ordinary locomotion.

WiP methods, of course, do not have any space requirements beyond standing space.

There are various performance metrics used to judge the success of locomotion methods [147],

such as breaks in presence [93], simulator sickness [85, 31, 34], and judgments of relative direction

[149], etc. Because we are interested in training and simulation, we believe the acquisition of

spatial knowledge to be a valuable metric. Navigation methods have been linked to the acquisition

of spatial knowledge [113, 115, 151, 152] with walking methods outperforming other methods,

e.g., joystick, teleportation, and flying. In this paper we compare how well three methods of

navigation afford the acquisition of spatial knowledge, specifically survey knowledge [48, 15].

The four components of spatial knowledge are landmark, route, graph, and survey knowledge

[48, 15]. Of most interest is survey knowledge, the acquisition of which provides subjects with

knowledge of the straight-line distances and directions between places defined in a common frame

of reference. To test the acquisition of survey knowledge we employ three metrics: initial angular

error [17, 107], estimated path length [17], and orientation time, a measure of how quickly subjects

recall the relative direction of objects. These measurements are collected to determine how well

spatial knowledge is acquired in the three modes of navigation. The VR interfaces provide varying

levels of body-based information during both learning and testing. In Experiment 3, we find that

there is a difference in the expressed spatial knowledge. Experiment 4 shows that the difference

was an effect of how we tested spatial knowledge.
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4.2 Research Design

4.2.1 Techniques of Walking

We implemented three techniques for locomotion in this work: the reorientation method called

resetting [149], which uses real locomotion with interventions at the boundaries of the tracked

space, and two techniques of WiP [90], which require only the space to stand up.

4.2.1.1 Resetting

Our implementation of resetting was originally developed by Williams et al. [149] and Xie et

al. [154], involves real walking, and grants full idiothetic cues to self motion. Resetting consists of

two phases, the traditional walking phase in which no modification is done to either the orientation

or position of the subject, and a reorientaion phase that occurs when a collision with the boundary

of the tracked space occurs. During the first phase resetting is functionally equivalent to real

walking. When a subject reaches a boundary of the tracked space the system initiates the second

phase of resetting. During this phase the actual reset takes place and the rotational gain of the

system is modified so that a virtual turn of 360 degrees is equivalent to a real world turn towards

the exact center of the room. Thus, subjects believe themselves to have turned completely around

and maintained their headings, while they have actually been reset away from the boundary. In

the original Williams et al. [149] work, the gain was modified by a factor of 2, but, consistent

with later work, our implementation dynamically adjusts the gain to point subjects to center of the

room. This manipulation results in fewer resets. Resetting provides full translational and idiothetic

cues to self-motion, but the process may cause some degradation in the acquisition of rotational

information because of the body rotations inserted into the path.

4.2.1.2 Walking in Place

Our WiP techniques are body-based turning methods, with turning indicated by head rotation.

The direction of motion is taken from the direction of the virtual camera. This means that all linear
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Figure 4.1: A demonstration of WiP. Cardboard is placed on the floor to prevent subjects drifting
as they walk in place.
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motion is in the direction the subject is looking in the virtual environment, which prevents looking

around when walking. The first WiP technique (Gear Only) we use takes inertial measurement unit

(IMU) data directly from the smartphone of a Gear VR to determine head motion. This method

is similar to how pedometers in smartphones and smartwatches work. Pedometers use pattern

analysis techniques to search for repeating motions that are assumed to be steps. The repetition

requirement of pedometers leads to either unreliability when the number of repetitions is low or

severe lag when the number of repetitions is high. For this reason, we chose not to implement a

standard pedometer. Instead, we extract the up and down acceleration of the head to impart motion.

For our method walking is divided into two repeating states. We say the subject is stepping

when the magnitude of the upward acceleration is greater than 0.1 m/s/s and not stepping otherwise.

We assume an average walking pace of 1 m/s with each step taking 0.5s. The true speed of the

system — that is, the rate at which the environment visually flows by — is the ratio of the user’s

stepping rate to the average stepping rate (2 steps per second) multiplied by the average walking

speed (1 m/s). This allows for speed to be controlled by taking faster or slower steps. When a step

begins we exponentially decay in an increasing form, (i.e., 1− e−kt) to that maximum speed and

remain there until we detect the current step has stopped, at which time we decay to half of the

maximum speed. This decay upward and downward repeats for as long as the user is considered

to be walking. A user is no longer considered walking if enough time (50% of a user’s rate of

stepping) has passed since the end of the previous step. If this cessation is detected we decay to

a speed of zero. The time constant for each of these decays is 0.2 seconds to make the change in

speed subtle but noticeable. Note that while optic flow and motion do not stop immediately, they

do stop within roughly 0.5 seconds of a user stopping.

The Microsoft Kinect v2.0 [54], which directly tracks users’ feet and legs, offers a more direct

method of measuring WiP. This second WiP technique utilizes the Kinect v2.0 to track the angle

formed (for both the left and right leg) by the hip, the knee, and the ankle joint. We assume the user

is currently stepping if the angle formed is less than 145 degrees. We add an additional modification

to the algorithm to allow for quicker detection of cessation of steps. We assume that if both leg
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angles are over 165 degrees for 0.1 seconds then stepping has stopped. The Kinect produced

errors with step detection in certain orientations. Tracking was most stable when users faced

either towards or directly away from the Kinect. When facing to the side and obscuring the back

leg from the camera the system was prone to missing steps and causing unintended slow downs.

This occurred primarily during the initial practice phase as subjects learned to adjust rapidly and

controlled their motion effectively. In both methods we placed a 1m x 1m piece of cardboard on

the ground and instructed subjects to walk in place, only on the cardboard; the cardboard, in effect,

prevented drift.

4.2.2 Environment

Figure 4.2: Top-down view of the environment used in the practice phase of each experiment.
There are four objects for the subject to find and four landmarks (paintings).
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Figure 4.3: Top-down view of the environment used in the learning phase of each experiment.
There are eight objects for the subject to find and four landmarks (paintings) to facilitate learning.

In both experiments every subject was presented with three distinct environments. The first

was a training maze shown in Figure 4.2. Subjects were placed in a practice maze in order to train

in their assigned technique(s) of walking. The second was the learning maze shown in Figure 4.3;

subjects were instructed to learn the spatial relations among the eight objects contained in this

maze. Four landmarks were present to aid in learning the overall layout. A first person view of

the learning maze is shown in Figure 4.4, with one of the eight objects. Due to the geometry

of the maze, a subject could not see any two objects at the same time. The final environment is

presented during the actual testing phase. Figure 4.5 shows a first person view while the subject is

in a sparse environment with a Voronoi textured ground plane to give the subject some ocular flow

for feedback on distance traveled.
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Figure 4.4: This figure shows the telephone booth as would be seen by subjects during the orien-
tation phases of each experiment.

Figure 4.5: At the beginning of the testing phase subjects are informed of the target object via a
heads up display. This disappears shortly so as not to distract the subject during walking.
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4.2.3 Testing Protocol

To measure how well spatial knowledge had been acquired each of the experiments in this study

followed the same basic testing protocol and will be described in complete detail in Sections 4.3.4

and 4.4.5. The testing protocol consists of an orientation portion (Figure 4.4) and a walking portion

(Figure 4.5). Subjects were instructed to walk directly in a straight line from the object presented

in the orientation portion to an object given via an on screen display in the walking portion [17].

During the walking portion no part of the maze was visible allowing for the subject to walk in a

single straight line.

4.2.4 Metrics

Since we are interested in how well our tested methods of walking facilitate the acquisition

of spatial knowledge, in particular survey knowledge, we employ two metrics that allow us to

measure how well survey knowledge has been acquired. As stated in Chapter 2 there are two

important aspects of survey knowledge: interpoint distance information and direction information.

Another important aspect in any of the types of spatial knowledge is recall time, and for this reason

we look at orientation time, the time a subject takes to determine the direction of the target object

and begin walking.

4.2.4.1 Initial Angular Error

To measure how well a subject is able to judge relative direction we employ a task similar to

the classic pointing task of Rieser et al. [107] and Loomis et al. [70]. Subjects are instructed to

walk to a target object per the testing protocol (Section 4.2.3) and the direction they walk measures

the strength of their configural knowledge without respect to scale. Specifically, we measure the

difference in angle between the direction of the actual target and the direction of walking after 1

meter [17].
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4.2.4.2 Estimated Path Length

The other component of survey knowledge is interpoint distance information. We test how well

subjects have acquired this metric information by employing a simple walking task. By controlling

for the amount of time spent searching through the environment we can analyze how quickly survey

knowledge is obtained, in particular its metric component. Note that metric information in these

experiments is gained primarily through path integration and is therefore not likely subject to biases

in perception that have generated a significant body of work in the virtual environments community

(see Creem-Regehr et al. [23] for a recent review).

4.2.4.3 Recall Time

We can also measure the strength of subjects’ survey knowledge by testing their recall time

in determining the relative direction. Before subjects can begin walking they must know in what

direction the target object is. By measuring the time the starting object is presented to the time

subjects begins walking we can measure how well subjects can recall the relative direction of

objects and orient themselves in the maze.

4.3 Experiment 3

4.3.1 Hypotheses

Given the fundamental differences in the proposed locomotion methods we developed two

hypotheses for this experiment. First, given that the subjects are only actually translating during

the resetting condition, we expect users in the resetting condition to exhibit better performance on

the path length metric than users employing the other methods to walk. Our hypotheses derives

from prior literature [113, 17] that demonstrates the importance of locomotion in acquiring spatial

knowledge.

Regarding initial angular error, we have two WiP methods which do not manipulate rotation-

based cues, and resetting, which does. We hypothesize that resetting’s rotational manipulation will
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result in degraded performance for initial angular error.

4.3.2 Participants

For this study we recruited college age students from our institution between the ages of 18

and 25 (mean=20.7, median=21). Twenty subjects participated (9 male, 11 female), gave written

consent, and were compensated $10 for participating in the experiment, which was approximately

one hour in duration. Subjects were informed of their method of walking and the metrics we would

collect (initial angular error and path length). Two subjects were excluded from data analysis due

to system malfunctions, and therefore six subjects remained in each of the three conditions.

4.3.3 Equipment

The environment was developed in Unity and based on the maze developed by Chrastil and

Warren [17]. A Samsung Gear VR head-mounted display (HMD) provided visual information to

subjects. Subjects used either a Samsung S6 or S7 phone as the rendering device. The resolution

in each eye was 1280x1440. The field of view of the Gear VR varied somewhat depending on the

phone used; we did not measure this, but Samsung reports it as 96◦; however, online reports place

it at about 90◦. Subjects’ motion was tracked in one of three ways. The first was using a Vicon

Motion Capture system in which body data were transmitted directly to the phone. Our system

used 8 MX40 cameras to track the position of 6 optical markers and reconstruct the orientation and

position of each subject’s head. The physical space used was roughly 6x5 meters; the available

tracked space was 5x4 meters. The second utilized the built-in IMU of the Gear VR to detect steps

and the final method used a Microsoft Kinect v2.0, which used KinectVR [54] to transmit data

using a Node JS server to the phone. All data were transmitted over a LAN using a NETGEAR

WNR3500 router. Subjects provided input using the Gear VR’s touchpad.
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4.3.4 Procedure

Experiment 3 consisted of three between subjects conditions. The three conditions were re-

setting, WiP using the Kinect v2.0, and WiP using the Gear VR IMU. The exact implementation

of each of these conditions can be found in Section 3.2. Subjects were randomly assigned to a

locomotion method so that six subjects (3 men, 3 women) completed testing in each condition.

Subjects were first given instructions on how to move in their technique of walking. The first

phase of the experiment was to place the subject in the training maze (Figure 4.2) and give them five

minutes to freely explore the maze to learn how to walk around in their condition. Subjects were

required to complete the full five minutes of this phase to ensure they were confident and competent

at navigating. After this phase subjects were taken out of the headset and given instructions on what

to do in the next maze. Subjects were also told to try and remember relative locations of objects as

they would be tested later on them.

Next they were placed in the learning maze (Figure 4.3) and given 10 minutes to freely explore

and learn the layout. They were not able to walk through the walls. At the end of 10 minutes

subjects began the assessment phase and were placed in the Voronoi textured environment where

they were given their next set of instructions.

In this phase subjects experienced a series of trials to find objects from various locations within

the maze. To begin, subjects pressed the touchpad on the Gear VR and were placed back in

the learning maze directly in front of an object, which allowed subjects to orient themselves. They

were instructed not to walk around to prevent seeing any more of the maze. When oriented, subjects

pressed the touchpad again placing them back in the Voronoi environment. The time taken to orient

themselves in the environment was recorded as orientation time. Upon being placed in the Voronoi

environment subjects were given another object in the maze to walk to via a heads up display

(see Figure 4.5). Subjects were instructed to walk directly to the target object in a straight line.

A second measurement of time (target acquisition time) was taken here to denote the time taken

to recall the direction of the target object. This straight line condition ensured their walked path

was a novel shortcut. The position in the maze, time, acceleration (for the Gear only condition),
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and orientation of the headset were recorded at every frame for potential reconstruction. Subjects

indicated the conclusion of a trial by pressing the touchpad a final time. Each subject completed

40 trials in total. Beginning and end objects were randomly selected for each subject.

4.3.5 Results

To simplify analysis and remove the variability we divide our 40 trials into four blocks of

10 trials each. We present three measures of how well subjects have acquired spatial knowledge

and, in particular, survey knowledge. All ANOVAs were performed using SPSS and the tests for

normality and homogeneity of variances were met. Error bars in all figures denote standard errors

of the mean.

4.3.5.1 Initial Angular Error
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Figure 4.6: This figure shows the mean initial angular error of subjects by condition and blocks of
10 trials.

Figure 4.6 shows the initial angular error by condition and four blocks of 10 trials. A 3 (naviga-
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tion method) x 4 (block) repeated measures ANOVA on absolute angular error found no effect of

condition (F(2,15) = .338, p = .718) or block (F(3,45) = 1.171, p = .331). The lack of a significant

effect differs from our second hypothesis, a surprising result given that the WiP conditions do not

manipulate orientation whereas resetting does. In all conditions, the mean absolute angular errors

are in line with those found by Chrastil and Warren[17].

To further explore this result we turned to Bayes factors, an analysis method that can provide

support for the null hypothesis and expresses that evidence in an odds ratio. The following analyses

use the methods of Rouder et al. [108] that, because they account for sample size, adjust for power.

We set the prior odds to 1 as this favors neither the null nor the alternative. We first compare the

methods of Gear only and Resetting which gives us a Jeffrey-Zellner-Siow (JZS) Bayes factor of

4.47 indicating strong evidence in favor of the null hypothesis. Comparing the Gear only and

Kinect conditions gives us a JZS Bayes factor of 1.45 and the Kinect vs Resetting conditions gives

us .47, both of which are marginal and do not strongly support either the alternative nor the null.

4.3.5.2 Path Length

The second type of information needed to accurately walk to a target object is interpoint dis-

tance information. Figure 4.7 shows how accurately subjects were able to walk the true distance.

A 3 (navigation method) x 4 (block) repeated measures ANOVA on the error in relative path length

shows a main effect of condition (F(2,15) = 4.923, p = 0.023). A post hoc Tukey HSD revealed

that there is a significant difference between the Kinect and Resetting conditions (p = 0.022) and

a marginally significant difference (p ¡ .1) between the Resetting and Gear only conditions. In

both the Gear only and Kinect conditions subjects significantly overwalked the distance to the tar-

get (M=168% and M=181%, respectively) whereas in Resetting the distance was more accurate

(M=111%).
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Figure 4.7: This figure shows the mean distance subjects walked as a percentage of true distance
by condition and blocks of 10 trials.
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Figure 4.8: This figure shows the mean time subjects spent determining the relative direction of
the target object. Time is plotted by blocks of 10 trials and collapsed across condition.
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4.3.5.3 Recall Time

Finally, we analyze how quickly subjects are able to recall the maze and the target object. To

do this we look at total recall time, i.e., the total time between being presented with the starting

object and beginning to walk to the target object. A 3 (navigation method) x 4 (block) repeated

measures ANOVA on this total recall time shows a significant main effect of block (F(3,45) =

21.833, p < .001, η2
p = 0.59). There is also a large drop-off between the first and second block of

6.2 seconds (a 31.4% drop). Given this large dropoff and the significance of the effect we removed

the first block to see if this effect continued throughout the testing procedure. We performed a 3

(navigation method) x 3 (block) repeated measures ANOVA on total recall time for the last three

blocks of data and we still find a main effect of block (F(2,30) = 6.256, p = 0.005, η2
p = 0.29).

There are two components to total recall time. The first component is the time subjects take to

orient themselves within the maze (orientation time). The second component is the time subjects

spend determining the direction of the target object (target acquisition time). Exploring further into

which of these was the driving force in the previous result, we performed a 3 (navigation method)

x 4 (block) repeated measures ANOVA on orientation time and target acquisition time and found

significant main effects of block (F(3,45) = 16.525, p< 0.001, η2
p = 0.52, and F(3,45) = 13.305,

p < 0.001, η2
p = 0.47, respectively). We also performed a 3 (navigation method) x 3 (block)

repeated measures ANOVA on orientation time and target acquisition time for the final 3 blocks and

again found main effects of block (F(3,45) = 4.424, p = 0.021, η2
p = 0.23, and F(3,45) = 3.900,

p = 0.031, η2
p = 0.21, respectively). Thus, both components improve significantly by block.

4.3.6 Conclusions

The framework of spatial microgenesis [48, 15, 17] provides a structured methodology to frame

the acquisition of spatial knowledge in humans. We use this framework as the primary measure

of the usability for the three methods of navigating large virtual environments presented in this

chapter. These three methods were resetting, WiP using the Samsung Gear VR, and WiP using the
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Microsoft Kinect. Three metrics measured the acquisition of spatial knowledge in each of these

three methods. The first metric was the initial angular error, which assessed the directional com-

ponent of survey knowledge. We found no significant difference between the walking methods,

and a Bayes Factor analysis found high odds that the Gear only and Resetting methods had iden-

tical performance. We have no theoretical reasons for why the Kinect might differ from the other

conditions, and more work would be needed to ascertain if it indeed does.

The second metric was the path length of the novel shortcuts, which measured how well sub-

jects were able to encode distance information into their cognitive map of the environment. Con-

firming our first hypothesis, subjects performed significantly better in the resetting condition than

the WiP conditions, where they overshot the true distance by 68% in the Gear only condition and

81% in the Kinect condition. WiP does not seem to permit the same level of acquisition of metric

interpoint distance survey knowledge as does resetting. Subject’s overwalking in the WiP condi-

tions might be explained by the complexity of the maze. This complexity may make the maze

seem larger than it actually is, and it produced a pattern of overshooting in the absence of devel-

oped survey knowledge. It is possible, however, that this method of locomotion biases any attempt

to measure the encoded metric information. Subjects were tested with only optic flow as feedback

in the WiP conditions whereas subjects in the resetting condition have full idiothetic feedback.

The final aspect of spatial knowledge we examined was recall time. Across all conditions,

subjects consistently improved in both measurements of map recall time. Over blocks, they were

more rapidly able to localize themselves in the maze and to remember the relative direction of a

target object. The steady decrease in recall time could be attributed to a strengthening of subjects’

cognitive maps. Thus, while the maps did not get any more accurate, subjects recalled them faster.

Since the directional component of survey knowledge is representative of direction between ob-

jects, subjects may be building a stronger but incorrect map from repeated attempts to recall their

survey knowledge.
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4.4 Experiment 4

Our third experiment demonstrated that there was a difference between the two WiP methods

and the resetting method. Subjects could not accurately reproduce distance in our WiP methods.

Our fourth experiment seeks to determine why WiP prevented subjects from being able to repro-

duce distance. We separated the mechanism by which subjects learned and tested their acquisition

of spatial knowledge. This separation gave us four conditions and allowed us to determine if the

walking method used for testing or learning prevented the accurate reproduction of distance. The

four conditions are described in complete detail in Section 4.4.5.

Moreover, individual ability in navigation performance varies wildly, a trend that persisted

during our task. We also wish to understand what causes the origins of these differences so we

also include standard measures of individual difference. First, by reducing the individual variance

inherent in our task we can begin to understand the full effect on navigation performance of our

methods of locomotion. Second, measuring individual differences allows us to begin to select a

locomotion method appropriate for a subject based on skill, strategy, and experience.

4.4.1 Hypotheses

This experiment modifies the previous experiment and, depending on condition (Table 4.1),

subjects may use a different locomotion method during the learning and testing phases. The result-

ing four conditions allows us to separate the effects of the locomotion method used to learn from

the one used to test for the acquisition of knowledge. Based on the work of Hanson et al. [35]

and others [53, 7], we know that optic flow may not be sufficient for subjects to fully integrate the

distance they have traveled. Additionally since the environments provide a large number of cues

for distance traveled we expect that the difficultly will lie in reproduction of distance traveled, not

in the acquisition of the scale of the environment.

Our second hypothesis is that while we expect to see a difference in distance reproduction

for either the mechanism of learning or testing, we do not expect this to effect the angular error

72



measured in our task. By testing for individual differences we expect that we will be able to reduce

variance and strengthen the conclusions reached in the previous experiment. This will require some

correlation between performance and our measures of individual difference, so our third hypothesis

is that these correlations will be positive as in prior work on navigation in similar tasks [39, 17].

4.4.2 ID Tests

Participants completed short pretests to assess their individual levels of skill in various mea-

sures which have been shown to relate to performance in similar tasks. The first was the extended

range vocabulary test (EVRT), which served to measure the general verbal abilities of subjects.

Subjects next completed a mental rotation test (MRT) that has shown high correlation with naviga-

tion performance in VR Hegarty et al. [39]. The MRT serves to measure small scale spatial abilities

that should be interesting in the case of resetting performance, which requires mental rotation. The

final test is the Santa Barbara Sense of Direction test (SBSOD) [39]. Various papers have shown

this self report measure to correlate with general navigation performance, but this correlation is

lessened in VR. Questions ask subjects to report their own abilities in wayfinding.

4.4.3 Participants

This experiment had the same subject pool of college age students from our institution (mean

= 20.4, median = 20) and all 114 participating subjects (52 male, 62 female gave written consent

and were compensated $15 for 90 minutes of their time. Instructions were identical to Experiment

3 with the exception that some subjects would be told about both methods of locomotion. Fourteen

subjects withdrew from the study and 2 subjects were excluded due to system errors.

4.4.4 Equipment

The equipment was the same as in Experiment 3 with the exception of the tracking systems.

The Kinect was eliminated from consideration and the Vicon system was replaced with the World-
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Viz Precise Position Tracking (PPT) system, which used four cameras to track the position of a

single optical marker. Orientation was tracked using the Gear VR’s internal IMU.

4.4.5 Procedure

At the start of the experiment, subjects took several tests to measure their innate spatial cog-

nition. First, subjects received a standard vocabulary test. Afterward, subjects matched identical

three-dimensional shapes that had been rotated to different perspectives [137]. Lastly, subjects

personally rated themselves on the Santa Barbara Sense-of-Direction Scale [39]. All these tests

gave us a baseline understanding of the subjects initial spatial aptitude before commencing the vir-

tual reality portion of the experiment. The virtual reality test consisted of two five-minute training

sections, one ten-minute learning section, and an un-timed assessment section, in that order. The

first training section and the learning section employed the same technique of walking, and so did

the second training section and assessment section. Thus, there were four conditions in this experi-

ment, one for each permutation of walking-in-place and resetting. Note that for homogeneous pairs

(e.g., two resetting), the two five-minute training sections were combined into a single ten-minute

section. See Table 4.1 for more detail.

Condition Training 1 Training 2 Learning Testing
(5 minutes) (5 minutes) (10 minutes) (40 trials)

1 Resetting Resetting Resetting Resetting
2 Resetting WiP Resetting WiP
3 WiP Resetting WiP Resetting
4 WiP WiP WiP WiP

Table 4.1: Virtual reality based phases of Experiment 4 for the four between subjects conditions.
Twenty-four subjects completed each of the above conditions.

Subjects were first given instructions on how to move in their walking technique. The first

phase of the experiment was to place the subject in the training maze and give them five minutes

to freely explore the maze to learn how to walk around in their condition. Subjects were required

to complete the full allotted time of this phase to ensure they were confident and competent at

navigating. If subjects were in a heterogeneous pair (i.e., first resetting then walking-in-place),
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then subjects would repeat this phase with a different walking technique. After training was over,

subjects were taken out of the headset and given instructions on what to do in the next maze.

Subjects were also told to try and remember relative locations of objects as they would be tested

later on them. Next they were placed in the learning maze and given 10 minutes to freely explore

and learn the layout. This walking technique matched the technique employed in the first training

section. They were not able to walk through the walls.

At the end of 10 minutes subjects began the assessment phase and were placed in the Voronoi

textured environment where they were given their next set of instructions. In this phase subjects

experienced a series of trials to find objects from various locations within the maze. To begin,

subjects pressed the touchpad on the Gear VR and were placed back in the learning maze directly

in front of an object, which allowed subjects to orient themselves. They were instructed not to

walk around to prevent seeing any more of the maze. When oriented, subjects pressed the touchpad

again placing them back in the Voronoi environment. The time taken to orient themselves in the

environment was recorded as orientation time. Upon being placed in the Voronoi environment

subjects were given another object in the maze to walk to via a heads up display. Subjects were

instructed to walk directly to the target object in a straight line. A second measurement of time

(target acquisition time) was recorded here to denote the time taken to recall the direction of the

target object. This straight line condition ensured their walked path was a novel shortcut. The

position in the maze, time, acceleration (for the Gear only condition), and orientation of the headset

were recorded at every frame for potential reconstruction. Subjects indicated the conclusion of a

trial by pressing the touchpad a final time. Each subject completed forty trials in total. Five

repetitions of eight paths as in Chrastil and Warren [16].

4.4.6 Results

Similar to Experiment 3 we reduced the amount of data and variability by collapsing across

trials to reach a single average for each metric that will be discussed in this section. Data from

Experiment 3 showed that there was no effect of time between the conditions, either as a main
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effect or an interaction. This trend persisted in Experiment 4 and for that reason we do not include

it in our analysis. We present the remaining two measures of survey knowledge as well as our

results regarding individual differences. All ANOVAs were performed using SPSS and the tests

for normality and homogeneity of variances were met. Error bars in all figures denote standard

errors of the mean.

4.4.6.1 Path Length

The main purpose of this experiment was to determine the cause of the interpoint distance

errors revealed in Experiment 3. We ran a 2x2 (testing x learning) ANOVA on path length error

with MRT and SBSOD as covariates to determine the root cause. We found a main effect of testing

(F(1,90) = 60.047, p < .001). Post hoc comparisons showed that the conditions in which subjects

tested in WiP resulted in subjects walking 112% of the true distance further than those who tested

in resetting. Learning showed no effect on path length. Figure 4.9 shows the effect of testing on

distance recreation.

4.4.6.2 Initial Angular Error

To detect differences in configural knowledge we ran a second 2x2 (testing x learning) ANOVA

on initial angular error with MRT and SBSOD as covariates. The ANOVA revealed no significant

effect of learning or testing but showed that the MRT was a significant predictor of performance

in this metric (F(1,90) = 28.694, p < .001). Furthermore, MRT was significantly correlated with

initial angular error (r =−.510, p < .001).

4.4.6.3 Individual Differences

Analysis of the correlations of SBSOD with the initial angular error performance of those who

learned in resetting and those who learned in WiP revealed large differences (r = .064 for resetting

vs r = -.39 for WiP). We computed a Fisher r-to-z transformation to compare these and found a

significant difference (Z = 2.27, p = .0232).

76



Figure 4.9: This figure shows the distance overwalked when testing in each condition.

Mean Median
SBSOD 4.158 4.130

MRT 29.47 29.50

Table 4.2: Mean and median SBSOD and MRT scores among all participants
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To investigate these differences we coded those with high SBSOD as having higher than the

median SBSOD and similarly coded MRT scores. The median scores are reported along with mean

scores in Table 4.2 We computed a 2x2x2x2 (learning x testing x MRT x SBSOD) ANOVA and

found a interaction of learning x MRT x SBSOD (F(1,80) = 5.006, p = .028). Post hoc t-tests

showed that having stronger mental rotation abilities resulted in lower angular error, this trend

was broken for those subjects with low SBSOD who learned the maze with the WiP locomotion

method. This can be seen in Table 4.3 which shows pairwise t-test comparisons among four groups.

Learning Method SBSOD Score High MRT Low MRT p < .01
WiP High 36.209 63.887 **
WiP Low 57.652 64.607

Resetting High 46.216 70.934 **
Resetting Low 37.188 66.190 **

Table 4.3: Comparison of improvement in angular error between those with weak and strong
mental rotation abilities.

Additional post hoc t-tests revealed that resetting outperformed WiP only when subjects had

low SBSOD and high MRT scores (δ = 27.419, p = .009). Additional correlations between our

dependent measures and individual difference metrics are shown in Table 4.4

Direction Distance SBSOD MRT
Direction 1.000 -0.032 -0.172 0.250
Distance -0.032 1.000 0.004 0.036
SBSOD -0.172 0.004 1.000 -0.510

MRT 0.250 0.036 -0.510 1.000

Table 4.4: Correlations between dependent measures and the individual differences measured in
this experiment.

4.4.7 Discussion

4.4.7.1 Testing Method Effects

The results of the fourth experiment showed that the distance expansion revealed from the third

experiment is caused by a testing effect when subjects test using WiP. This effect likely indicates
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that subjects do not have a sense of how far they have traveled under WiP and are relying on

the visual information provided by the environment rather than their own body-based cues. This

finding also tells us that any future testing should be done using resetting or some real walking

technique to prevent a testing effect on expression. There were no testing effects on direction which

makes sense because subjects effectively choose their direction before any locomotion method is

used.

4.4.7.2 Learning Method Effects

In our analysis we have four groups of people based on an individual’s mental rotation abilities

and sense of direction. Subjects can be strong in both, neither, or only one of the two. Subjects

were able to learn an environment in one of two ways: either by resetting or WiP. WiP outper-

formed resetting, but, as our 3-way interaction of learning x MRT x SBSOD revealed, only for

subjects with high MRT scores and low SBSOD scores. In the literature, e.g., Hegarty et al. [39],

navigation performance is generally correlated with high MRT scores and this work confirms those

results. SBSOD scores are also correlated with navigation performance, however, in this work this

result only held when subjects learned by WiP. Resetting differs from typical walking in that it is

incongruent to directional body-based cues. This correlation may explain why those who have a

better sense of direction show lower performance in resetting. They may either decide to ignore

the directional information or may have a more imprecise map created by bad information. We

believe the reason this finding only shows up in those who have strong MRT scores may be that

they naturally make use of directional body-based cues while the other group does not.

4.5 General Discussion

These experiments show that resetting is a good general purpose method for navigation. Survey

knowledge can be acquired regardless of the characteristics of the environment. None of our

measures of individual differences indicate that there are people who have difficulty using resetting

for locomotion. This finding is perhaps a surprising result given the “2-1” turn that is fundamental
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to resetting.

In contrast, WiP results in some difficulty in assessing the distance component of survey knowl-

edge. This difficulty only exists in the reproduction of distance knowledge as subjects could ac-

curately reproduce distances learned with WiP but tested with resetting. Looking at other work

[35, 91] the question then arises, why was optic flow not enough in this experiment to give subjects

accurate knowledge of their distance traveled? In this study, optic flow was tied to the step rate

of the subject and may have been mismatched from what they would normally expect. Various

strategies can be employed to reproduce the distance and subjects who tested in walking in place

may have used a strategy based on time spent walking rather than optic flow. This strategy could

lead to a mismatch if participants acquired an accurate sense of scale, but not of the speed at which

they would walk in our implementation of WiP.

It is important to note that subjects were able to acquire distance knowledge using WiP, which

means that with sufficient landmarks reproduction does not seem to be an issue. In the work of

Hanson et al. [35] subjects did not get optic flow as feedback during distance testing but were

accurate at estimating distances with WiP. However, in that work they trained and likely became

calibrated to WiP. While there are a number of differences between that work and the present one,

it may come down to the second training session. The subjects in condition 3 (see Table 4.1) were

allowed to actually walk around a similar maze and may have begun to gain an understanding of

the scale of the maze. Still, the two tasks differed in the time between learning and testing. In

Hanson et al. subjects immediately attempted to reproduce the distance whereas in our task they

needed to commit and then recall the distance. This difference may have caused a shift in strategy

and follow up work may be warranted to understand how subjects approached each task.

Perhaps the most interesting result is that for WiP individual differences seem to play a key

role. Users with low SBSOD scores may require additional information or more time training

and learning to perform adequately. Designers of virtual environments will need to consider these

results and adjust accordingly.
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4.5.1 Future Work

This study leads to many interesting questions on how different navigators make use of different

information. Future work could be done to determine if subjects are making imprecise maps or

ignoring the information available to them. The trend, only occurring in some navigators, makes

testing the precision of one’s cognitive map difficult to test for, but should inspire the use of other

individual difference tests when looking at these walking methods.
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Chapter 5

Specific Aim 3

5.1 Introduction

Virtual reality (VR) can provide us with experiences that would normally be prohibitively ex-

pensive or infeasible in the real world. It even allows for impossible and non-existent environments

(e.g., Mordor or ancient Rome). With VR, something as amazing and breathtaking as taking a walk

around Paris is not only possible, but almost trivial. However, in this case walking is a misnomer.

Many VR systems allow “walking” through the use of a controller to move or by teleporting. Tele-

portation and the use of a controller are more aptly described as locomotion methods, or methods

of self induced motion that permit the exploration of an environment. Those two are examples of

unfulfilling or unnatural locomotion methods. Walking, as we do it in real life, is a locomotion

mode we want to get to in VR systems.

Locomotion in VR is a heavily researched topic with many ways of evaluation [114]. Some

studies take the approach of developing ways to move or walk through a virtual environment [93].

These studies examine whether the method is feasible or enjoyable. Other studies are concerned

with evaluating methods based on the mathematics behind locomotion, in particular, redirected

walking [127, 94]. These studies look at minimizing the breaks in presence. Finally, a number of

studies look at how users perform when using different locomotion methods [149]. These studies

take a more objective measurement to determine which method is better. This approach is the one

we will take in this work, with the ability to navigate as our metric.

Navigation is a critical part of experiencing and exploring the world. Learning the layout or

distances and directions between objects is necessary in understanding one’s environment. Loco-

motion is important because studies[105, 111] have shown that the method of walking, and hence

the information provided to our senses, is important in understanding or navigating the environ-

ment we are in. The ability to navigate naturally occurs when exploring a real environment, making
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it a good measurement of the fidelity of the locomotion method.

The proliferation of tetherless VR has marked a major change in what we think of in terms of

locomotion. There is now more freedom in how we are able to move around in VR without cables

or the restrictions they cause. Still, newer tetherless HMDs do not necessarily have innate tracking

systems. The means that a large gap in the research on room size and tracking has proven to be

critical moving forward. The majority of research on room size has related to large spaces [4, 99].

These studies don’t fit with consumer level VR technology as it exists out of the box today (e.g.,

HTC Vive or Oculus Rift).

Consumer level technology is limited by the available space a consumer has. In many instances

that is no more than a single room. We address this challenge in this work. How do we pick a

locomotion method for a given, limited consumer-size space? We consider the maximal available

space to be 4x4 m2, the default maximum space of the Vive. To understand the effect of smaller

spaces we also look at 3x3 m2, 2x2 m2, and standing/personal space (1x1 m2).

We will choose a reorientation locomotion method [149] as one of the methods to employ in

our evaluation. Reorientation is a classic method used in a number of locomotion methods for

last second collision avoidance. Hence, we choose to evaluate its efficacy in some of our selected

spaces. Piloting showed reorientation to be incredibly uncomfortable and undesirable in standing

space, however, so we choose to use walking in place (WiP) as an alternative. Including WiP

allows us to evaluate reorientaion against a technique that lacks some translational body-based

information but has more accurate rotational body-based information (see Table 2.1).

Thus, this work evaluates reorientation, in three differently sized spaces, and WiP, in standing

space, based on how well each affords the acquisition of spatial knowledge. To measure this affor-

dance we turn to the theory of “Spatial Cognitive Microgenesis”, a structured framework which has

describes three stages of spatial knowledge [118]. We are interested in survey knowledge, which

represents one’s structural knowledge of an environment. Survey knowledge has two components,

interpoint distance and direction, which we test individually following the framework of Chrastil

and Warren [17].
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Several studies [90, 17, 48, 39] have shown large variations in performance on navigation tasks.

Some navigators have stronger abilities than others [39] and these individual differences in ability

make testing the acquisition of spatial knowledge difficult. In this study we test each subject for a

number of individual differences to reduce the variation and strengthen our conclusions.

5.2 Research Design

5.2.1 Locomotion Methods

This work implements two locomotion methods. The first locomotion method is the WiP al-

gorithm taken from Paris et al. [90] and Hanson et al. [35]. We use the basic WiP method for

the Samsung Go. WiP works by inducing forward motion when a step is detected. It is a form of

simulated walking and does not require its user to physically translate. The second method was the

reorientation technique called resetting. It was taken directly from Paris et al. [90] and adjusted

only to fit into one of three spaces. These spaces will be introduced further in 5.2.4. Resetting

involves adjusting the rotational gain when a boundary is encountered causing the world to rotate

around its user when a reset is required. Resetting was designed so that the user does not notice

that the rotational gain is different from 1.0, when in fact it is closer to 2.0.

5.2.2 Sample Size

In this experiment we are interested in both accounting for and detecting individual differences

in navigation ability and performance. The work completed in Chapter IV showed a correlation

coefficient between SBSOD and navigation performance for the resetting only condition of 0.38.

A power analysis revealed that to achieve a power of 0.8 for this correlation coefficient we needed

52 subjects in the resetting conditions.

Another goal of this experiment was to detect any useful differences in angular error caused

by the locomotion method or by the available tracked space. We completed a power analysis for

a between group study with four groups. We assumed the only effect worth finding would be
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a medium effect size (Cohen’s d = 0.3) and determined that one hundred four subjects (26 per

condition) would be sufficient. The latter analysis yielded a higher sample size than the former so

for this study we used a design of one hundred four subjects.

5.2.3 Metrics

In this study we want to measure how well different room sizes allow for the acquisition of

survey knowledge. As with our prior studies we choose to use the framework presented by Chrastil

and Warren[16]. This gives us two independent metrics: direction and distance. This experiment

uses those measures to determine how strongly one has acquired survey knowledge.

5.2.4 Tracked Spaces

The four conditions in this experiment corresponded to four differently sized spaces, they were

4x4 m2, 3x3 m2, 2x2 m2, and 1x1 m2 (standing space). Piloting showed that resetting in a 1x1

space was too difficult and so we used only walking in place in that sized space. In the other three

spaces we used the resetting locomotion method. Table 5.1 has complete details on the conditions,

tracked space, and locomotion method used in each part of the experiment.

Condition Training Learning Testing
WiP WiP WiP Resetting (4x4 m2)
4x4 Resetting (4x4 m2) Resetting (4x4 m2) Resetting (4x4 m2)
3x3 Resetting (3x3 m2) Resetting (3x3 m2) Resetting (4x4 m2)
2x2 Resetting (2x2 m2) Resetting (2x2 m2) Resetting (4x4 m2)

Table 5.1: The four conditions in this study as well as the locomotion method (and tracked space
if applicable) in each of the three VR phases of the experiment.

5.3 Methods

Experiment 5 had five parts which are presented in this section. Subjects first completed a

number of tests of individual difference (Section 5.3.3). The following three phases were in VR

and are described in detail in Section 5.3.5. Finally subjects completed a post-test debriefing.
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5.3.1 Participants

We recruited college age subjects from our city between the ages of 18 and 25. One hundred

forty (58 men, 82 women) subjects between four conditions participated and were compensated

$15 for their time. All subjects who entered VR were included in the simulator sickness portion of

the experiment. Otherwise, 25 subjects dropped out before completion of the experiment and were

excluded from part of the analysis. Eleven subjects had to be excluded from part of the analysis

due to computer errors. Conditions were balanced so that 26 subjects completed each of the four

conditions and subjects were assigned their condition randomly.

5.3.2 Equipment

The environment was developed in Unity and based on the maze developed by Chrastil and

Warren [17]. A Samsung Go head-mounted display (HMD) provided visual information to sub-

jects. The resolution in each eye is 1280x1440 with refresh rate of 60hz. The field of view of the

Samsung GO was at least 110◦. We tracked position in two ways. In all conditions we tracked

subjects using a WorldVIZ Precise Position Tracking system, which allowed us to provide 6DOF

tracking. The physical space was roughly 6x5 meters and the tracked space was 5x5 meters. We

placed foam interlocking mats on the floor to mark off the 5x5 meter space, which ensured subjects

could not walk into a wall. For one of the four conditions, WiP, we used the IMU of the Samsung

Go to detect vertical linear acceleration. To allow subjects to interact with the experiment, they

were given a Samsung Go controller.

5.3.3 Individual Difference Measures

Prior to the experiment subjects completed a number of tests of individual differences. The

first was the expanded vocabulary range test (EVRT) used as a measure of general intelligence to

ensure all effects were ability based and not intelligence based [26]. Second was the Vandenburg

mental rotation test (MRT) which has subjects determine objects which are rotations of the given
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object [137]. To test the capacity of a subject’s working memory we administered the CORSI block

tapping test [22]. Finally subjects completed the Santa Barbara sense of direction test (SBSOD)

which measures a subject’s confidence in navigating [39].

5.3.4 Environment

Figure 5.1: Top-down view of the environment used in the practice phase of Experiment 1. There
are four objects for the subject to find and four landmarks (paintings).

In this experiment each subject was presented with three distinct environments. The first was

a training maze, shown in Figure 5.1. The training maze was roughly 6x6 m2. Subjects were

placed in a practice maze in order to train in their assigned room size. The second was the learning
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Figure 5.2: Top-down view of the environment used in the learning phase of Experiment 1. There
are eight objects for the subject to find and four landmarks (paintings) to facilitate learning.
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Figure 5.3: This figure shows the telephone booth as would be seen by subjects during the orien-
tation phases of the experiment.

Figure 5.4: At the beginning of the testing phase subjects are informed of the target object via a
heads up display. This disappears shortly so as not to distract the subject during walking.
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maze shown in Figure 5.2; subjects were instructed to learn the spatial relations among the eight

objects contained in this maze. Four landmarks were present to aid in learning the overall layout.

A first person view of the learning maze is shown in Figure 5.3, with one of the eight objects. The

learning maze was roughly 10x10 m2. Due to the geometry of the maze, a subject could not see any

two objects at the same time. The final environment is presented during the actual testing phase.

Figure 5.4 shows a first person view while the subject is in a sparse environment with a Voronoi

textured ground plane to give the subject some ocular flow for feedback on distance traveled.

The study presented in Chapter IV demonstrated the importance of keeping the locomotion

method used for testing one’s survey knowledge consistent across conditions. In this study we

leveraged that knowledge and for every subject the testing phase was completed in the 4x4 m2

tracked space (see Section 5.2.4) using the resetting locomotion method.

5.3.5 Navigation Task

Subjects were first given instructions on how to move in their technique of walking. The first

phase of the experiment was to place the subject in the training maze (Figure 5.1) and give them

five minutes to freely explore the maze to learn how to walk around in their condition. Subjects

were required to complete the full five minutes of this phase to ensure they were confident and

competent at navigating and using their assigned locomotion method. After this phase subjects

were taken out of the headset and given instructions on what to do in the next maze. Subjects were

also told to try and remember relative locations of objects as they would be tested later on them.

Next they were placed in the learning maze (Figure 5.2) and given 10 minutes to freely explore

and learn the layout. They were not able to walk through the walls. At the end of 10 minutes

subjects began the assessment phase and were placed in the Voronoi textured environment where

they were given their next set of instructions. Those subjects who learned in the WiP condition

were given instruction on how resetting works.

In the testing phase subjects experienced a series of trials to find objects from various locations

within the maze. To begin, subjects pressed the a button on the Go and were placed back in
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the learning maze directly in front of an object, which allowed subjects to orient themselves. They

were instructed not to walk around to prevent seeing any more of the maze. When oriented, subjects

pressed the button again placing them back in the Voronoi environment. Upon being placed in the

Voronoi environment subjects were given another object in the maze to walk to via a heads up

display (see Figure 5.4). Subjects were instructed to walk directly to the target object in a straight

line. This straight line condition ensured that their walked path was a novel shortcut. Subjects

indicated the conclusion of a trial by pressing the button a final time. In order to reduce potential

variance the real world location of each subject was the center of the tracked space. Each subject

completed forty trials in total consisting of five repetitions of eight pairs of objects.

5.3.6 Metrics

The objective metrics analyzed in this study were the same as those in Experiment 4. For our

first metric, angular error, we took the difference between the walked angle and the correct angle

to the target object after 1 meter. Our second metric, interpoint distance, we measured the ratio

of the distance traveled in the virtual environment divided by the true distance from the starting

object to the target object.

5.3.7 Simulator Sickness

To assess the undue simulator sickness caused by each of the four conditions (see 5.2.4) we

measured the discomfort induced as in Rebenitsch and Owen [100]. During the learning portion of

the experiment (see Section 5.3.5), which lasted 10 minutes, every minute subjects reported their

current level of simulator sickness on a scale from 1-10. A baseline measurement was taken at the

beginning of the learning phase immediately following the subject donning the helmet.

91



5.3.8 Post Test

After completing the experiment subjects completed a post test questionnaire designed to de-

termine if they were able to notice any induced rotation from the system. Each subject was then

interviewed and asked questions regarding the rotation of the environment and strategies for ex-

ploring, learning, and recalling the environment. We were interested in seeing if subjects could

detect the rotation induced from resetting and asked various masking questions to ensure they did

not know our intent. The questions of the questionnaire can be seen in Table 5.2 and were pre-

sented as a Likert scale from 1 to 5. The interview was semi-structured and questions were asked

based on the responses to the questions in Table 5.3.

1 I felt like the virtual world was turning
2 I saw the virtual world get smaller or larger
3 I saw the virtual world flicker
4 I was getting bigger or smaller
5 I saw the virtual world get brighter or dimmer
6 I felt like I was turning when I wasn’t

Table 5.2: Post test questionnaire presented to each subject. Questions 3-6 were masking questions
and all 6 questions were presented in a random order.

1 Did you notice anything unusual about the environment?
2 How did you go about exploring the environment?
3 What was your strategy to learn the objects?
4 What was your strategy to recall the locations of the objects?
5 How did you decide how far to walk?
6 Did you use the resetting intervention to measure distance?

Table 5.3: Post test interview presented to each subject. Followup questions were asked based on
responses to each question in this table.

5.4 Hypotheses

Of the four conditions only WiP provides fully accurate rotational body-based information. It

is also the only condition that does not have an associated cognitive cost[149]. Our first hypothesis
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is that WiP will result in the lowest angular error of the four conditions and that as the size of the

space available for resetting shrinks, the angular error will go up.

Mismatches in body-based and visual information can lead to increased simulator sickness.

So our second hypothesis is that the increased number of resets will lead to increased simulator

sickness.

While we are testing and accounting for many individual differences in this study, only the

mental rotation test (MRT) and the Santa Barbara sense of direction test (SBSOD) have already

shown to be predictive of navigation performance in this dissertation. Additionally, the task in this

study and the CORSI block tapping task both utilize spatial memory. This leads to our second

hypothesis that all three of these tests will be predictive of navigation performance in this study.

5.5 Results

5.5.1 Angular Error

Confirming our first hypothesis, angular error was lowest during the WiP condition. Prior work

in Chapter IV showed that subjects could acquire accurate configural information through both

resetting and WiP. We conducted a 4x2 repeated measures ANOVA (condition by gender) with

covariates for MRT, CORSI, SBSOD, and simulator sickness and found a main effect of condition

(F(3,92) = 2.742, p = .048) and SBSOD (F(1,92) = 10.31, p = .002). Post test comparisons

revealed significant differences between the 2x2 and WiP conditions, as well as the 3x3 and WiP

conditions. The WiP condition resulted in significantly better configural knowledge than those

(3x3 and 2x2) conditions. These results can be seen in Figure 5.5.

Mean Median
SBSOD 3.953 4.000

MRT 28.09 27.00
Corsi 6.722 6.333

Table 5.4: Mean and median SBSOD and MRT scores among all participants

We performed a correlation analysis on our dependent measures and covariates and found sev-
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Figure 5.5: This chart shows the estimated marginal mean angular error in each of the four condi-
tions and the standard error of the mean. These means take into account the individual differences
measured in this experiment.

eral significant correlations. Angular error was significantly correlated with both MRT scores

(r =−.211, p = .032) and SBSOD scores (r =−.386, p < .001). MRT scores were also correlated

with SBSOD scores (r = .290, p= .003) and CORSI scores (r = .306, p= .002). Refer to Table 5.5

for the full correlation analysis and to Table 5.4 for mean and median individual difference scores

among subjects in this experiment.

5.5.2 Simulator Sickness

To analyze the simulator sickness scores given, we performed a repeated measures ANOVA

with two factors (gender and condition) with three covariates (MRT, CORSI, and SBSOD). This

analysis revealed no main effects of either factor, nor did it reveal an effect of time. Subjects

did not in general show an increase in simulator sickness in any of the conditions. There were,
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Direction Distance SBSOD MRT CORSI SSQ
Direction 1.000 0.010 -0.386 -0.211 -0.189 0.030
Distance 0.010 1.000 0.023 0.141 0.082 -0.150
SBSOD -0.386 0.023 1.000 0.289 0.109 0.044

MRT -0.211 0.141 0.289 1.000 0.306 -0.001
CORSI -0.189 0.082 0.109 0.306 1.000 0.030

SSQ 0.030 -0.150 0.044 -0.001 0.030 1.000

Table 5.5: Correlations between dependent measures and the individual differences measured in
this experiment.

however, a number of subjects who did get sicker and even dropout. The dropout rate was 18% but

the condition did not seem to affect the number of dropouts as shown by Table 5.6. A dropout rate

of 18% is higher than in other locomotion studies, and some aspect of our experiment may have

led to a higher than normal dropout rate.

Condition Dropouts
WiP 6
4x4 5
3x3 7
2x2 7

Table 5.6: Number of dropouts due to simulator sickness occurring in each of the four conditions.

5.5.3 Questionnaire Responses

Nearly every participant (92%) noticed that something was occurring during the resetting loco-

motion method. Many of those subjects reported that they noticed something because they walked

much further than was reasonable in the physical environment. A few (15%) remarked that they

used something external to the virtual world to determine what was going on. For example, some

employed a strategy such as turning exactly 90◦ twice to realize they were only turning halfway

around. There did not seem to be any differences in how quickly subjects realized an intervention

was occurring based on resetting condition.

Most participants attempted to explore the maze in one of two ways. Many tried a gridlike

approach by trying to explore the length of the maze, turn, and then quickly turn again to walk a
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parallel path. Others tried to explore the entire perimeter and then explore the inner corridors of

the maze. When reporting how subjects memorized object locations, reports were split between

egocentric and allocentric representations, with egocentric being more common overall. However,

there was no difference in the split between conditions. Many subjects had to be given examples of

strategies in order to explain what strategy they used. Interestingly, some subjects used the feather

not as an indicator of where an object was located, but to aid in knowing the distance they had

walked. Subjects indicated that for long distances they would expect multiple interventions, and

tried to stay consistent in the number of interventions among similar paths.

5.6 Discussion

This chapter looked at how room size affected spatial cognition and the acquisition of spatial

knowledge using the resetting locomotion method. We compared resetting in three differently

sized spaces to WiP using survey knowledge as our principal metric. Subjects showed improved

directional survey knowledge absent any resets, and in general improved in performance as the

space grew. These results also showed that navigational performance can also be predicted based

on individual differences in ability. Subjects with better mental rotation abilities or stronger sense

of direction performed markedly better at this task. The findings of this experiment grant us a

better understanding of how resetting affects one’s ability to navigate, particularly showing that

the cognitive cost [149] extends to directional survey knowledge. It is important to consider these

findings when deciding on a locomotion method. If one’s space is sufficiently large resetting is the

more enticing method as it involves real walking. Alternatively WiP is the preferable locomotion

method if learning the environment is the key goal.

5.6.1 Future Work

Regardless of the locomotion method chosen, these findings confirm [39] the importance of

considering individual differences when employing a navigation task. Future research into navi-

gation must continue to consider these individual differences and explore new measures to reduce
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the variation in performance.
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Chapter 6

Conclusion

This dissertation compares and contrasts standing space locomotion (WiP) to room scale lo-

comotion (resetting) in terms of how each method affects spatial cognition and is affected by

individual differences in navigation ability. Navigation in large virtual environments is difficult in

part due to a lack of available body-based cues of many standard locomotion methods [31, 95].

Teleporting [31] and joystick locomotion remove all translational cues and leave only rotational

cues. The techniques used in this dissertation enable as many of these body-based cues as possible

in their given space.

Locomotion is important in virtual reality systems to allow for the exploration of large (beyond

visible space) virtual environments. When moving through large virtual environments, it is easy

to become disoriented. Disorientation may defeat the learning or training purposes of many appli-

cation using large immersive virtual environments. To remedy this problem, we identified some

issues associated with locomotion methods. Our criteria for selecting locomotion methods was the

reliability and presence of the body-based cues and information they provide.

A number of commodity level virtual reality systems have been developed recently, and these

systems can largely be divided into two classes. One class, which consists of HMDs such as the

HTC Vive and the Oculus Rift, offers room scale tracking on the order of 4m by 4m. Tracking

spaces of this size allow for the use of overt reorienting methods [130] such as resetting [149]

or distractors [93]. Other systems, such as the Oculus Go and Samsung Gear VR, use inertial

tracking systems and therefore have only standing scale tracking space available. These systems

having only rotational tracking means that a technique that doesn’t require that positional tracking

is needed. There are a number of controller or joystick based techniques that could be used,

however, as shown by Riecke et al. [105], the lack of body-based cues (e.g., translational cues

in complex environments) can be detrimental to spatial cognition and navigation ability. For this
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reason we chose to develop and investigate a WiP locomotion method as well.

In order to allow unbounded exploration there are three classes of manipulations or locomotion

methods. One can manipulate curvature, rotational information, or positional information. Chapter

2 examined the literature on how these manipulations were manipulated and presents the various

evaluations and refinements of each of these methods. We focus on these three classes as they

roughly correspond to the three space size requirements, though there is some overlap. This chapter

presents the importance of body-based information in reinforcing spatial cognition and discussed

how to provide that information.

The latter half of Chapter 2 contains a primer on spatial cognition as defined by the “Spatial

Cognitive Microgenesis” framework. We then discussed individual differences in strategy, skill,

and experience and how those differences affect general performance in navigation. This dis-

sertation looked at these individual differences to try and predict navigation performance of the

locomotion methods presented here to tailor locomotion to an individual.

Chapter 3 of this dissertation examined different ways in which subjects could locomote freely

through a large virtual environment that is larger than the typical 4x4 m2 space available in com-

modity VR. As room scale VR continues its proliferation, understanding the effects of the various

room scale locomotion methods on navigation becomes increasingly important. This importance

stems from the need to learn virtual environment layouts. Applications such as architecture and

military can benefit from a user having a greater understanding of the virtual space. In this research

we select only those techniques that allow for self-generated locomotion that has full body-based

information. Self-generated locomotion is very effective in supporting the development of a cog-

nitive map and learning the locations of landmarks within an environment.

The work reported in Chapter 3 showed that the room scale techniques of resetting and distrac-

tors are equivalent in their ability to support spatial cognition in terms of path integration and route

knowledge. In Experiment 1 we implemented a path integration task that was designed to load

one’s cognitive resources. This task allowed us to compare resetting, distractors, and redirected

walking, all of which have been shown to increase cognitive demand [149]. Experiment 1 showed
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the cognitive cost of a reorientation in either of the reorienting methods was equivalent.

Experiment 2 continued to compare resetting and distractors using route knowledge as a mea-

surement tool. Subjects were tasked with learning a simple city-like environment as they visited

various storefronts. This work showed that while redirected walking allowed for the same level

of knowledge in our path integration task, it was not nearly as comfortable. The small curvature

radius in the implementation mandated by our lab space caused sickness and was quickly noticed.

This conclusion is supported by prior work indicating that our lab is too small to reliably allow un-

bounded redirected walking. We also looked at time requirements of resetting and distractors and

found that using distractors has a much higher time cost. We then concluded that for our purposes,

resetting was a suitable selection for a room scale locomotion method.

In Chapter 4 we developed and evaluated a WiP technique which could be used in standing

scale spaces. To first develop a WiP technique we employed two different methods of tracking

and compared them to that of resetting. The first used an external device, the Kinect, which used

skeletal tracking for step detection. The second detected steps using an IMU and, within the

accelerometer signal, identified a successive peak and valley, indicating a step had likely occurred.

We then evaluated all three locomotion methods.

Our evaluation criteria was that of the “Spatial Cognitive Microgenesis” framework for test-

ing the acquisition of spatial knowledge. This framework had two metrics available for testing:

distance and direction. In Experiment 3, direction showed very little difference between condi-

tions but high variation between subjects. Distance showed large differences between conditions;

subjects indicated almost 3 times the true distance in the WiP conditions.

Experiment 4 was our follow-up work intended to determine the cause of the vast over-walking

from Experiment 3. The key idea here involved splitting the locomotion methods used for learning

and testing. This split gave us four conditions which allowed us to make direct comparisons be-

tween learning methods and testing methods. From this study we determined that there is difficulty

expressing an intended distance with WiP. The exact cause of that difficulty is unknown and should

be investigated in future work. The most interesting result we found is that most subjects could
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acquire spatial knowledge just as accurately with WiP as they could resetting.

We also designed this experiment as a first step in explaining the large variation between sub-

jects’ individual performances. As suggested by the literature, we investigated individual differ-

ences in three areas: general navigation ability, small scale spatial ability, and general intelligence.

Chapter 5 then looked at comparing WiP to resetting when the tracked space was around 5x5

m2. Since WiP requires much less room we completed the work in Chapter 5 to determine the

space required for resetting to continue to provide information on par with WiP. Resetting comes

at a cognitive cost [149] meaning an increase in the number of resets should lead to a decrease in

the amount of survey information one can acquire. As we shrink the available space, the number

of resets will necessarily increase, and this work showed that this shrinking led to degraded perfor-

mance in our navigation task. This result could mean that there is a room size large enough so that

resetting will outperform WiP and make the cognitive cost negligible. This chapter also showed us

that SBSOD is an important factor in explaining large variations in individuals’ navigation perfor-

mance.

Every living room or gaming room is different and every person has a different amount of

available space. With the proliferation of VR technology, particularly mobile technology, the

effects that one’s available space has on user experience has become an important consideration

and must be researched. This work used two measures of user experience: spatial awareness and

simulator sickness. We presented and evaluated five locomotion methods: resetting, distractors,

redirected walking, WiP using an IMU, and WiP using the Kinect. Those locomotion methods

were evaluated against those two criteria. We selected methods that leave the hands free for other

potential interaction and provide in part both vestibular and proprioceptive cues.

Specifically in this work we assessed three real walking methods of navigating in large scale

virtual environments using a medium sized physical space such as those available in a typical

living room or gaming room. This assessment gave us a method with which we can compare

standing scale locomotion methods. We developed a standing scale locomotion method, WiP,

which allows spatial knowledge to be acquired. This WiP method was compared to resetting and
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differences in spatial knowledge acquired were found. We have taken the first steps in determining

how individual differences in ability effect one’s ability to acquire spatial knowledge with resetting

and/or WiP. Finally we have examined the effect room size has on resetting performance. These

results allowed us to make a number of suggestions on which locomotion method to employ based

on an individual’s ability, the virtual task, or physical space available.

6.1 Future Directions

This work is just the beginning stages of determining an appropriate method of walking based

on the factors such as individual differences and room size. Secondly, this dissertation looked

only at methods that involve real walking or simulate real walking. Techniques that don’t require

real walking (e.g., teleporting and controller-based) have been developed and should be studied

within the Chrastil and Warren [17] framework used in this dissertation. Lastly, the WiP technique

used here is simple in nature and makes a number of assumptions that limit the individualization

possible.

6.1.1 Individual Differences

This work is a first analysis of the relationship between individual differences (e.g., skill and

strategy) and navigation performance in resetting and WiP locomotion methods. Small scale spatial

abilities, as measured by the MRT, were significantly correlated with performance in both methods

of walking. Subjects with strong spatial abilities, then, could be given a locomotion method that is

more cognitively taxing. Future work would then be required to determine if subjects could then

still acquire sufficient spatial knowledge.

In this work we found that for those subjects using WiP, small scale spatial abilities were

important only when subjects also had high SBSOD scores as well. Future work should investigate

the cause and effects of this trend and may be important in designing a VR system individualized

to a user and their space. This work also confirmed several correlations between measures of

individual differences (e.g., CORSI and MRT). Even with a number of tests considered in this
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dissertation large variations still exist and further investigation into which other measures can be

used is important.

6.1.2 Larger and Irregular Spaces

We know from this work as well as prior work that there is a cognitive cost associated with

resetting. The number of resets that occur in a given path or during a time period is largely depen-

dent on the size and shape of the tracked space. While this work has begun to show trends of how

resetting performance depends on the number of resets and the size of the tracked space, it will be

important in future work to extend this for larger and irregular spaces.

HTC intends to create tracking spaces as large as 10x10 meters[138], much larger than those

investigated in this work. VR cafes and those with the available space will require locomotion

methods which are appropriate for larger spaces. Work from Simeone et al. [119] and Dong et

al. [25] has dealt with how to keep people away from obstacles in the space. This line of work

stems from the need to plan around irregular spaces and allow those with obstacles in their tracked

space to still walk through a virtual environment. Follow up work should be done to determine if

irregular spaces can still be used with resetting locomotion methods and how to best implement

that resetting to minimize the number of interventions required.

6.1.3 Other Locomotion Affordances

This dissertation did not consider locomotion affordances other than walking interfaces. There

are a number of other ways to move around a virtual environment as discussed in Chapter 2.

However, those methods do not involve or simulate real walking. As newer locomotion methods

are developed, it becomes vital to understand the relationship between navigation performance

and the physical involvement required. While walking has been shown superior to methods such

as joystick locomotion, using methods which involve arm motion or stimulate the vestibular system

may prove to be powerful replacements of real walking.
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6.1.4 Walking in Place Improvements

Individual differences in skill, strategy, and experience are one of the key aspects of this dis-

sertation. However, there are a number of other differences that can be considered. When walking

in our simple WiP system subjects are expected to adapt to the system, not the other way around.

This can lead to the need for increased training to adapt one’s own walking motion to the system as

well as large lag when attempting to start or stop. Future work should examine the different ways

subjects walk and tailor the method to their individual acceleration curves and tendencies.

Current inertial measurement units (IMUs) have six streams of data (three acceleration and

three orientation streams) and can report their data as quickly as 90 times per second. These

streams give us a tremendous amount of data which makes it difficult to understand how starting

and stopping appear differently than normal turning or walking. Deep learning is a typical approach

to analyzing a large amount of data and is applicable in this area. Precedent comes from Usoh et al.

[136] who used this approach previously when tracking the up axis of head movement of a subject

to identify walking.

WiP in general and the machine learning approach mentioned above specifically can benefit

from the understanding of the mechanics of natural walking. Feasel et al. [28] use an approach

that takes into account gait analysis of real walking to reduce the latency associated with starting

and stopping in WiP. Their WiP methods use logs of leg tracking, but may be extendable to head

acceleration tracking with the inclusion of motion transfer mechanics. The naive approach to deep

learning for WiP will require the recognition of an entire step. By understanding the difference in

signals between a step occurring and a stop in stepping occurring we can further reduce stopping

latency in WiP. Taking all of these improvements together could make WiP a strong competitor of

resetting.
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Glossary

Acquisition of spatial knowledge The process by which people acquire and encode spatial knowl-

edge for later recall.

Allocentric Allocentric spatial knowledge is spatial knowledge between two external objects or

landmarks.

Body-based cues Salient events generated by the body that allow for the acquisition of body-

based information.

Body-based information Any information, such as directional information or positional informa-

tion, gained from body-based cues.

Direction cues Salient body-based or environment-based events which allow for the acquisition

of directional information.

Direction information Information indicating absolute direction from yourself (egocentric) of

with respect to another object (allocentric).

Egocentric Placing oneself at the center. Egocentric spatial knowledge is spatial knowledge with

respect to oneself.

Graph Knowledge An additional stage of knowledge proposed by Chrastil and Warren [18]. The

ability to combine multiple routes to create a novel path without survey knowledge.

Interpoint distance cues Salient body-based or environment-based events which allow for the

acquisition of interpoint distance information.

Interpoint distance information Information indicating how far away an object is from yourself

(egocentric) or two objects are from one another (allocentric).
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Joystick navigation A locomotion method that allows virtual translation and/or rotation using a

handheld device without changing real world translation and/or rotation.

Landmark Knowledge The first stage of Spatial Cognitive Microgenesis [118]. Recognition and

recall of landmarks in the environment.

Locomotion methods A control system that allows users of virtual reality to control their move-

ment through a virtual environment.

Navigation Knowledge of where one is, where one is going, and how one will get there.

Orientation Tracking A computer system which measures the orientation of the user’s head. This

type of tracking typically uses gyroscopes or magnetic compasses.

Positional Tracking A computer system which measures the change in position of the users head.

This type of tracking typically uses cameras to detect infrared markers.

Proprioceptive system An internal system which allows a person to know the configuration and

exertion of their body at all times.

Redirected walking A locomotion method that continuously manipulates the rotational and trans-

lational gain to steer users away from obstacles/boundaries. The constant rotational gain

causes a difference in curvature between the real and virtual worlds.

Reorientation (ROT) A class of locomotion methods which allow users to recover from colliding

with an obstacle or the physical limits. At the conclusion of an ROT, users are no longer

facing an obstacle in the real world, but have retained their virtual orientation.

Resetting A locomotion method that allows users to recover from colliding with an obstacle or

the physical limits of the tracking system. The rotational gain is manipulated and users

are instructed to turn around, thus reorienting users away from the physical obstacle while

retaining their virtual orientation.
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Route Knowledge The second stage of Spatial Cognitive Microgenesis [118]. The ability to nav-

igate along a route and know when and which direction to turn.

Spatial Cognitive Microgenesis (SCM) The dominant framework on how spatial knowledge is

acquired. The framework consists of three stages of knowledge: landmark, route, and survey.

It is hierarchical, so each stage builds upon the last.

Spatial working memory The subcomponent of working memory responsible for using spatial

information such as configuration.

Suppression task Related to working memory, a suppression task tries to tax one subcomponent

of memory to force all acquisition of spatial knowledge to be done by the remaining systems.

Survey Knowledge The final stage of Spatial Cognitive Microgenesis [118]. An understanding

of the orientation and distance between objects in the environment.

Teleportation A locomotion method that instantaneously moves a user to a new desired virtual

location without changing their orientation or real world position.

Tracking Any computer system that transmits real world position and/or orientation to the virtual

environment control system.

Translational gain A locomotion method that increases the distance traveled each step by some

scaling factor, thus for much more virtual space to be covered in the same physical space.

Verbal working memory The subcomponent of working memory responsible for using verbal

information such as descriptors or instructions.

Vestibular system An internal system which measures the acceleration of the inner ear to deter-

mine body-based motion.

Visual working memory The subcomponent of working memory responsible for using visual in-

formation such as color or shape.

107



Walking in Place (WiP) A locomotion method that allows users to simulate walking and move

through a virtual environment without physically translating. Motion is determined by de-

tecting in-place steps.

Way-finding The process by which one finds their way around an environment.

Working memory A measure of how much information can be acquired and processed by the

brain at any one time. There are three subcomponents: verbal, visual, and spatial.
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