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Chapter 1

Introduction

1.1 Background and Motivation

Following the pioneering efforts of Louis Brus, Alexei Ekimov and Alexander Efros

in the early 1980s,[1–3] there has been an explosive growth in the study and develop-

ment of semiconductor nanocrystals with spatially confined electronic excitations. Owing

to quantum size effects at the nanoscale, these "zero-dimensional" nanostructures, popu-

larly referred to as quantum dots (QDs), feature tunable photophysical properties not ob-

served in bulk. Furthermore, structures can be assembled on a large scale in solution (as

colloids), enabling their use as solution-processable reagents in the development of novel

functional materials. These features, significantly expanded prospects for one the most rel-

evant classes of materials: semiconductors—captivating the attention of a diverse research

community. In the three decades since they were first introduced, QDs have been suc-

cessfully implemented in a wide array of applications, with the transformative potential to

address many important technological challenges. These applications range from efficient

solid-state lighting[4] and solar concentrators[5] to low-threshold lasers[6], wide-gamut

displays[7] and robust fluorescent probes for biological imaging.[8]

To understand the effects of spatial confinement, it is important to first consider the

excited state in a bulk semiconductor. When a semiconductor is struck by a photon with

energy equal to or greater than its bandgap (Eg), an electron is promoted from the valence

band (VB) to the conduction band (CB) of the material, leaving a hole in the VB. If the

coulomb attraction (binding energy (Eb)) between the electron and hole is negligible, the

generated electron and hole behave as free carriers and have no interactions with each

other. However, if the binding energy between the two exceeds the thermal energy, an

exciton—bound electron and hole pair—is formed. In this configuration, the preferred
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separation between the electron and hole is given by the exciton Bohr radius (a0) of the

material.

The effect of spatial confinement to small scales, is that, eventually a size regime is

reached where the dimensions of the semiconductor is on the order of, or smaller than the

Bohr radius. At this length scale, the exciton becomes ’squeezed’ and can no longer achieve

a favorable separation between the electron and hole. From this perspective, a QD can be

thought of as a three -dimensional potential box that confines the motion of the electron and

hole. This induces size-dependent transformations in the density of electronic states and in

the energy separation between them. As the size of the QD is decreased, this manifests in

an increase in the bandgap energy and the emergence of discrete atom-like energy levels

near the edges of the VB and CB (Figure 1.1.).[9] This effect is also commonly referred

to as quantum confinement and allows one to tune the properties of QDs by changing their

size, while keeping the composition the same. A striking example of this phenomena, is

the ability to drastically tune the absorbance and photoluminescence (PL)—over a wide

spectral gamut—simply by making adjustments to the dimensions of the QD.
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Figure 1.1: Illustration of quantum confinement. As the size of the QD decreases the band
gap energy increases, while discrete energy levels develop at the edges of the conduction
and valence band. The energy spacing between the levels at the band-edge also increases
with decreasing size.

Although this conceptual quantum particle-in-a-box view provides a useful framework

for understanding many of the fundamental properties of QDs, synthesized nanostructures

represent more complex physical systems. At its simplest, a colloidal QD nanostructure

comprises an inorganic core of a semiconductor material, surrounded by a passivating layer

of organic surfactants. The core may contain anywhere from a few hundred to tens of thou-

sands of atoms. Figure 1.2 presents a micrograph of a QD capturing the location and

density of the atoms contained. Considered on the atomic scale, QDs are, in fact, very

large structures, with many possible configurations of their atoms and morphology. Fur-

thermore, due to the large surface-to-volume ratios encountered at nanometer sizes, a large
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fraction of these atoms lie at the surface—at the interface between the core and organic

ligands. As a result, the surfaces of QDs make up a large part of their structure. These

surface atoms have fewer neighbors, are associated with higher free energies, and can un-

dergo substantial reconstructions of atomic positions.[10] In addition, the surface atoms

may expose broken chemical bonds, in an amount that depends on the coverage of the or-

ganic ligands. Therefore, the conformation and ordering of passivating ligand molecules

also have important consequences for the structure of QDs. It is further possible and often

beneficial to construct QD nanostructures that consist two (or more) different semiconduc-

tor materials—configured in a core-shell system.[11] The atomic landscape of such QD

heterostructures can be quite complex, as they already have two types of interfaces. The

structure at the core-shell interface may be abrupt with no exchange between the core and

shell atoms or interfacially mixed. Moreover, any mismatch between the lattice parame-

ters of the core and shell materials, may be compensated by introducing broken bonds and

crystalline defects at this interface. Such lattice mismatch may also impart considerable

strain on the QD core that create changes in the bond lengths of the underlying lattice.[12]

Clearly, QDs are remarkably complex structures.
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Figure 1.2: Abberation-corrected scanning transmission electron microscopy micrograph
showing the atomic structure of a CdSe QD. Scale bar is 1 nm.
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These many structural considerations may also influence the properties of QDs by hav-

ing profound effects on their electronic structure and spatially confined excitations. For

instance, unsaturated chemical bonds and defects at surfaces and interfaces can introduce

localized electronic states within the band gap that can capture charge carriers—electrons

and holes—and degrade the electrical and optical properties of QD structures.[13]Coupling

of excitons to vibrations of the surface and passivating ligand molecules influence charge

carrier lifetimes, charge transport and the line widths of optical transitions.[14] Chemical

gradients at the interface of core-shell structures affect optical gain thresholds and the mor-

phology of a QD can dictate the configuration of the energy levels near the band edges of

the electronic structure.[15, 16]

Furthermore, any of these structural factors can vary between QD nanostructures within

the same synthetic product—as random growth changes present in solution schemes may

produce a myriad of QD architectures. Given the hundreds to tens of thousands of atoms

that make up QDs, the number of possible structural configurations of their atoms is prob-

ably even larger than the number of QDs that comprise the sample. Even a single atom

displacement in such quantum-confined structures could yield large changes in their be-

havior. The result of this structural disorder are well illustrated in the spectral properties of

QD dispersions containing millions of particles. As mentioned previously, theory predicts

that QDs should have discrete, atom-like transitions.[1] However, spectral measurements

reveal an inherent broadening of the spectral transitions of QD ensembles (Figure 1.3). This

inhomogeneous broadening effect is due to the array of sizes and morphologies—however

slight—of QDs often present in synthesized samples.

6



Figure 1.3: Inhomogeneously broadened absorption and emission spectra of a sample due
to the distribution of QD shapes and sizes.
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QD nanostructures are usually developed for a specific function: Giant shell archi-

tectures are being implemented in solid state lighting,[17] dot-in-rod designs are being

developed for water splitting[18] and strain-engineered structures show promise as lasing

materials.[6] In each case, the desired result depends on the properties of the QDs (e.g. high

brightness and stability, long range charge carrier separation and low optical gain thresh-

olds). In turn, these properties depend—sensitively—on the variety of structures present

in QD samples. The growing use of QD nanostructures in these and other applications

rely, crucially, on advancements in synthetic methodologies and advancements in the un-

derstanding of their behaviors. Therefore, it is imperative to gain a high-level understand-

ing of the interplay between the physical structure and properties of QD nanostructures,

in order to develop rational approaches to guide their design. This understanding could

even lead to the discovery of unforeseen structure-property relationships that enable new

means for controlling behavior. While approaches that measure the properties of millions

of nanostructures at a time are highly valuable in this endeavor, diverging structures and

photophysics are invariably averaged over in ensemble investigations. This not only results

in the loss of a wealth of information but also obscures the intrinsic properties of individual

nanostructures. In order to decode this information, it then becomes necessary to study QD

nanostructures one at a time.

1.2 Single Quantum Dot Optical Spectroscopy

1.2.1 Photoluminescence Blinking

The first report of the detection and optical spectroscopy on single QDs came from the

Bawendi group in 1996.[19] In this pioneering work, fluorescence from a sparse density

of QDs was collected with a fluorescence microscope. Surprisingly, the emission from

individual QDs was seen to randomly turn "on" and "off" in a binary fashion, even under

constant illumination. This intermittency of the single QD PL was unexpected given the
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excellent stability observed in ensemble. The pattern of the "blinking" behavior was also

dependent on the particular QD under examination—individual structures from the same

synthetic batch often displayed different fluorescence signals. Additionally, the statistics of

the duration of the on- and off-periods were shown to obey intricate power law distributions

indicating a complex origin of the phenomena.[20]

One of the most commonly accepted explanation for blinking is the charging model.[21]

The charging model states that a charged QD will stop emitting photons (i.e. turn "off")

due to the interruption of radiative exciton recombination by non-radiative Auger pro-

cesses. Several investigations, however, point out inconsistencies of the charging model

in describing QD blinking behavior.[22, 23] Alternative models identify multiple recombi-

nation centers that switch between active and inactive conformations in QDs as the source

of blinking—possibly via dynamic evolution of the surface or interfacial structure.[24, 25]

Additionally, some studies indicate that blinking is actually a manifestation of both charg-

ing and recombination center processes that can occur in the same QD.[26–28] Even so,

after more than two decades since its discovery, the exact origin(s) of QD blinking is still

debated by the community.[29] Nonetheless, the foundational work by Bawendi revealed

for the first time, divergent and complex behavior in the optical response of QDs.

Single QD blinking also has far-reaching consequences for the properties of the ensem-

ble. By way of example, consider the PL quantum yield (QY), an important parameter that

is routinely used to characterize the quality of QDs. Most QD preparations have sub-unity

PL QYs, for reasons that are unclear from batch level investigations. However, after it was

established that the emission efficiency of individual QDs approaches unity at their bright-

est,[30] it became apparent that blinking contributed to suboptimal quantum efficiencies

of QD samples. This is because at any given time a fraction of particles will be dim or

non-emissive. Blinking at the single QD scale is also linked to the photodarkening effect,

in which the PL intensity from an array of nanostructures dim over time under constant ex-

citation.[31] These observations illustrate the intimate connection between the properties
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of single QDs and ensemble behavior.

1.2.2 Spectral Behavior

In addition to uncovering the blinking phenomena, early single QD spectroscopy shed

light on other aspects of the optical behavior of QDs. By dispersing the fluorescence signal

from individual nanostructures, for example, it was possible to probe their spectral prop-

erties. It is well-established that the peak emission energy of a QD depends, minutely, on

changes to its size. As a result, the PL spectrum in ensemble is broadened by any distribu-

tion in the sizes of QDs present in synthesized samples. Besides confirming this inhomoge-

neous broadening effect, spectral measurements on the single QD scale have also unearthed

other dissimilarities in the emission of individual structures.[32] For instance, spectral fea-

tures that report on the coupling of excitons to vibrations of the underlying structure have

been shown to vary among QDs.[33] While the exact source for this divergence remains

unclear, it has been postulated to stem from differences in the surface structure of QDs.[34]

Another effect displayed by single QDs is wandering of the emission energy in time—also

known as spectral diffusion.[35] The associated energy shifts can be quite large—up to sev-

eral meVs—and arise from random fluctuations of charges in the local environment of QDs.

Such charge migrations may emanate from photo-induced re-arrangements of surface lig-

ands or reconstructions of surface atoms.[36] The observation of spectral diffusion further

emphasize the sensitive nature of QDs to structural changes and the power of single QD

spectroscopy in extracting a wealth of information from these complex systems.

1.2.3 Time-resolved Photoluminescence Decay

Soon after these initial single QD experiments, time-resolved capabilities were added

to the single QD spectroscopy tool set. These measurements enabled exploration of the

processes affecting the relaxation of excited states (e.g. exciton) down to sub-nanosecond

timescales. The first time-resolved studies on single QDs revealed appreciable hetero-
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geneity in the PL decay between individual structures.[37] These measurements further

indicated that much in the same way as PL intensity blinking, single QD PL decay were

dynamic in time, implying a common origin. Together the results suggested that both av-

eraging over inherent structural heterogeneities and temporal evolution in the PL dynamics

of single nanostructures contribute to the complex PL decays typically observed for QD

samples.

Subsequent to these measurements, it was demonstrated that changes in the PL decay

of single QDs could also be multiplexed with other parameters, such as PL intensity in

order to gain a deeper understanding of their behavior.[38] Such multiplexed experiments

were instrumental, for example, in challenging the long-standing hypothesis that charging

of nanocrystals alone was responsible for the blinking of QDs.[26]

1.2.4 Multiexciton Recombination

Unlike fluorescent organic molecules, QD nanostructures are capable of supporting

multiple excitations at the same time. These excitations can interact to form bound multi-

exciton states known as multiexcitons. The control of multiexciton behavior has important

ramifications for numerous applications of QDs. However, multiexcitons can be difficult

to study and ensemble approaches only capture averaged behavior. In 2011, the Bawendi

group demonstrated that photon correlation measurements employing a Hanbury Brown-

Twiss setup, could be used with a single QD optical microscope to study the multiexciton

properties of single QDs.[39] Specifically, this experiment was used to determine the effi-

ciency of biexciton (two electron-hole pairs) emission from an individual QD structure.

In QDs, Auger recombination is a main source for loss of multiexciton efficiency.

Therefore, the measurement of single QD biexciton quantum yield became the standard

way to probe Auger recombination in QD samples. A major finding of the initial report

was a considerable distribution of calculated single QD biexciton efficiency, which indi-

cated variable levels of Auger suppression between individual nanostructures. This varia-
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tion has since been corroborated by further studies and is speculated to result from slight

differences in the structures of QDs present in synthesized samples including surface and

crystal defects and chemical mixing at the interface of core-shell heterostructures.

1.3 Single Quantum Dot Electron Microscopy

1.3.1 Transmission Electron Microscopy

At the same time that single QD spectroscopy was being used to uncover new insights

into the photophysical behavior of QD nanostructures, electron microscopy was also being

employed to examine the structural nature of synthesized QD samples. Indeed, electron

microscopy have been an indispensable tool in the development of QD nanostructures. As

with single QD optical methods, a key advantage of electron microscopy is the ability to

probe QD samples at the level of individual structures. Electron microscopy techniques

further provide the most direct way to observe the many structural features of QDs. Tech-

niques such as transmission electron microscopy (TEM) are still the standard for the de-

termination of QD size and shape, and batch experiments readily yield useful information

about their distribution in nanocrystal samples.[40] At high-resolution, TEM can also dis-

pense vital information about QD orientation, morphology and crystal structure.[41]

1.3.2 Annular Dark-Field Scanning Transmission Electron Microscopy

Even though conventional TEM provides a highly useful probe of QD structure, TEM

micrographs can be difficult to interpret due to the nature of image formation. Phase-

contrast imaging in TEM rely on the presence of lattice fringes arising from the periodic

structure of the crystal lattice. However, this periodicity is broken at the surface of QDs and

nearby lattice defects which can complicate image interpretation. Another disadvantage of

TEM is that the technique also suffer from contrast inversions with defocus and changes in

the thickness of the sample. As a result, the structural detail that can be uncovered is often
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limited.[42]

Scanning transmission electron microscopy (STEM) techniques on the other hand pro-

vides a wealth of added information and afford micrographs that are easier to understand.

In particular, the use of STEM with high angle annular dark-field (HAADF) detectors uses

an incoherent imaging process, which produces images that can be directly related to the

structure of the object being observed. Additionally, the intensity of the signal depends

on the mass of the incident atom, providing atomic number contrast also known as Z-

contrast—this contrast follows a power law relationship, Zα , where α is between 1 and 2.

As a result of these advantages, HAADF-STEM can capture greater structural detail than

conventional TEM, including surface structure and can also be used to assess the chemi-

cal nature of QDs. Pioneering HAADF-STEM studies on QDs, for example, enabled the

chemical identification of the atoms terminating distinct facets of CdSe nanocrystals.[43]

The technique has also been used to visualize the nature of epitaxy in core-shell QD sam-

ples as well as in the observation of crystalline defects in these heterostructures.[44]

1.3.3 Energy Dispersive X-ray Spectroscopy

While HAADF-STEM imaging allows the identification of distinct chemical regions,

the intensity in the STEM micrographs contains both chemical and thickness information.

As a result, it can be difficult to discriminate the precise chemical structure of QD nanos-

tructures. For this measurement, it is therefore useful to look for other techniques which

the electron microscope may provide. An alternative method is energy dispersive X-ray

spectroscopy (EDS), which can be used with STEM to determine the spatial composition

of QD materials with high chemical precision.

STEM-EDS relies on the excitation and subsequent ejection of inner shell electrons of

the atoms in a sample. Outer shell electrons then fills the empty inner shell levels while

emitting X-rays of characteristic energy. As the STEM beam is scanned across the sam-

ple, the X-rays generated are measured and correlated with the beam position yielding the
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chemical composition of the material. In its infancy, the collection of high quality STEM-

EDS elemental maps would require long acquisition times that greatly increased the likeli-

hood of QD structural damage from the sustained electron dose. However, advancements

in EDS detector design and efficiency in the past ten years now enable the collection of sig-

nificantly higher X-ray counts from nanocrystal samples. The improved design allow these

silicon drift detectors (SSD) to be located closer to the sample, increasing the solid angle

for X-ray collection.[45] This improvement facilitates the acquisition of near atomically

resolved chemical maps long before the QD sample undergo any appreciable damage.

1.4 Correlation of Structure and Photophysics of the Same Quantum Dot

Both single QD spectroscopy and electron microscopy affords powerful tools to probe

the resultant array of structures often present in QD samples—revealing important micro-

scopic and divergent features. However, these measurements have largely been uncorre-

lated. In most single nanocrystal studies, the structures of several nanostructures are mea-

sured and the optical properties of a few single QDs are separately determined. Although

this approach provides valuable insight into the relationship between the structure and pho-

tophysics of QDs, it is also important to ascertain such relationships at the highest level of

detail. A comprehensive view of the interplay between structure and function is crucial to

achieving complete control over the behavior of QDs. Therefore, there also exists a need

measure the structure and optical properties of the same QD.

The first published attempt at correlating single QD optical measurements with struc-

tural information collected on the same nanostructures was by the Banin group in 2002.[46]

In this work, atomic-force microscopy (AFM) and single QD spectroscopy were used to si-

multaneously record a map of the topography and fluorescence from single QD nanostruc-

tures. This correlation proved to be very useful in revealing the presence of permanently

non-radiative or "dark" structures in QD samples detrimental to ensemble PL QYs. How-

ever, AFM lacks the resolution required to provide any valuable structural insight. There-
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fore, a link between the observed optical behavior and structure was not established. In

the same year, Basche et al.[47] reported a method using TEM to correlate atomic struc-

ture with optical measurements on the same QDs acquired before hand. One of the main

challenges encountered with this correlation approach was a high level of ambiguity in

matching the optical and structural information acquired for the same QD. This prohibited

the collection of comprehensive datasets necessary to understand how subtle changes in

QD structure impact optical behavior and ultimately influence the macroscopic properties

of QD samples.

Recently, Orfield et al.[48] developed and demonstrated a simple platform to unam-

biguously correlate optical properties with the structures of the same QDs. The method

utilizes inexpensive polymeric microshperes as placement markers such that the position

of structures of interest can be specified in a straightforward and reproducible manner.

This strategy facilitates a high fidelity in the classification of optical and atomic structural

information collected via optical and electron microscopy, overcoming major hurdles in

previous approaches. In addition, the simplicity of the correlation method enables large

scale investigations of the array of structures and divergent behaviors in synthesized QD

samples. Moreover, the strategy can be implemented using widely available optical and

high-resolution electron microscopes.

Using this correlation platform, Orfield et al. investigated the detailed effects of struc-

tural heterogeneity on the optical properties of QDs in the same sample.[48] This work

was the first to directly pinpoint and correlate specific surface defects to detrimental PL

behavior in QDs, such as blinking. In addition, crystal structure, QD orientation and shell

epitaxy were identified as important structural considerations that affect optimal perfor-

mance of QD nanostructures. This study demonstrated the utility of the advanced single

QD characterization methodology in providing additional insight into the properties that

emerge in QD nanostructures and into the role of structure.
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1.5 Overview

The aim of this dissertation is to: examine the interplay between the structure and

photophysics of different QD nanostructures using single QD characterization techniques;

emphasize the need to establish direct structure-function relationships at the single QD

scale to fully understand the properties of these complex nanostructures, and to provide an

example in which the photophysics and atomic structure of individual QD nanostructures

were correlated to acquire this information and uncover the role of surface roughness on

excited state behavior.

Chapter 1 of this dissertation lays the ground work and motivation for studying QD

nanostructures at the single QD scale, in order to unravel structure-function connections

necessary to further our understanding of their behavior. Chapter 2 outlines the implemen-

tation of the single QD experimental techniques used in this work.

In Chapter 3 the results of optical measurements on single CdSe-CdS core-shell nanos-

tructures with a built-in anisotropic strain on the CdSe core are presented. It was found that

the built-in strain narrowed the spectral line width of individual nanostructures and was

responsible for the high spectral purity observed in ensemble.

Chapter 4 demonstrates the development of environmentally friendly thick shell InP-

ZnSe core-shell QD structures as ’greener’ alternatives to prototypical CdSe-based QDs.

Optical spectroscopy on individual InP nanostructures showed that blinking of the PL can

be strongly suppressed—attributable to the presence of the large uniform shell—improving

their PL efficiency. However, the optical measurements also revealed variable levels of

blinking suppression between individual QDs. Structural characterization of the sample

uncovered morphological defects in the shell of a subpopulation of QDs, pinpointing a po-

tential structural factor that limited the performance of the material. These results suggest

that future endeavors to directly correlate the structural and optical properties of individ-

ual InP QDs should provide valuable feedback to further advance the development of the

non-toxic materials.
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Chapter 5 detail the use of the correlation strategy outlined in Chapter 2 to establish

such detailed structure-property relationships at the single QD scale. Applied to quantum-

dot-in-rod nanostructures, this correlation enabled the identification of surface roughness

as a crucial structural aspect to consider when engineering QDs with specific excited state

outcomes.

Finally, Chapter 6 concludes the work presented in this dissertation and additionally

offers perspective on possible future directions based on the findings and conclusions of

these studies.
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Chapter 2

Single QD Experimental Methods

2.1 Implementation of the Single Quantum Dot Optical Microscope

Investigation of the optical properties of single QDs requires instrumentation which

enables the resolution of individual nanostructures, allows for efficient excitation and light

collection and provides access to processes occurring at fast time scales. A schematic of

the experimental setup used in this work and modified from Dukes et al.[49] is shown in

Figure 2.1.

Figure 2.1: Setup of single QD optical microscope. A set of lasers are used to provide a suit-
able excitation beam that is directed to an objective to illuminate the sample. Fluorescence
from the QDs is collected by the same objective, filtered to remove any residual excitation
light, and the emitted light stream processed by a pair of single photon avalanche diodes
(SPADs) configured in a Hanbury-Brown and Twiss geometry. Additionally, the emission
can be directed to a CDD camera for wide-field imaging of the sample or a spectrometer
for spectral dispersion. See text for a full description of the setup and optical components.
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The primary excitation source is a turnkey pulsed diode laser (Picoquant, LDH-D-C-

405) producing pulses < 100 ps in duration at a wavelength of 405 nm, suitable for excita-

tion of visible and near-IR emitting QD nanostructures. The repetition rate is tunable from

31.25 KHz to 80 MHz using a stand-alone control driver (Picoquant, PDL 800-D). This

provides a wide range of pulse-to-pulse (2.5 ns - 32 µs ) separations that readily extends

the typical relaxation times of QD nanostructures. It is also possible to use the PDL driver

to operate the diode laser in continuous-wave (cw) mode. Average power outputs of the

diode laser are in the mW range.

Additional excitation sources are provided by an ultrafast laser system (CoherentTM).

A neodymium-doped yttrium orthovanadate (Nd:YVO4) cw laser (CoherentTM Verdi, 532

nm, 18W) pumps a 800 nm Ti:Sapphire (Ti:Al2O3) oscillator (CoherentTM Mira Basic 800)

with a repetition rate of 76 MHz. The output from the Mira is focused onto a frequency

doubling beta barium borate (1 mm β -BBO, Altos Photonics) nonlinear mixing crystal,

(angle-tuned for efficiency) to produce a 400 nm beam. Alternatively, the output from the

Mira is used to seed a Ti:Sapphire (Ti:Al2O3) regenerative amplifier (CoherentTM RegA

900). The energy of the 800 nm pulses from the RegA is amplified by a factor of ∼103

and the repetition rate of the pulses is lowered to 250 KHz. The RegaA output is frequency

doubled using a β -BBO nonlinear crystal to generate a 400 nm beam. Both outputs from

the Mira and Rega feature pulses of < 200 fs in duration and enable dynamics occurring on

very short time-scales, down to a few ps to be extracted from lifetime measurements.

Either excitation source is focused through a 20 µm pinhole to spatially filter the beam

before being re-collimated and passed through a motorized shutter, used to block excitation

prior to data collection. The beam is reflected from a 420 nm long pass (LP) dichroic

filter (Omega Optics, 3RD420LP, angle-tuned to maximize transmission at 420 nm) into an

inverted objective (Olympus UPLSAPO, apochromatic, water immersion, 1.2 N.A., 60x,

FN 26.5, WD 0.28, ∞/0.13-0.21) and brought into focus at the sample. A variable neutral

density (ND), can be inserted into the beam path to attenuate and control the laser power
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at the sample. Focusing is achieved using a cantilevered 3-axis piezoelectric scanning

stage (Thorlabs Inc., NanoMax, MAX303) interfaced with a piezocontroller (Thorlabs Inc.,

BPC203) to adjust the high of the sample. Fluorescence from the sample is collected by the

same objective and the resulting collimated beam passes through the dichroic filter and also

through a 450 nm LP filter (Omega Optics, 3RD450LP) to remove any residual scattered

or reflected excitation light.

The fluorescence beam is focused through a 150 µm pinhole and directed to a Han-

bury Brown-Twiss interferometer. This setup was realized using a 50/50 non-polarizing

beamsplitter cube and two single photon avalanche photodiodes (SPAD, Micro Photon De-

vices, $PD-050-0TC) configured so that half of the emitted photons is collected by each

SPAD. The TTL output of the two SPADs are connected to a time-correlated single photon

counting module with a time resolution of 4 ps (Picoquant, Picoharp 300) using an external

router (Picoquant, PHR 403). The electrical trigger (reference signal) for the Picoharp is

provided by the synchronization output of the driver of the diode laser. Alternatively, if the

output from the Mira or Rega is in use, a small portion of the beam is sent to a PIN photodi-

ode (Picoquant, TDA 200) used to generate the electrical trigger pulses. The overall timing

resolution of the system is approximately 34 ps. Flip mirrors inserted into the beam path

before the 150 µm pinhole can be used to direct the fluorescence beam to a spectrometer

(Ocean Optics, QE, 600 l/mm) equipped with a thermoelectric-cooled Hamamatsu, back-

illuminated charge-coupled device (CCD) to disperse fluorescence in the spectral dimen-

sion. The Flip mirrors can also direct the fluorescence to facilitate imaging onto an electron

multiplying (EM) CCD camera (EM-CCD, Andor iXonEM+, DU-897E-CSO-#BV).

The spatial resolution of the imaging setup was determined by imaging the fluorescence

from a single QD on a glass coverslip. The theoretical Rayleigh resolution (defined by

0.61λ /N.A.) of the system is 200 nm, when using an excitation wavelength of λ = 405

nm and a numerical aperture N.A. = 1.2. In practice, however, the spatial resolution of the

instrument was found to be less than the theoretical limit with a full-width at half-maximum
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(FWHM) of the the point spread function (PSF) of approximately 400 nm.

For wide-field excitation, a Kohler illumination lens ( f = 300 mm) is inserted into the

path of the laser before the dichroic filter. The Köhler lens focuses the beam to a point

just behind the microscope objective, so that the objective approximately recollimates the

beam at the sample to illuminate a large field of view (∼100 µm beam diameter). In this

configuration, the CCD camera is used to monitor the detection area. For imaging purposes

the CCD array is typically thermo-electrically cooled to -50 oC or less to reduce noise from

dark currents.

2.1.1 Principle of Time Correlated Single-Photon Counting

Time correlated single photon counting is a measurement technique that provides the

time resolution necessary to examine single QD emission after excitation. The technique

measures the time between an excitation event and subsequent emission of single photons.

Over time, many of these times are collected for the sample under investigation. The delay

times can then be binned to construct a histogram representative of the decay profile of

the emitter(s). This time decay provides an estimate of characteristic lifetimes. In prac-

tice, TCSPC requires a highly repetitive light source to accumulate a sufficient number of

time delays for an accurate representation of the dynamics of the emission process. The

technique allows measurement of emission dynamics on pico- to micro-second timescales.

For a typical TCSPC setup, a high repetition pulsed source (e.g. laser, LED) is used

for excitation and also provides the reference signal for the measurement of photon arrival

times. Following excitation, a single-photon detector (e.g. SPAD) registers single photons

emitted by the sample. The elapsed time T1 between an excitation and photon detection

event is recorded using standard TCSPC timing electronics (e.g. Picoharp 300). In practice,

the probability of registering more than one photon per excitation cycle is kept low so that

many cycles pass before the detection of a second photon event T2. In order to meet this

condition, the count rate at the detector is limited to at most 1 to 2% of the excitation rate
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Figure 2.2: Time-Correlated Single Photon Counting Principle. (Left) A QD emitter is
repeatedly excited by a pulsed laser and each single photon emission event detected by a
SPAD. The elasped time (∆T ) between an excitation and photon emission event is mea-
sured using TCSPC timing electronics (e.g. Picoharp 300). In the single photon regime,
many pulse cycles pass without registration of a photon event. (Right) A histogram of
photon arrival times is built up over many excitation-emission events. The profile and rate
constants (lifetime) of the decay provide insight into the exciton relaxation dynamics of the
QD nanostructure.

and prevent pile-up effects in the histogram of arrival times. The time card registers each

photon event and tags it in time relative to the last excitation pulse—typically resolved

down to a few picoseconds. After the collection of a sufficient number of photon events,

a histogram of the measured arrival times is constructed; this histogram can then be used

to determine the lifetime of the QD emitter under investigation and to examine processes

influencing exciton relaxation. The measurement process is demonstrated in Figure 2.2.

2.1.2 Photon Correlation

TCSPC modules are additionally suitable for measuring time correlations in the pho-

ton stream of individual QD nanostructures. These photon correlation studies are typically

realized using two single-photon detectors configured in a Hanbury Brown-Twiss interfero-

metric geometry.[50] In this setup, emitted photons are sent to one of the two single-photon

detectors on either side of a 50/50 beam-splitter with equal likelihood and the elapsed time

τ between consecutive pairs of photons recorded. Once a sufficient number of photons has
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been detected, a histogram of the photon-pair separation times is built up (under pulsed

excitation). This histogram can be described by the second-order correlation function,

g(2)(τ), of photon counts between the two detectors, given by:[51]

g(2)(τ) =
〈n1(t)n2(t + τ)〉
〈n1(t)〉〈n2(t + τ)〉

, (2.1)

where ni(t) is the number of photon counts registered on detector i at time t. In essence,

g(2)(τ) is proportional to the conditional probability of detecting a second photon at some

time t + τ , given that a photon was detected at time t.

2.1.2.1 Photon Antibunching

The second-order correlation function is often used to classify the nature of an emitter.

For a single photon emitter, as τ → 0, if n1(t) 6= 0, then n2(t + τ)≈ n2(t) = 0. Conversely,

if n2(t + τ) 6= 0, then n1(t) = 0. This means that if a single photon is detected as a result

of excitation by a single laser pulse, it is impossible for a single photon emitter to generate

another photon that could be registered simultaneously on a second detector. This leads to

a lack of correlation counts between the two detectors at zero time delay. Therefore, as the

time delay τ approaches zero, the second order correlation function also goes to zero:

lim
τ→0

g(2)(τ)→ 0 (2.2)

This behavior of g(2)(τ) is a signature of photon antibunching and results from the fact

that a single emitter can only emit one photon at a time. Under pulsed excitation photon

antibunching produces a g(2)(τ) trace similar to the one shown in Figure 2.3. The dip in the

counts of the center peak at zero time delay demonstrates that the single emitter cannot emit

two photons following excitation by a single pulse. Antibunching can therefore provide a

sort of litmus test for the presence of a single QD. The observation of the antibunching

effect in QDs also demonstrates that single QDs indeed can act as artificial atoms.[50]
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Figure 2.3: Illustration of second-order photon correlation (g(2)(τ)) measurement for a
single QD. Inset: Schematic of Hanbury Brown-Twiss dual-detector setup used to register
separation times between pairs of photons. Under pulsed excitation, the g(2) trace is made
up of a series of individual peaks. Side peaks (τ = ±Trep) correspond to photon pairs
from separate excitation pulses, where as the central feature (τ = 0) originate from the
arrival of photon pairs following excitation by a single pulse. For a single photon emitter,
the amplitude of this central peak is close to zero, demonstrating photon antibunching.
However this peak can be non-zero in QDs due to emission from multiexcitons. In the
limit of weak excitation intensities, the ratio of the areas under the center and side peaks
approximately gives the biexciton quantum yield.
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2.1.2.2 Biexciton Quantum Yield

Although the g(2)(τ) signal is often used to distinguish individual QDs from multiple

emitters, single QD nanostructures rarely show complete antibunching (g(2)(τ → 0) = 0).

For instance, it has been shown that the ratio of the integrated areas of the center and side

peaks of the g(2) trace for a QD nanostructure typically has a finite value (Figure 2.3). This

occurrence arises due to the ability of single QDs to support multiexcitons, created when

the QD absorbs multiple photons (N) from the same excitation pulse. In the limit of low ex-

citation intensity (when 〈N〉 � 1), biexcitons (two electron-hole pairs) dominate. In QDs,

biexcitons typically recombine non-radiatively, but a subset of generated biexcitons may

undergo radiative recombination. When a biexciton recombines radiatively, two photons

are promptly emitted one after the other. Biexciton emission events are therefore registered

as photon pairs originating from the same excitation pulse and are responsible for the peak

at zero time delay (τ = 0) in the photon-correlation trace.

Furthermore, it can be shown that the ratio of the integrated areas of the center and side

peaks, g(2)0 , is quantitatively related to the biexciton quantum yield (BX QY):[39]

g(2)0 ≡
∫

∆t
−∆t g2(τ)dτ∫ trep+∆t

trep−∆t g2(τ)dτ

≈ ηBX

ηX
(2.3)

where ηBX and ηX are the biexciton and single exciton quantum yields, respectively. There-

fore, the g(2)(τ) measurements additionally permit direct access to study the recombination

processes of biexcitons in single QDs.

25



2.2 Implementation of Correlated Measurement of the Atomic Structure and

Photoluminescence of the Same Quantum Dot

2.2.1 Sample Preparation

For a typical correlation sample preparation, polystyrene latex microspheres (Ted Pella,

No. 610-38, 1µm) dispersed in aqueous solvent are dropcast onto a TEM substrate (Ted

Pella, PELCO Ultra-Flat -8 nm- Silicon Dioxide Support Film). The substrate consist a

flat 8 nm thick silicon dioxide (SiO2) support film, grown on top a silicon wafer and over-

laid with a silicon nitride (Si3N4) mesh to form several grid windows. For examination

of the same QD nanostructures in both an optical and electron microscope, the choice of

substrate is of great importance. An appropriate substrate should be transparent to both

light and an intensely focused electron beam. In addition, it should also show minimal flu-

orescence at the photoluminescence wavelengths of the structures under investigation and

should not quench their emission. The SiO2 support films are well suited for this purpose.

Furthermore, although SiO2 is an electrically insulating material, the ultra-thin support

films show minimal charging effects when imaging in an electron microscope. Upon de-

position, the polystyrene beads naturally group together into distinctive patterns that are

easily discernible when imaging with a fluorescence or electron microscope. Figure 2.4

shows an example TEM micrograph of the unique assemblies of the polystyrene beads that

result when cast on the TEM support films. After the deposition of the polystyrene mark-

ers, a dilute solution of nanocrystals (∼ 1 nM) dispersed in common organic solvent such

as hexanes or toluene is dropcast onto the support film and allowed to dry. The prepared

TEM substrate is then stored and transported in a grid holder.
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Figure 2.4: Transmission electron micrograph of polystyrene beads deposited on a SiO2
support film. The beads randomly group together to form a sparse collection of features
with unique shapes, orientation and connectivity. These formations allow different regions
of the substrate to be readily identified.
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2.2.2 Correlation Strategy

Figure 2.5 illustrates the general approach for the correlation of single QD optical be-

havior with atomic structure. The polystyrene patterns serve as placement beacons to fa-

cilitate instrument relocation and fast and precise localization of the same QD structures.

The simple approach for the collection of fluorescence and atomic structural information

from the same nanostructures is illustrated in Figure 2.6. This strategy can be implemented

using widely available instrumentation without modifications to the optical or electron mi-

croscope.

28



Figure 2.5: A simple, general approach to correlate single QD optical behavior with atomic
structure. Polystyrene beacons enable fast and accurate localization of QD structures

Figure 2.6: Overview of the correlation workflow. A low density of QDs is deposited
on a TEM SiO2 support grid with polystyrene placement markers to facilitate instrument
relocation and rapid acquisition of optical and structural data from the same nanostructure.
The grid is first positioned for optical imaging in a fluorescence microscope then relocated
and imaged in an electron microscope.
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2.2.3 Optical Microscopy

For single QD optical spectroscopy, the support film is placed on a glass coverslip and

mounted onto the custom-built inverted fluorescence microscope described in Section 2.1.

The support film is then centered over the objective using the adjustments of the piezo stage.

In order to bring the image of the sample into focus the piezo stage is adjusted so that the

laser beam is focused at the coverslip and is also partly reflected back along the incident

path. In the fluorescence microscope, residual fluorescence from individual polystyrene

microspheres provides the requisite signal to resolve their formations. Fluorescence imag-

ing of the sample is done using wide-field Köhler illumination.

An example wide-field fluorescence image of a correlation sample recorded on the CCD

array is shown in Figure 2.7. Large fluorescent features correspond to polystyrene assem-

blies and are easily distinguished from localized spots resulting from single QD fluores-

cence. The polystyrene beads are used to map positional information for identifying the

same QDs in the electron microscope.

Figure 2.7: Wide-field fluorescence imaging of single QDs on a SiO2 support film
preloaded with polystyrene beacons. The image is constructed from the fluorescence max-
imum of each pixel over a 5 minute period. Large fluorescent features correspond to
polystyrene assemblies and are easily distinguished from localized spots resulting from
single QD emission.
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2.2.4 Electron Microscopy

Subsequent to fluorescence imaging and collection of optical information from indi-

vidual QD nanostructures, correlation samples are imaged in an electron microscope to

retrieve atomic level structural information from the same QDs. Electron micrographs are

acquired using a Tecnai Osiris electron microscope, typically operating at 200 kV, with a

tunable beam current chosen to reduce potential charging effects. Imaging of the sample is

primarily carried out in HAADF-STEM mode. Higher imaging contrast in HAADF-STEM

compared to HRTEM better facilitates the localization of individual QDs at low imaging

magnifications. The polystyrene landmarks deposited on the substrate are used to orient

the sample in the electron microscope and to locate areas of interest.

Figure 2.8 shows a scanning transmission electron micrograph of the same area of the

support film outlined in Figure 2.7. The unique assembly and distribution of the polystyrene

beacons on the SiO2 substrate were used to align and orient the correlation grid and to close

in on the region of interest. The same QDs detected during fluorescence imaging are readily

identifiable and are enclosed in red circles. This demonstrate the ease and high specificity

of the technique. Additionally, the method is uniquely situated to identify non-emissive or

"dark" structures that do no show up in fluorescence imaging, two of which are denoted by

white circles in Figure 2.8.
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Figure 2.8: Localization of the same single QDs in an electron microscope. Scanning
transmission electron micrograph of the highlighted area of the support film in Figure 2.7.
Red circles denote the location of the fluorescing QDs. Non-emissive "dark" QDs are
enclosed in white circles.
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Chapter 3

Spectroscopy of Single Biaxially Strained Colloidal Quantum Dots1

3.1 Introduction

Colloidal quantum dot (QDs) are solution-processed semiconductor nanomaterials whose

photophysical properties not only depend on their material composition but also their phys-

ical structure. As a result, QDs present remarkable opportunities to engineer materials tai-

lored for a diverse range of optical applications. In addition to size- and shape-dependent

optical and electronic properties,[52] QDs can be made with high quantum yields[53] and

photo-stability.[54] Combined with the ability to process them from solution, QDs are of in-

terest for incorporation into light-emitting devices,[55] displays,[7] biological imaging,[8]

lasers[56] and photon sources for quantum technologies.[57] Despite their potential, for ap-

plications such as displays and biological multiplexing that require high spectral purity, as

synthesized photoluminescence line widths of individual QDs (homogeneously broadened)

remain sufficiently broad, thereby limiting optimal performance.

One factor that influences the emission line width of single QDs is that the band-edge

exciton (lowest energy electron-hole pair) can comprise multiple electronic states.[58] For

example, in CdSe QDs the band-edge exciton is spread among eight states at room tem-

perature, several of which are optically active.[59] Therefore the room temperature pho-

toluminescence is expected to exhibit contributions from multiple emissive states. For

this reason Fan et al. experimented with the application of strain as a means of increas-

ing the splitting the band-edge transitions to tighten the emission line width of QDs.[6]

Strain provides a unique opportunity to control the properties of QDs and contribute an

1Adapted with permission from Fan, F.; Voznyy, O.; Sabatini, R. P.; Bicanic, K. T.; Adachi, M. M.;
McBride, J. R.; Reid, K. R.; Park, Y.-S.; Li, X.; Jain, A.; Quintero- Bermudez, R.; Saravanapavanantham,
M.; Liu, M.; Korkusinski, M.; Hawrylak, P.; Klimov, V. I.; Rosenthal, S. J.; Hoogland, S.; Sargent, E. H.
“Continuous-Wave Lasing in Colloidal Quantum Dot Solids Enabled by Facet-Selective Epitaxy” Nature
2017, 544, 75-79. Nature Publishing Group.

33



additional modality to existing paradigms such as size, shape and band structure engineer-

ing through heterostructuring.[60] Interestingly, by engineering QD nanostructures with

a built-in anisotropic biaxial strain, Fan et al. achieved narrower ensemble photolumines-

cence line widths compared to QDs synthesized by other methods. However, it was unclear

whether the improvement resulted from narrower single QD lineshapes due to changes to

the exciton electronic structure; or from a high structural uniformity—due to the developed

synthesis procedure—which minimizes sources of inhomogeneous broadening.

As mentioned in Chapter 1, single QD spectroscopy is a vital tool for studying the

behavior of QDs. By investigating QDs one at a time, both the intrinsic properties of in-

dividual nanocrystals and the effects of structural heterogeneity can be probed, thereby

enabling a deeper understanding of the photophysics of QDs.[16] Here, single QD fluo-

rescence spectroscopy is used to investigate the optical properties of individual biaxially

strained QDs and to explore the structural origin of the narrow emission. Specifically, pho-

toluminescence line width measurements were carried out on individual biaxially strained

QD nanostructures and compared to conventional QDs in which a uniform strain is applied.

In addition the blinking behavior and multiexciton recombination efficiency of the biaxially

strained structures are examined.

3.2 Biaxially Strained QD Nanostructures

In order to arrive at QD nanostructures with the desired built-in anisotropic strain, a

two-step facet-selective epitaxy scheme was employed to grow core-shell heterostructures

with an asymmetric compressive shell. This approach takes advantage of the varying re-

activities of the crystal facets at the complex surfaces of QDs.[61] Starting with inherently

prolate wurtzite CdSe cores, a combination of shell precursors and surfactants were used

to coordinate the growth of an asymmetric CdS shell in an oblate shape (see Methods for

details). A second uniform shell growth step was necessary to fully passivate the CdSe core

and to increase the photoluminescence quantum yield above 90%.
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Figure 3.1 a shows a high-angle annular dark-field scanning transmission electron mi-

croscopy (HAADF-STEM) image overlaid with an energy dispersive X-ray spectroscopy

(EDS) chemical map of the core-shell QDs which clearly depicts the asymmetric coverage

of the shell. The chemical maps also reveal that the CdSe cores are off-centered inside the

oblate CdSe shell but remain passivated on all sides. The lattice mismatch between CdSe

and CdS ( 3.9%)[62] induces a compressive pressure on the CdSe core. In the case of the

asymmetric QD heterostructures, this strain is anisotropic and is applied in the two direc-

tions perpendicular to the main crystallographic axis (c-axis) of the CdSe core. Figure 3.1b

shows a high-resolution transmission electron microscopy (HRTEM) micrograph of one of

the asymmetric core-shell structures oriented on edge and viewed along the [1230] zone

axis. Visible bending of the crystal lattice on one (right) side of the nanocrystal and in the

region of the CdSe core is a key signature of lattice strain. Mapping the displacement of

the local lattice in the direction of the c-axis (x-direction) shows stronger deviation from

the underlying CdS, approaching undistorted CdSe, implying that the strain along this axis

has been released. However, in the perpendicular direction (y-direction) the lattice spacing

remains closer to CdS, indicating stronger compression of the CdSe core, confirming the

hypothesized biaxial strain.
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Figure 3.1: Structural, chemical and optical characterization of biaxially strained QD sam-
ple. (a) STEM-EDS chemical map of the asymmetric CdSe-CdS core-shell QD nanos-
tructures. (b) High-resolution TEM micrograph of a biaxially strained QD (left) and cor-
responding local lattice constant mapping (right) indicating the built-in biaxial strain. (c)
Absorption (green) and photoluminescence (red) spectra of the biaxially strained QDs. ∆

represents the energy splitting of the first exciton peak and kT denotes the thermal energy
at room temperature.

Absorption and photoluminescence spectra of a sample of the biaxially strained QDs

are presented in Figure 3.1c. The lowest energy absorption peak, corresponding to transi-

tions at the band-edge of CdSe is split into two. In the effective mass approximation, this

splitting, denoted as ∆, is ∼ 55 meV and separates the heavy and light hole valence bands

within the first exciton manifold.[58] In contrast, for conventional symmetric CdSe-CdS

QDs in which strain is uniformly applied to the CdSe core (i.e. hydrostatic strain), ∆ is

comparable to the thermal energy (kT ∼ 25 meV) at room temperature. The additional
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splitting of the states at the band-edge of the biaxially strained QDs is therefore attributed

to the anisotropic pressure of the CdS shell on the CdSe cores which induces a defor-

mation potential that is felt differently by heavy and light hole states.[63] The biaxially

strained QDs also exhibit exceptionally narrow ensemble PL line width (full-width at half-

maximum (FWHM) of 54 meV, (∼ 17 nm)) at room temperature. This represents a higher

spectral purity compared to the narrowest lineshape observed for conventional core-shell

QD structures (63 meV, (∼ 20 nm)).[53]

3.3 Optical Spectroscopy of Individual Nanostructures

3.3.1 Role of Strain on Single QD Spectral Line Width

To further characterize the biaxially strained QDs and explore the origin of the nar-

row ensemble emission, single QD photoluminescence measurements were carried out on

individual nanostructures (see Methods for details). Figures 3.2a,b shows representative

room temperature photoluminescence spectra of single biaxially strained and conventional

hydro-statically strained QDs (grown with the same size CdSe cores and similar QD vol-

ume (see Methods)) fit to a Lorentzian function. A short integration time (50 ms) and low

excitation intensities (5-10 W/cm-2) were used to minimize the influence of spectral wan-

dering on the lineshape of the QDs.[33] Remarkably, the average extracted homogeneous

single QD FWHM for biaxially strained nanostructures (33 ± 4 meV (∼ 10 nm)) is twice

as narrow as the single QD spectral width for conventional QDs (62 ± 8 meV (∼ 20 nm))

(Figure 3.2c,d). This two-fold reduction of the single QD line width in biaxially strained

structures can be explained by the increased splitting of the band-edge exciton states (in

excess of the thermal energy) due to the built-in anisotropic pressure on the CdSe core. As

a result, emission originates from the energy levels nearest the band-edge of the QDs.

The single QD spectral investigation also indicate that the narrow single particle line-

shapes are responsible for the narrow photoluminescence peak of the biaxially strained
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QDs in ensemble. Even so, the ensemble spectrum is still more than 60% broader than

the average single QD line width, indicating a notable degree of structural non-uniformity

throughout the sample despite a narrow (∼ 4%) size dispersion and uniform shapes. This

suggests that slight variations in the morphology, chemical or surface structure of the QDs

may still contribute to broadening of the ensemble line width. Additionally, it may be pos-

sible that the sample lacks a uniform distribution of the built-in biaxial strain. In any case,

the single QD spectral observations highlight the sensitive nature of QD photophysics to

minute structural variations and also demonstrate that the already impressive purity of the

ensemble emission of the biaxially strained QDs can be further refined with improvements

to the synthetic methodology.
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Figure 3.2: Single QD photoluminescence spectra. Photoluminescence spectra of a single
biaxially (a) and hydro-statically (b) strained QD fitted to a Lorentzian function. The bin
time for the single QD spectral measurements is 50 ms. (c) Distribution of the emission
line width and peak position of n=26 single biaxially strained QDs. (d) Distribution of the
emission line width and peak position of n=24 single biaxially strained QDs. Dashed lines
indicate average line widths and peak positions.

3.3.2 Blinking Behavior

In Figure 3.3a the time-dependent evolution of the intensity of the exceptionally nar-

row emission from a single biaxially strained QD is presented along with a histogram of

the intensity distribution. The emission is observed to randomly cycle between ’ON’ and

’OFF’ intensity periods under constant excitation. This intermittent behavior, known as

blinking,[19] can be an intrinsic property of QDs and is detrimental to their use in many

applications. At the ensemble level, blinking leads to sub-unity average quantum yields and

darkens the photoluminescence intensity.[64] Photodarkening limits QDs as stable output
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sources under high flux excitation, such as in solid-state lighting. As single emitters, long

blinking OFF events impede the use of QDs as probes for biological tracking and as single-

photon sources in quantum optics applications. Therefore, QDs with suppressed blinking

are desirable in a number of use cases.

To qualify the blinking suppression in the asymmetric QD structures the average time

fraction that the QDs stay ON over the course of the measurement was retrieved from indi-

vidual particles. ON and OFF periods are determined using an intensity threshold (dashed

red line Figure 3.3a). This threshold was chosen as 4-6 standard deviations above the back-

ground level of the detector. The distribution of the ON time fraction extracted for 92

biaxially strained QDs is presented in Figure 3.3b. The average ON time fraction is∼ 90%

with ∼ 20% of the QDs displaying an ON time fraction in excess of 95%. These values

support strong suppression of blinking in the asymmetric core-shell QDs and are similar

to values reported for conventional CdSe-CdS QDs.[53] The high ON time fraction also

indicate that surface traps typically implicated in QD blinking are well passivated in the

biaxially strained heterostructures as is evident from the high photoluminescence yields in

ensemble.

Figure 3.3: Blinking behavior of biaxially strained QDs. (a) Representative time-dependent
photoluminescence intensity trace (left) and corresponding intensity distribution (right) of
a single biaxially strained QD. The bin size of the intensity trace is 50 ms. The dashed red
line represent the chosen threshold between ON and OFF states used to determine the ON
time fraction. (b) Distribution of blinking ON time fraction (n=92).
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3.3.3 Multiexciton Recombination Efficiency

The single QD measurements additionally facilitate the assessment of multiexciton re-

combination processes in the biaxially strained structures. Efficient multiexciton recombi-

nation in QDs is desirable in applications requiring high pump fluences (when multiexci-

tons are most likely to form), such as in optical amplification and lasing and as entangled

photon sources for quantum technologies.[65, 66] To investigate the effect of biaxial strain

on multiexciton recombination, if any, second-order photon correlation functions, g(2)(τ),

were acquired using a Hanbury-Brown Twiss interferometric setup to probe the recombi-

nation of biexcitons (BX)—two electron-hole pairs—in single QDs. The g(2)(τ) measure-

ments (Figure 3.4a) depict the likelihood of BX emission from a single QD following BX

formation due to sequential photon absorption by a single excitation pulse.[39] When a QD

emits two photons in succession after excitation by one pulse, a count is registered near the

zero-time delay center peak (τ = 0). Side peaks correspond to photon pairs from separate

excitation pulses. The ratio of the areas under the center and side peaks is typically used to

determine the biexciton quantum yield (BX QY) relative to the single exciton yield.

Figure 3.4: Single QD biexciton quantum yield. (a) Example g2(τ) measurement for a
single QD. (b) Biexciton quantum yield determined from g2(τ) traces for 30 QDs. Average
BX QY values are indicated by solid red circles.
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The BX QY of several biaxially strained and conventional CdSe-CdS QDs calculated

from their g(2)(τ) function are presented in Figure 3.4b. Average estimated BX QY of the

asymmetric and conventional QDs are ∼ 0.10 and ∼ 0.11 respectively. Factors known to

correlate to BX efficiency in QDs, such as core size and QD volume were kept the same

between the two QD types.[67] The similar efficiency of BX recombination in both QD

samples therefore indicate that the built-in anisotropic pressure in biaxially strained does

not considerably influence the likelihood of multiexciton emission. This result was ex-

pected as the built in strain should not affect the processes known to govern the efficiency

of multiexciton emission.[65] Low average BX QY of the biaxially strained QDs also sug-

gest that non-radiative decay of multiexcitons remain efficient. Interestingly, we observe an

appreciable spread of the BXQY values in both biaxially strained (∼ ±0.021) and conven-

tional QDs (∼ ±0.013). Similar QD-to-QD inhomogeneity in BX QY have been reported

elsewhere[68] and is thought to reflect the sensitive nature of the processes (e.g. Auger

recombination[69]) that control multiexciton efficiency to subtle changes in QD structure.

In the case of the biaxially strained structures studied here, the distribution may derive from

minute fluctuations in the thickness of the second passivating shell layer, heterogeneity in

the passivation of the [0001] facet of the CdSe core or subtle variations in the quality and

smoothness of the core-shell interface.[39, 67] Furthermore, varied BX QY among the bi-

axially strained QDs revealed by single QD detection suggest that their structures can be

altered to optimize the emissive behavior of multiexcitons.

3.4 Conclusion

To summarize, we have studied the optical properties of single biaxially strained QDs.

The built-in anisotropic strain in the core-shell QD nanostructures distorts the underly-

ing CdSe lattice and spreads the band-edge states of the electronic structure. As a result,

the QDs feature ultra narrow single QD line widths and the ensemble lineshape remains re-

markably narrow. Optical spectroscopy on individual nanostructures was key in connecting
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the strain-induced lattice distortions to this reduction of the spectral line width. Combined

with a high photoluminescence quantum yield and minimal blinking these nanostructures

meet a number of important specifications for the implementation of QDs in technologies

ranging from displays and solid-state lighting to biological multiplexing and tracking. In

addition, although multi carrier emission efficiencies remain low and unaffected by biaxial

strain, the biaxially strained QDs were found to be excellent lasing materials. Fan et al

discovered that in addition to narrowing the emission lineshape, splitting of the band edge

states alters the room temperature condition for achieving population inversion, effectively

lowering optical gain thresholds in comparison to conventional QDs. In conjunction with

a narrowed spectral line width, this reduced gain threshold facilitated the demonstration of

steady-state lasing from a solid array of the biaxially strained QD structures.[6]

The single QD measurements further reveal significant lineshape broadening and some

heterogeneity in the BX QY of the biaxially strained QDs—otherwise hidden in ensemble

investigations. This variability in the optical performance of single QDs can be attributed

to a level of structural non-uniformity present in the QD sample and emphasize an intimate

link between QD behavior and structure. Establishing correlated structure-function rela-

tionships between single biaxially strained QDs should enable a deeper understanding of

the sources of performance variations and inform further synthetic refinement of these al-

ready impressive QD nanostructures. In Chapter 5 we demonstrate the utility of a method

to correlate the optical and structural properties of single QD nanostructures to establish

this connection.

3.5 Experimental Methods

Materials

Cadmium oxide (CdO, > 99.99%), sulfur powder (S, > 99.5%), selenium powder (Se,

> 99.99%), oleylamine (OLA, > 98% primary amine), octadecene (ODE, 90%), oleic acid

(OA, 90%), tri-octylphosphine (TOP, 90%), tri-butyl phosphine (TBP, 97%), tri-octylphosphine
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oxide (TOPO, 99%), octadecylphosphonic acid (ODPA, 97%), 1-octanethiol (> 98.5%),

thionyl chloride (SOCl2), toluene (anhydrous, 99.8%), hexane (anhydrous, 95%), acetone

(99.5%) and acetonitrile (anhydrous, 99.8%) were purchased from Sigma-Aldrich and used

without further purification.

CdSe QD synthesis

CdSe QDs were synthesized by upscaling an existing literature procedure by 8 times.[70]

QDs exhibiting an exciton peak at 590 nm were synthesized as a result of ∼3 min growth.

Syntheses of Cd-oleate and TOPS

2.98 g CdO was fully dissolved in 40 mL oleic acid at 170 oC under vacuum and then

nitrogen to get Cd-oleate. TOPS was prepared by mixing and magnetically stirring 960 mg

sulfur powder in 16 mL TOP inside the glovebox.

Biaxially strained QD synthesis

The first asymmetric shell was grown as follows: By measuring the absorbance at peak

exciton (590 nm) with 1 mm path length cuvette, we quantified CdSe QDs.[71] A 5.8 mL

CdSe QDs in hexane dispersion with an optical density of 1 at the exciton peak was added

to a mixture of 42 mL ODE and 6 mL OLA in a 500 mL flask, and pumped in vacuum at

100 oC to evaporate hexane, then the solution was heated to 300 oC and kept for 0.5 h. As-

prepared 9 mL Cd-oleate was diluted in 15 mL ODE and 3 mL TOPS in 21 mL ODE as a

sulfur precursor, respectively. Cd-oleate and TOPS solutions were injected simultaneously

and continuously at a rate of 6 mL/h.

The second uniform shell was grown as follows: 4 mL Cd-oleate diluted in 20 mL ODE

and 427 µL octanethiol diluted in 23.6 mL ODE were continuously injected at a speed of

12 mL/h to grow the second shell. The reaction temperature was elevated to 310 oC before

injection. After 13 mL injections of Cd-oleate in ODE solution, 5 mL oleylamine was

injected into the solution to improve the dispersibility of the QDs.

Core-shell QD purification

When the injection was complete, the final reaction mixture was naturally cooled to
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∼50 oC and transferred into 50 mL plastic centrifuge tubes, no anti-solvent was added

and the precipitation was collected after 3 min centrifugation at a speed of 6000 rpm. 20

mL hexane was added into the centrifuge tubes to disperse the QDs, and acetone was added

dropwise until the QDs started to aggregate. The precipitation was collected again by 3 min

centrifugation at a speed of 6000 rpm, this dispersing and precipitate process was repeated

3 times to completely remove smaller CdS QDs. The final QDs were re-dispersed in octane

with first exciton peak absorbance in 1 mm path length fixed as 0.25.

Hydrostatically strained QD synthesis

Conventional symmetric QDs were synthesized through modifying a published method.[53]

A 8.8 mL CdSe core dispersion with an optical density of 1 at the exciton peak 590 nm was

added to a mixture of 24 mL ODE and 24 mL OLA in a 500 mL flask, and pumped in

vacuum at 100 oC to evaporate hexane, then the solution was heated to 310 oC and kept for

0.5 h. 6 mL as-prepared Cd-oleate was diluted in 18 mL ODE and 640 µL octanethiol in

23.36 mL ODE as sulfur precursor. Cd-oleate and octanethiol solutions were injected si-

multaneously and continuously at a rate of 12 mL/h. After injection, 4 mL OA was injected

and the solution was further annealed at 310 oC for 10 min.

Absorption and photoluminescence measurements

QDs in hexane dispersion were collected into a 1mm path length quartz cuvette and

measured on a Cary 60 UV-VIS spectrometer over an excitation range from 400 to 800 nm.

PL spectra were collected on a PTI QuantaMaster fluorescence spectrophotometer using a

75 W Xe arc lamp as the excitation source. PL was measured with a 1 sec. integration time

and a 1 nm slit width.

Transmission electron microscopy

HRTEM and STEM-EDS samples were prepared by adding a drop of the solution of

QDs onto an ultrathin-carbon film on lacey-carbon support film (Ted Pella 01824) and were

baked under high vacuum at 165 oC overnight and subsequently imaged using a Tecnai

Osiris TEM/STEM operating at 200 kV. Drift-corrected STEM-EDS maps were acquired

45



using the Bruker Esprit software with a probe current on the order of 1.5 nA and about 0.5

nm probe size.

Single QD optical spectroscopy

To obtain single-QD photoluminescence measurements, dilute solutions of QDs in hex-

anes were drop-cast on quartz substrates. Single-particle photoluminescence measurements

were conducted using a custom-built epifluorescence microscope modified from Dukes et

al.[49] Samples were excited by a 400 nm, frequency-doubled 76 MHz Ti:Sapphire pulsed

laser or with a 405 nm PicoQuant pulsed diode laser operating at a repetition rate of 1

MHz using low powers (5-10 W/cm-2). Photoluminescence was collected through a water-

immersion Olympus objective with a numerical aperture of 1.2. A flip mirror is used to

project the emission individual QDs onto the entrance slit of an Ocean Optics QE spec-

trometer (600 lines mm-1) equipped with a Hamamatsu, back-illuminated cooled charge-

coupled device (CCD) array for detection. Time series of integrated spectra were acquired

at room temperature with integration times of 50 ms. For blinking analysis the photolu-

minescence from individual QDs was imaged onto an electron-multiplying charge coupled

device (EM-CCD). Time-dependent intensity traces were recored at 20 KHz (50 ms per

frame). A Hanbury-Brown Twiss interferometric setup was used to measure the second-

order intensity correlation function, g2(τ).
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Chapter 4

Development and Single Particle Characterization of Cadmium-free Thick-Shell InP-ZnSe

Quantum Dots1

Thick-shell (> 5 nm) InP-ZnSe colloidal quantum dots (QDs) grown by a continuous-

injection shell growth process are reported. The growth of a thick crystalline shell is at-

tributed to a high temperature, slow growth process and the relatively low lattice mismatch

between the InP core and ZnSe shell. In addition to a narrow ensemble photoluminescence

(PL) line-width (∼ 40 nm), single particle emission measurements indicate that blinking is

suppressed in these heterostructures. More specifically, high single dot ON-times (> 95%)

were obtained for the core-shell QDs. Further, high-resolution energy dispersive X-ray

(EDS) chemical maps directly shows for the first time significant incorporation of indium

into the shell of the InP-ZnSe QDs. Examination of the atomic structure of the thick-

shell QDs by high angle annular dark field scanning transmission electron microscopy

(HAADF-STEM) reveals structural defects in sub-populations of particles that may mit-

igate PL efficiencies (∼ 40% in ensemble), providing insight towards further synthetic re-

finement. These InP-ZnSe heterostructures represent progress toward fully cadmium-free

QDs with superior photo-physical properties important in biological labeling and other

emission-based technologies.

4.1 Introduction

Colloidal semiconductor nanocrystals, also known as quantum dots (QDs), offer great

promise as ideal optical materials for a number of emission-based technologies. Indeed,

QDs have recently been popularized by their use as phosphors in wide-gamut, high bright-

1Adapted with permission from Reid, K. R.; McBride, J. R.; Freymeyer, N. J.; Thal, L. B.; Rosenthal,
S. J., "Chemical Structure, Ensemble and Single-Particle Spectroscopy of Thick-Shell InP–ZnSe Quantum
Dots" Nano Letters 2018 18 (2), 709-716. Copyright 2018 American Chemical Society.
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ness displays.[72] In biology, QD labeling strategies developed for single molecule tracking

allow detailed mapping of cellular and neuronal processes over extended periods.[73] QDs

have also been developed for use in solid-state lighting,[55, 74] luminescent solar con-

centrators (LSCs),[5] low threshold solution-processed lasers,[6] and as single and entan-

gled photon sources.[50, 75] However, the bulk of progress towards the commercialization

of QD technologies has so far centered on the development of cadmium-based materi-

als, which are optically active at visible wavelengths and are fairly easy to synthesize with

high quality photo-physical properties.[40, 53] With concerns over the toxicity of cadmium

[76] and recent restrictions on its use in consumer products, considerable effort has been

devoted to developing copper-indium chalcogenides and indium phosphide (InP) QDs as

cadmium-free alternatives.

InP is of particular interest due to its size-tunable emission over the visible and near

infrared spectral range (band gap ∼ 1.35 eV) and lower intrinsic toxicity.[77] However,

compared to ubiquitous cadmium selenide (CdSe) QDs, InP QDs suffer from syntheti-

cally induced broad size distributions, have relatively low photoluminescence (PL) quan-

tum yields (QY) and poor environmental stability.[78] While significant attention has been

given to improving these aspects of InP QDs,[79–81] InP QDs are further characterized by

strong PL instability/blinking at the single dot level,[20] where the intensity of the emis-

sion from individual nanocrystals cycles between high and low values under continuous

excitation.[19] PL blinking limits the use of QDs in single-molecule tracking experiments,

as stable single-photon sources and in other emission-based applications. The most proven

strategy to minimize blinking in QDs has been to encapsulate the QD core in a thick crys-

talline inorganic shell.[54, 82] In this way, excited charge carriers are decoupled from the

nanocrystal surface and surrounding environment.

In this work, we encapsulate InP QDs in a thick (> 5 nm) crystalline zinc selenide

(ZnSe) shell. Thick-shell growth is credited to slow continuous injection of the shell mate-

rial at high temperature and a small lattice mismatch [11] (3.4%) between the core and shell
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material. Concomitantly, high-resolution chemical maps of the QDs provides evidence for

alloying of indium into the shell, which could further facilitate thick shell growth. The

resulting core-shell heterostructures exhibit significant room temperature blinking suppres-

sion, characterized by ON-time fractions that can exceed 95% despite a modest PL QY in

ensemble. Using high-angle angular dark-field scanning transmission electron microscopy

(HAADF-STEM) we further identify structural defects in the shells of sub-populations of

QDs that are potentially responsible for mitigating PL efficiencies in the thick-shell het-

erostructures.

4.2 Development of Thick Shell InP-ZnSe QDs

Figure 4.1a shows the absorbance and PL spectra of a sample of thick-shell InP-ZnSe

QDs. Zinc (II) oleate and selenium dissolved in trioctylphosphine are employed as shell

precursors. Shell growth is carried out at high temperature (300 oC) via a continuous

injection route in an inert atmosphere. During the growth procedure the QDs develop a

strong absorbance feature at photon energies in the blue part of the visible spectrum; the

onset of which matches the band edge of bulk ZnSe (2.7 eV, 460 nm) and is consistent

with the growth of a large shell. Additionally, both the absorbance and PL of the InP-ZnSe

QDs significantly shift to lower energy (InP core emission peak ∼ 590 nm) during the first

2 hours of shell growth, a signature of relaxed exciton confinement induced by the ZnSe

shell.[80] We remark that calculated conduction band offsets for bulk InP-ZnSe (∼ 0.39

eV),[83] are comparable to accepted values for CdSe-CdS core-shell QDs (∼ 0.32 eV)

[84] in which photo-excited electrons delocalize into the CdS shell.[85] Similarly to these

CdSe-CdS heterostructures, a larger valence band offset likely strongly confines excited

holes to the InP core.[86] The InP-ZnSe heterostructures exhibit PL QYs of∼ 40% at room

temperature (emission maximum ∼ 2.0 eV, 620 nm) and a full-width at half-maximum

(FWHM) of ∼ 40 nm (∼ 130 meV), which is among the highest color purities reported for

InP QDs.[87]
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Figure 4.1: Optical and structural characterization of thick-shell InP-ZnSe QDs. (a) Ab-
sorption (blue) and photoluminescence (PL) (red) spectra of a batch of thick-shell InP-ZnSe
QDs. Dotted line corresponds to the absorption spectrum of the starting InP core. (b) TEM
image of the InP-ZnSe core-shell heterostructures. (c) High-resolution TEM image of the
QDs. (d) X-ray powder diffraction pattern obtained from the sample shown in b. Inset:
High-resolution high-angle annular dark-field (HAADF) STEM image of a InP-ZnSe QD.
The red (green) tick pattern show the reference XRD peak positions of bulk zinc-blende
ZnSe (InP).
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Imaging of the QDs using transmission electron microscopy (TEM) shows that follow-

ing ZnSe shell growth, the average diameter of the particles increases from ∼ 3.0 nm for

the InP core to 14.1 nm (Figure 4.1b), corresponding to a shell thickness of ∼ 5.5 nm (∼

17 monolayers). We note a slight degree of irregularity in the shapes and morphology of

the QDs produced by our shell growth method, highlighting the challenges and complexi-

ties related to InP epitaxy. The possible implications of these irregularities on the optical

properties of the QDs are discussed below. Despite this, we obtain size distributions compa-

rable to similarly thick-shell CdSe-CdS QDs of ∼ 11%.[82]Furthermore, high-resolution

transmission electron microscopy (HR-TEM) (Figure 4.1c) depicts the highly crystalline

nature of the heterostructures, revealing that they can be uniform and faceted with lattice

fringes throughout. The lattice spacing (∼ 0.21 nm) depicted in the high-resolution image

acquired in HAADF-STEM mode (Figure 4.1d, inset) corresponds to the (220) plane of the

zinc-blende (ZB) crystal structure. Powder X-ray diffraction (XRD) measurements (Fig-

ure 4.1d) supports epitaxial growth of ZB-ZnSe on top a ZB-InP core, indicating a retention

of the starting crystal phase.

4.3 Chemical Structure and Elemental Distribution

Figure 4.2a shows a high-resolution energy dispersive X-ray (EDS) chemical map of

a core-shell InP-ZnSe QD. The map reveals in great detail the location of the core and

shell elements of the particle and clearly shows that the InP core tends to be centered in

a symmetrically grown ZnSe shell. This is further confirmed by a line scan profile of the

QD (Figure 4.2b). Interestingly, the chemical maps also show that during shell growth,

indium is distributed across the core-shell interface and into the ZnSe shell (Figure 4.2c)

of the heterostructures. Specifically, a ∼ 2% (atomic percent) incorporation of indium

in the ZnSe shell was estimated from the EDS maps, (Figure 4.3 suggesting that during

shell growth indium alloys into the shell of the core-shell structures. This incorporation

of indium into the shell may have implications on the shell growth as well as the optical
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properties of the QDs.[88, 89] Future experiments will be needed to determine the precise

role that alloying plays in these thick-shell QDs. However, it possible that alloying further

facilitates the growth of a uniform thick-shell by alleviating strain at the epitaxial interface

of the core and shell materials. The EDS maps additionally provide information on the

relative amounts of each element present throughout the entire QDs and indicate that the

core-shell particles are predominantly ZnSe (96% by composition) as expected.
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Figure 4.2: Elemental characterization of thick-shell InP-ZnSe QDs. (a) Energy dispersive
X-ray (EDS) chemical map of a core-shell InP-ZnSe QD. (b) Corresponding line scan
showing the intensity profile of each element across the diameter of the particle. (c) Indium,
(d) Phosphorus, (e) Zinc and (f) Selenium chemical maps from the particle in a.
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Figure 4.3: Quantification of Indium in the thick-shell InP-ZnSe QDs. (a) Energy disper-
sive X-ray (EDS) map of the thick-shell InP-ZnSe QD in figure 2a. The region of interests
(ROIs) labeled in green and red correspond to core and shell regions respectively of the
core-shell particle. (b) EDS spectra for the core ROI. (c) EDS spectra rendered from the
shell ROI. Average atomic percentages of In: core ROI (4.8%), shell ROI (2.3%). Average
atomic percentages of P: core ROI (4.1%), shell ROI (undetected).

4.4 Blinking Suppression in Single Thick-Shell InP-ZnSe QDs

In order to characterize the thick-shell InP-ZnSe structures at the single-dot level, blink-

ing measurements were conducted on individual core-shell nanocrystals. The core-shell

QDs were diluted to ∼ 1 nM concentration and drop-cast onto glass cover-slips. The re-

sulting films were sealed in a nitrogen dry-box in order to minimize the influence of photo-

oxidative degradation on the blinking behavior of the QDs over the time period investi-

gated. The emission from single dots was collected with a custom-built epi-fluorescence

microscope using a 400 nm (3.1 eV), 76 MHz laser for excitation.[48] The mean separation

between QDs of around 4 µm, minimizes the possibility of observing emission from ag-

gregates. Single-dot PL intensity-time traces were recorded using an electron-multiplying

CCD (charge-coupled device) camera at 10 Hz (100 ms per frame) for up to ten minutes.

An intensity-time trace for a thick-shell InP-ZnSe QD and corresponding intensity distri-

bution are shown in Figure 4.4a. The emission intensity can be seen to fluctuate between
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Figure 4.4: Photoluminescence blinking behavior of single thick-shell InP-ZnSe QDs**.
(a) Intensity-time trace and distribution of the PL intensity from an individual InP-ZnSe
QD (bin size is 100 ms). The background (red trace) was recorded from a region with no
QDs. Dotted (red) line represents the ON-OFF threshold for analysis. (b) Distribution of
the blinking ON-time fraction. (c) Distribution of ON (red) and OFF (blue) time durations
plotted on a log-log scale. Dashed lines represent power-law (τ−µo f f/on) fits to the data.

high (’ON’) and low (’OFF’) values. To quantify this blinking behavior, the time spent in

high intensity periods (ON-time) during the course of the experiment was extracted from

each QD studied (n = 44). A QD is considered to be in the ON state when its emission

intensity is above, 〈BG〉+ 4σ , where 〈BG〉 is the mean background signal from a spot

without QDs and σ is the standard deviation. The core-shell InP-ZnSe QDs studied have

an average ON-time ∼ 80% with several (15%) individuals having ON-time fractions in

excess of 90% (Figure 4.4b). Although our observations were conducted in a reduced-air

environment, blinking measurements made in air using a lower energy excitation source

indicate that the thick-shell dots can be stable under ambient conditions (Figure 4.5).
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Figure 4.5: Additional blinking trace and intensity histogram of an individual thick-shell
InP-ZnSe QD recorded in air using a lower energy excitation source (488 nm, 2.5 eV). The
background (green trace) was recorded from a region with no QDs.

To understand the observed blinking reduction in the thick-shell InP-ZnSe QDs, we

consider further the processes that lead to blinking. In QDs, blinking is commonly thought

to originate from one of two processes; dubbed type A and type B blinking.[26] In A-type

blinking - conventional charging/discharging model,[21] a nanocrystal becomes charged

following photo-induced Auger ionization or trapping (long-lived) of excited charge carri-

ers and the emission is dominated by non-radiative Auger recombination. In B-type blink-

ing, off events arise when excited ’hot’ charge carriers become trapped at recombination

centers that introduce non-radiative recombination channels other than Auger recombina-

tion.[90] Independent of a particular model; PL blinking is initiated when excited charge

carriers become trapped at defects typically situated at the surface of the nanocrystal or

within the external environment. By encapsulating the InP QD core in a thick crystalline

shell, these traps become less accessible to excited charge carriers. In this way, the thick

ZnSe shell serves as a physical barrier that decouples excited carriers from the nanocrystal

surface and surrounding environment.
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Figure 4.6: Representative single QD intensity-time trace and intensity distribution from
the InP-ZnS sample synthesized by our method for which the extracted ON-time fraction
was 20% (n=15). The dashed red line represents the chosen ON-OFF threshold. (b) Distri-
bution of ON (red) and OFF (blue) time durations plotted on a log-log scale. Dashed lines
represent power-law (τ−µo f f/on) fits to the data, µo f f = 1.3 and µon = 1.45.

In stark contrast to thick-shell InP-ZnSe QDs, single InP-ZnS QDs prepared using the

same starting InP core were characterized by strong blinking, with typical ON-time values

< 25% (Figure 4.6a). We remark that ZnS is the most commonly employed shell material

used to passivate InP QDs. The large amount of time that the InP-ZnS core-shell particles

spend in the off state can be attributed to the limited shell growth that typical occurs in the

overcoating process (∼ 1.7 nm). This is due to the large lattice mismatch between InP and

ZnS (∼7.7% for zinc blende phases)[11] which restricts the growth of thicker shells. As a

result, excited charge carriers more readily overlap with the disordered nanocrystal surface.

In addition, the lattice mismatch can result in the formation of defects within the shell and at

the interface of the core-shell heterostructures during growth as strain between the core and

shell relax to form defects at the core-shell interface or within the ZnS shell.[44] Indeed,
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such defects can increase the availability of trap sites for charge carriers, inducing strong

intermittent emission from individual QDs.[48]

The PL intermittency of the single QDs can further be characterized by observing

the statistics of the duration of OFF and ON times, τo f f/on. This approach has been

used extensively to study the long-time kinetics related to blinking in QDs and other sys-

tems.[91, 92] In Figure 4.4c, the cumulative distribution of τo f f/on, that is, the probability,

Po f f/on(τo f f/on > τ), of observing an OFF or ON period greater than τ is plotted for InP-

ZnSe QDs. In QDs this distribution follows a power-law distribution, Po f f/on(τo f f/on) ∼

τ
−µo f f/on , where µo f f/on is the power-law exponent describing the statistics of OFF or ON

periods. Previously reported values for µo f f/on in InP QDs with high blinking rates are

close to 1.5.[20] For the thick-shell InP-ZnSe QDs (trace shown in Figure 4.4a), Po f f/on(τo f f/on >

τ) can be fitted to a power-law distribution with µo f f = 2.1 and µon = 1.05. The values of the

power-law exponents indicate that PL blinking is dominated by much shorter OFF events

and longer ON periods, consistent with the observation of higher on-times. The departure

of µo f f/on in InP-ZnSe QDs from typical values is in good agreement with previous results

obtained for CdSe-CdS [53, 82] and suggests that access of photo-excited charge carriers

to trap sites is restricted in the InP-ZnSe heterostructures.

4.5 Structural Defects in QD Subpopulation

Despite successful thick-shell growth, we note that several InP-ZnSe QDs have low

ON-times and the ensemble PL QY (∼ 40%) is relatively low compared to values that have

be obtained for thinner shelled InP heterostructures.[81] These observations indicate that

while a thick ZnSe shell may restrict access to surface-related trap states, moderate quan-

tum efficiencies and incomplete blinking suppression possibly arise from imperfections

in the internal structure of some particles within the synthetic batch, giving rise to a dim

or dark population of QDs. Emission from these QD subpopulations would be expected

to be dominated by non-radiative processes that quench their PL. Indeed, our group has
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Figure 4.7: Imaging of structural defects in thick-shell InP-ZnSe QDs. (a) HR-TEM image
showing low-contrast features in the InP-ZnSe QDs (red arrows). (b-d) HAADF-STEM
images of InP-ZnSe core-shell QDs with extended (bulk) shell defects propagating from
the InP core region.

previously identified dim and dark defected sub-populations in thick-shell CdSe-CdS QDs

afflicted by strong PL intermittency and contributing to low ensemble PL QYs.[48, 93]

Figure 4.7a shows a HR-TEM image of the thick-shell InP-ZnSe QDs. Besides some

residual structural inhomogeneity, there are apparent regions of low contrast in some of

the particles within the synthetic batch. We utilized HAADF-STEM in conjunction with a

very low beam current to image the atomic structure of several of these particles without

inducing damage. The HAADF-STEM images in Figures 4.7b-d clearly show extended
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features in the shell structure near the core region of the particle that are likely one of the

primary factors limiting the PL QY of the material. These unique features may be the

result of a point defect propagating from the InP core, prohibiting proper shell growth.

Additionally, in the case of InP QDs, it has been shown that high temperature (>250 °C)

growth processes employing carboxylate precursors can lead to the formation of an irreg-

ular amorphous oxide layer at the surface of the InP core.[94] Uniform shell growth atop

such a disordered surface layer would be expected to be difficult, if at all possible, and

may be a plausible explanation for this non-uniform defected shell growth observed for

some particles. Furthermore, any oxidation at the core-shell interface potentially introduce

defects at the surface of the InP core that render the ZnSe shell passivation ineffective. In

the future, direct investigations of the relationship between the atomic structure and optical

properties of these thick-shell InP-ZnSe QDs at the single QD scale should provide addi-

tional insight into the effects of the observed structural irregularities on the performance of

the heterostructures.

4.6 Conclusion

In conclusion, we have synthesized InP core-shell QD nanostructures with a thick (> 5

nm) crystalline inorganic shell. This was achieved by employing a slow shell growth pro-

cess at high temperatures. Thick-shell growth was also facilitated by a small lattice mis-

match between the InP core and ZnSe shell material. These cadmium-free QD heterostruc-

tures feature suppressed blinking—characterized by high ON-time fractions at the single

particle level. The observed blinking reduction is attributed to the large uniform ZnSe shell

volume, which isolates excited charge carriers from the nanocrystal surface and surround-

ing environment—where they can become trapped and undergo non-radiative recombina-

tion. Advanced high-resolution STEM and EDS imaging provide an unprecedented level

of insight into the atomic and chemical structure of the thick-shell QDs. Structural imaging

pinpoint morphological irregularities in the shell that possibly limit the optical performance
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of the developed thick-shell nanostructures. Further work should involve direct correlation

of the structure and optical properties of individual thick-shell InP-ZnSe QD structures

in order to gain a deeper understanding of the developed heterostructures. This could in-

form synthetic refinements necessary to enable these cadmium-free dots for applications in

challenging biological settings and in other emission-based technologies. The next chapter

presents an example in which this correlation is conducted.

4.7 Experimental Methods

Materials

Indium (III) acetate (99.99%-in), tris(trimethylsilyl)phosphine (95%), myristic acid

(99%), oleic acid (90%, technical grade), 1-octadecene (ODE, 90%, technical grade), tri-

octylamine (TOA, 98%) and trioctylphosphine (TOP, 97%) were obtained from Aldrich.

Zinc acetate (98%, extra pure) was obtained from Acros Organics. Selenium powder

(99.99%, 200 mesh) was obtained from Alfa Aesar. Sulfur powder (99.99%), isoproponal

(99.9%) and toluene (99.9%) were obtained from Fisher Scientific. All chemicals were

used without further purification unless noted otherwise.

Precursor preparation

Indium myristate and zinc myristate were synthesized according to a previously pub-

lished method.[95] Zinc oleate (0.4 M) was prepared by heating 1.6 g of zinc acetate in 12

mL of oleic acid and 8 mL TOP under argon at 150 °C for 30 min until the zinc acetate was

dissolved. The solution was then degassed at 100 °C under vacuum for 30 min. TOP-Se

(0.4 M) was prepared by dissolving 640 mg of selenium powder in 20 mL TOP with stir-

ring overnight in a nitrogen-filled drybox. TOP-S (0.4 M) was prepared by heating 256 mg

of sulfur in 20 mL TOP at 100 °C until completely dissolved in a nitrogen drybox.

InP core synthesis

Zinc blende InP QD cores were synthesized using a modified literature protocol [96].

Briefly, 160 mg (0.2 mmol) indium myristate and 5 mL ODE were added to a 100 mL
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Figure 4.8: InP core crystal structure and size distribution. (a) X-ray powder diffraction
pattern obtained from the InP starting cores. The stick pattern (red) shows the reference
peaks of bulk zinc blende InP. Peaks resulting from oxidation to In2O3 are denoted by an
asterisk (*). Inset: HAADF-STEM image of the particles. (b) Size distribution of the InP
cores. The average particle diameter is ∼ 3.0 ± 0.3 nm

three-neck round-bottom flask. The mixture was heated to 100 °C with stiring and degassed

under vacuum for 30 min. The reaction was then placed under an argon atmosphere and

heated to 300 °C. In a nitrogen drybox, 45 µL (0.15 mmol) tris(trimethylsilyl)phosphine

((TMS)3P) was mixed with 1 mL TOP. The (TMS)3P solution was quickly injected into the

reaction flask and the QDs grown for 30 minutes before cooling to room temperature. The

nanocrystals obtained were typically 3 nm in diameter (Figure 4.8).

ZnSe and ZnS shell growth

For ZnSe shell growth, 50 mg of zinc myristate and 3 ml TOA were loaded into the

reaction flask consisting of freshly made InP cores. The mixture was degassed at 100 °C

under vacuum for 30 min to remove water and oxygen inside the solution. The flask was

then filled with argon and heated to 300 °C. A mixture of zinc oleate (6 mL, 0.4 M stock)

and TOP-Se (6 mL, 0.4 M stock) was added drop-wise into the growth solution at a rate

of 1.5 mL/h using a syringe pump. The reaction solution was further annealed at 300 °C
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Figure 4.9: Characterization of InP-ZnS QDs. (a) Absorption (blue) and Photolumines-
cence (red) spectra of the InP-ZnS QDs. The PL is centered around 585 nm with a FWHM
∼ 51 nm (165 meV) and PL QY ∼ 43%. (b) The corresponding TEM image of the sample
in a. Inset: Size distribution of the InP-ZnS QDs. The average particle diameter is ∼ 6.3
± 1.3 nm. The InP-ZnS QDs produced are highly irregular, have a poor size distribution
(∼20%) and the average shell thickness (∼ 1.7 nm) obtained is significantly less compared
to employing ZnSe as the shelling material.

for 2 h. After cooling to room temperature the crude InP-ZnSe core-shell stock was stored

in a nitrogen drybox. Samples for optical and structural characterization were prepared by

washing with isopropanol and re-dispersing in toluene twice. ZnS shell growth was carried

out using the above procedure, substituting TOP-S for TOP-Se. The InP-ZnS QDs grown

had an average shell thickness of 1.7 nm(Figure 4.9).

Transmission electron microscopy (TEM) imaging

HRTEM, HRSTEM images were obtained using a Tecnai Osiris TEM/STEM operating

at 200 kV equipped with a SuperX™ quad EDS detection system. Samples were baked at

165 °C under high vacuum prior to imaging. STEM-EDS maps were acquired using the

Bruker Esprit software with a sub-nm probe having ∼ 1 nA of beam current (Spot size

6). Quantification was performed using the Cliff Lorimer method. Nanocrystal sizes were

determined by manually measuring the diameters of QDs from TEM images in the ImageJ

software.
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Powder X-ray diffraciton

Powder X-ray diffraction (XRD) measurements were obtained using a Rigaku Smart-

Lab X-Ray diffractometer operating at 40 kV and 44 mA using a Cu Kα line (λ = 1.5418

angstrom). XRD patterns were collected at a scan rate of 2 deg/min.

Ensemble Spectroscopy

Absorption spectra were recorded on a Cary 60 UV-VIS spectrometer. Photolumines-

cence (PL) spectra were collected on a PTI QuantaMaster fluorescence spectrophotometer

using a 75 W Xe arc lamp as the excitation source. PL was measured with a 1 sec. integra-

tion time and a 1 nm slit width. Quantum Yield (QY) measurements were determined by

comparing the PL of the QDs to a reference dye (R6G in methanol, QY ∼ 94%).

Single QD PL blinking measurement

For single nanocrystal blinking measurements, core-shell QDs were diluted to ∼ 1 nM

concentration in toluene and drop-cast onto a No. 0 glass cover-slip. The resulting dried

QD films were then packaged between the cover-slip and a cover glass and the assembly

sealed with epoxy. The entire sample preparation was carried out in a nitrogen dry-box in

order to minimize the influence of photo-oxidative degradation on the blinking behavior

of the QDs over the time period investigated. Room temperature single QD intensity-

time traces were acquired in wide-field configuration of a custom-built epi-fluorescence

microscope.[48] The microscope uses a water immersion objective (Olympus, 60X, 1.2

NA). QDs were excited by a 400 nm, 76 MHz laser focused to a spot∼ 60 µm in diameter.

The average excitation power density was ∼ 5W/cm2. Emission from individual dots was

collected through the objective and imaged onto an EM-CCD camera (Andor, iXonEM+,

DU-897e-CSO-#BV). Intensity-time traces were recorded at 10 Hz (100 ms per frame).
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Chapter 5

The Role of Surface Morphology on Exciton Recombination in Single Quantum

Dot-in-Rods Revealed by Optical and Atomic Structure Correlation1

The physical structure of colloidal quantum dot (QD) nanostructures strongly influ-

ences their optical and electronic behavior. A fundamental understanding of this interplay

between structure and function is crucial to fully tailor the performance of QDs and their

assemblies. Here, by directly correlating the atomic and chemical structure of single CdSe-

CdS quantum dot-in-rods with time-resolved fluorescence measurements on the same struc-

tures, we identify morphological irregularities at their surfaces that moderate photolumi-

nescence efficiencies. We find that two non-radiative exciton recombination mechanisms

are triggered by these imperfections: charging and trap-assisted non-radiative processes.

Furthermore, we show that the proximity of the surface defects to the CdSe core of the

core-shell structures influences whether the charging or trap-assisted non-radiative chan-

nel dominates exciton recombination. Our results extend to other QD nanostructures and

emphasize surface roughness as a crucial parameter when designing colloidal QDs with

specific excitonic fates.

5.1 Introduction

Precise control over optical and electronic properties is an important goal in the synthe-

sis and assembly of colloidal quantum dot (QD) nanostructures. Because desired properties

often derive from the confinement of excitons to near-atomic scale dimensions, the physi-

cal structure of quantum dots strongly influences manifested optical and electronic behav-

ior.[97] A defining feature of QDs, for example, is that exciton energies can be extensively

1Adapted with permission from Reid, K. R.; McBride, J. R.; La Croix, A. D.; Freymeyer, N. J.; Click,
S. M.; Macdonald, J. E.; Rosenthal, S. J. "Role of Surface Morphology on Exciton Recombination in Single
Quantum Dot-in-Rods Revealed by Optical and Atomic Structure Correlation." ACS Nano 2018 12 (11),
11434-11445. Copyright 2018 American Chemical Society.
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tuned by making adjustments to the dimensions of their physical structure.[1] Possibilities

for control are further expanded by the ability to design structures that combine differ-

ent geometries, compositions, crystal phases and surface chemistries owing to tremendous

progress in the synthesis of QDs in recent years.[61, 62, 98]

However, despite these advancements in synthesis, colloidal preparations of QD nanos-

tructures are often characterized by structural imperfections and inhomogeneities that lead

to unwanted properties, including sub-unity photoluminescence (PL) quantum efficien-

cies,[44] blinking[19] and poor charge transport.[99] This becomes increasingly so when

considering compositions other than archetypal cadmium-based QDs.[100, 101] Moreover,

little is known about the microscopic nature of these imperfections or of the effect of dis-

similar structures on macroscopic optical and electronic properties. A fundamental under-

standing of structure-function relationships is necessary in order to fully tailor the perfor-

mance of QDs and their assemblies.

An often employed approach in this endeavor is the use of ensemble methods to mon-

itor performance against variations in synthetic conditions. Although informative, ensem-

ble measurements neglect the effects of structural variances among individual particles

in the same batch. Instead, by studying QDs one by one, it is possible to bypass chal-

lenges in batch-level investigations, namely, averaging of measured responses, in order to

uncover precise relations between the structure of a QD and its optical and electronic prop-

erties.[102] Recently, we demonstrated a simple platform to combine, without ambiguity,

optical measurements from time-resolved fluorescence spectroscopy on single QD nanos-

tructures with atomic-level structural and chemical information from the same QD captured

with advanced electron microscopy.[48] This correlation provided a detailed view of the ef-

fects of synthetically-induced structural imperfections, such as stacking faults, incomplete

shell epitaxy and surface defects on the optical performance of individual core-shell QD

nanostructures.

Here, we extend our technique to study CdSe-CdS quantum dot-in-rod (DiR) nanos-
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tructures. DiRs comprise two components of different shapes: a QD core embedded in

a rod-like shell. Elongation of the shell introduces improved properties over spherical

core-shell QDs, including strong linear polarization of emission and efficient multi-photon

absorption.[103, 104] Adjustments to the dimensions of the shell also allow extensive con-

trol over the exciton fine-structure, wave function overlap, exciton lifetimes and charge

carrier localization and separation.[105–107] Furthermore, DiRs can be synthesized with

good control over their dimensions and assembled into large, ordered, solid arrays and

are a useful model system for investigating structure-function relationships in colloidal

nanostructures. The remarkable properties of this system are also of interest in a growing

number of applications, including displays,[108] light-emitting devices,[109] biological

imaging,[110] luminescent solar concentrators,[111] exciton storage,[112] single-photon

sources[113] and photo-catalysis.[18]

In this work, CdSe-CdS DiRs were synthesized using a well-established fast shell

growth scheme.[70, 114]Interestingly, even with the fast growth rates taking place, struc-

tures produced using this procedure generally have narrow size distributions and PL quan-

tum yields up to 75%.[105] However, despite the success and high repeatability of the

conventional fast growth method, improvements in PL efficiencies remain limited. Ad-

ditionally, quantum yields quickly decrease with further elongation of the CdS shell, re-

stricting the utility of large aspect ratio structures. While reduced PL efficiencies have

been attributed to trap-induced non-radiative exciton processes related to the growth of the

CdS shell in the DiRs;[70] the physical origin of the defects associated with these traps

has yet to be clearly elucidated. Moreover, the effects of fine structural variances among

DiRs on exciton recombination remain to be examined. Using time-resolved single QD

fluorescence spectroscopy we identified two non-radiative recombination mechanisms re-

sponsible for moderating PL efficiencies in DiRs: charging and trap-assisted non-radiative

processes. Direct correlation of the structures of the DiRs with their fluorescence show that

both processes are linked to morphological imperfections at the surface of the nanostruc-
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tures. Furthermore, we show that the location of the defects influences the non-radiative

channel that dominates exciton recombination.

5.2 Acquisition of Atomic, Chemical Structure and Optical Information for the Same

Quantum Dot-in-Rod

The DiRs used in this study consist of 2.7 nm CdSe cores and CdS shells with an

average shell length and diameter of 33 ± 3.5 nm and 6.4 ± 1.2 nm respectively (Figure

1). We also note that the DiRs have a similar solution PL quantum yield (70%) to state-of-

the-art samples reported in literature.[70]

To probe both the fluorescence and structure of individual particles, a dilute concentra-

tion (∼ 1 nM) of the DiR solution was deposited on an SiO2 support film along with fluores-

cent localization markers (details in Methods). The markers facilitate accurate indexing of

the PL and structural information collected from the same nanostructure (Figure 5.1). First,

time-tagged, time-resolved PL measurements were conducted using time-correlated single

photon counting (TCSPC) electronics in a custom-built epi-fluorescence microscope. This

setup enabled the simultaneous acquisition of time-dependent PL intensity and PL lifetime

data for each DiR. Subsequently, high-resolution structural images of the DiRs were ac-

quired via high angle annular dark field detection (HAADF) using a scanning transmission

electron microscope (STEM) equipped with energy dispersive X-ray spectroscopy (EDS)

capabilities. STEM-EDS measurements allowed mapping the chemical composition of the

same DiR structure. A summary of all the data collected on an individual DiR is presented

in Figure 5.2. In total we examined 37 single DiRs from the same synthetic batch.

5.3 Exciton Recombination Dynamics

For each DiR, we analyzed correlations in the temporal variation of the PL intensity and

the PL lifetime in order to gain insight into the dynamics underlying exciton recombination.

All the DiRs exhibited random fluorescence intensity blinking between bright and dim
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Figure 5.1: Correlation of single DiR fluorescence and atomic structure. (a) Wide-field
fluorescence image of a SiO2 support window. Single DiRs are denoted by red circles. Key
polystyrene (marker) formations are outlined in white. (b) TEM image of the same support
window. (c,d) False color HAADF-STEM images depicting the location of three DiRs.

emissive states but showed differences in the dynamics of the PL lifetime. The distinct PL

behaviors observed are summarized in Figure 5.3.

5.3.1 A-type Quantum Dot-in-Rods

Figure 5.3a (top panel), shows the time-dependent PL intensity trace and intensity dis-

tribution for one of the DiRs. We see that the fluorescence cycles between bright and dim

69



Figure 5.2: Optical, structural and chemical information collected from a single DiR using
platform suitable for single QD optical spectroscopy and advanced electron microscopy.
(a) Overview of work flow: A sparse collection of colloidal nanostructures is deposited on
a SiO2 support film along with positioning markers to facilitate instrument relocation and
rapid acquisition of optical and structural data from the same nanostructure. Measurements
for a single DIR include: (b) time-resolved photoluminescence intensity and (c) lifetime
decay, (d) high-resolution atomic structure and (e) spatially-resolved chemical structure of
the same DiR.

emissive states. A fluorescence lifetime-intensity distribution (FLID) constructed from the

PL intensity and lifetime demonstrates that two states are mainly responsible for jumps
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in the fluorescence of the DiR (Figure 5.3b). Additionally, the FLID shows that transi-

tions from the bright high intensity state to the less efficient dim state are correlated with

shortened PL lifetimes. On the basis of the FLID plot, we further extracted the state-

averaged lifetime decays by selecting the experimental time bins belonging to each of the

two identified state. The lifetime decay traces are well-fit to mono-exponential functions

(Figure 5.3c), demonstrating that fluorescence in the bright and dim periods are each dom-

inated by a single process.

The observed PL behavior, that is, fluorescence intensity blinking from the bright to dim

state accompanied by shortened lifetimes, is often attributed to the charging and discharg-

ing of QDs, also referred to as A-type blinking (Figure 5.3d).[21, 26] In A-type blinking,

emission from the bright and dim periods is assigned to the neutral (X) and charged exciton

states respectively. The charged state in CdSe-CdS core-shell structures including DiRs

has previously been identified as the negative trion (X−).[115, 116] When a QD becomes

charged, non-radiative Auger recombination—where the exciton recombination energy is

transferred to an excess carrier—directly competes with radiative recombination of one of

the electron and the hole, quenching both the PL intensity and lifetime.

Charging models also predict an increase in the rate of radiative recombination of the

charged compared to the neutral exciton. This is because radiative rates in QDs increase

with the number of carriers in the system.[117] In the trion state either electron can recom-

bine with the hole and based on the observed scaling of multicarrier rates in QDs,[65] the

radiative rate is predicted to increase two-fold. In order to estimate the scaling between the

radiative rate of the bright and dim states, we use the following relationship to retrieve the

radiative contribution, τr, to the PL lifetime, τ

I ∼ η =
kr

kr + knr
= τkr =

τ

τr
(5.1)

where, I is the PL intensity, kr is the radiative rate and knr is the non-radiative relaxation

rate. We assume that the efficiency η of the bright state approaches unity. The assumption
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is based on previous measurements of near-unity quantum yields of the bright periods in

core-shell QDs and similar findings in DiRs.[30, 116, 118] The estimated radiative lifetime

of the bright (τr,X = 35.9 ns) and dim (τr,X− = 18.2 ns) states correspond to a scaling of

1.97. The near two-fold increase is in excellent agreement with the expected scaling of

the three-carrier trion state. We therefore ascribe the dynamics in this DiR to charging

processes.
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Figure 5.3: Exciton recombination dynamics in individual DiRs. Top panel: A-Type blink-
ing - charging/discharging. Bottom panel: B-Type blinking - trap-assisted non-radiative
recombination. (a) Time-dependent PL intensity trace (left) and associated intensity dis-
tribution (right). (b) Fluorescence lifetime-intensity distribution (FLID) plot for a DIR
displaying A-type blinking. The FLID provides a convenient way to visualize PL intensity
and lifetime fluctuations over long time scales. The color bar in the FLID represent the joint
occurrence of each intensity-lifetime pair. (c) PL lifetime of each identified state. (e-g) and
(i-k) presents the same data for two DIRs displaying B-type blinking (band-edge and hot-
carrier capture respectively). (d) Mechanism for A-type blinking: The bright exciton (X)
state is dominated by radiative recombination (kr); in the dim charged exciton (X−) state,
Auger recombination (kAug) competes with radiative recombination and the radiative rate
doubles (2kr). (h,l) Mechanism for B-type blinking: Exciton (X) radiative recombination
(kr) is responsible for emission in the bright state; trapping of an excited carrier opens up a
fast non-radiative channel (knr) in the dim excitonic (XD) state. CCC = cold-carrier capture,
HCC = hot-carrier capture.
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5.3.2 B-type Quantum Dot-in-Rods

Figures 5.3e-g (bottom panel), present PL measurements on another DiR with a similar

behavior as before—fluorescence blinking correlated with shorter lifetimes in the dim state.

However, for this DiR, we estimated a one-to-one scaling between the radiative rate of the

bright (X) and dim (XD) state (τr,XD ∼ τr,X = 23 ns). This observation is inconsistent with

the charging model and indicates that recombination in the dim state involves a single

electron and hole. In this scenario PL jumps are attributed to trap-assisted non-radiative

processes in which the radiative rate of the exciton remains fixed but the non-radiative rate

fluctuates in time.[28, 38, 119] This behavior is consistent with a model based on multiple

recombination centers (MRC).[24, 25] In the MRC model, fluctuations in the non-radiative

channel result from the opening and closing of non-radiative recombination centers that

can capture band-edge electrons and holes. The non-radiative channels compete directly

with radiative recombination of the band-edge exciton quenching both the PL intensity and

lifetime (Figure 5.3h). We denote the dim state in this case simply as XD since no additional

charge carriers are involved.

A different PL signature emerges when the rate of carrier capture in the trap-assisted

route is faster than the rate of cooling to the band-edge. PL spectroscopy on the DiR in

Figures 5.3i-j (bottom panel), shows that intensity fluctuations can also be accompanied

by minimal changes in the PL lifetime. The observed behavior, that has previously been

referred to as B-type blinking, results from hot-carrier trapping[120] of electrons and holes

that recombine non-radiatively before they relax into emitting states at the band-edge of

the DiR (Figure 5.3l).[26] This process bypasses radiative recombination, reducing the

PL intensity without affecting the PL decay dynamics. Instead the fluorescence observed

in dim states is from unintercepted excitons that cool to the band-edge and recombine

radiatively. Since both cold- (band-edge) and hot-carrier capture processes involve trap-

assisted non-radiative recombination we collectively refer to them here as B-type blinking.

We note however that intensity fluctuations originating from hot-carrier trapping was only
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distinguishable in two instances, therefore we focus primarily on the band-edge process.

5.4 Coexistence of A- and B-type Processes

Neither A- nor B-type mechanisms, that is, fluorescence blinking due to charging or

trap-assisted non-radiative recombination, exclude the other. Several reports provide evi-

dence that both can occur in the same QD.[22, 26, 27] This was also recently confirmed

by Yuan et al.[28] using similar lifetime-scaling arguments. In some of the DiRs we also

delineated contributions from both A- and B-type processes to the fluorescence intensity.

Figure 5.4a shows the time-dependent PL intensity trace of a DiR displaying both A-

and B-type fluctuations. Three intensity states are highlighted. A bright exciton (green),

charge (grey) and dim exciton (red) state. The FLID in Figure 5.4b demonstrates that the

three states are mainly responsible for fluctuations in the PL intensity. The lifetime of

each state was extracted by fitting each decay curve in Figure S3c to a single-exponential

function. Using equation 1 we retrieved the radiative contribution to the lifetime of each

state:

τr,X = 28.9 ns

τr,X− = 14.9 ns

τr,D = 29.8 ns

The ratio of the radiative lifetimes is:

τr,X : τr,X− : τr,D ≈ 1 : 2 : 1

The observed scaling is in agreement with our assignment and also confirms the ex-

75



istence of charging and trap-assisted non-radiative processes in the same DiR. Roughly

75% (n=28) of DIRs exhibited clear signatures of A-type transitions where as 49% (n=18)

displayed contributions from B-type mechanisms. Our findings directly implicates both

charging and trap-assisted non-radiative processes in mitigating PL efficiencies in the DiRs

examined.

Figure 5.4: Coexistence of A- and B-type blinking in single DiRs. (a) Time-dependent PL
intensity trace of a DiR displaying both A- and B-type intensity fluctuations. (b) Fluores-
cence lifetime-intensity distribution (FLID). (c) PL lifetime of each identified state.
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5.5 Key Characteristics of the Observable Exciton States

Figure 5.5 summarizes key trends related to the observable excitonic states for all the

DiRs investigated. In Figure 5.5a the correlation between the radiative lifetime of the ex-

citon (τr,X ) and trion (τr,X−) state is presented. Radiative decay in the charged trion state

is faster on average by a factor of 1.9 ± 0.2 and is in good agreement with the scaling of

radiative recombination in a three-carrier QD system. Figure 5.5b shows the correlation

between the non-radiative Auger decay time in the charged state (τAug,X−) and the volume

of the DiRs. Auger lifetimes were recovered using equation 1 and assuming that the Auger

channel is the dominant non-radiative pathway in the charged state. The volume of the

DiRs were estimated from the HAADF-STEM images of each nanorod. Auger recombi-

nation of an electron and hole is observed to slow in DiRs coated with a larger shell. This

scaling of the non-radiative channel in the charged state with volume, often referred to as V-

scaling, is another signature in favor of charging processes, as Auger rates are expected to

vary with QD volume.[121] Several other factors related to the increase in the shell volume

of the DiRs are known to affect Auger rates and may also contribute to the trend observed.

These include: (1) an increase in the spatial separation between the core and the surface of

the heterostructure, (2) a reduction of the electron and hole spatial overlap and (3) possible

’smoothing’ of the confinement potential experienced by the extra charge carrier.[115, 121,

122]

Figure 5.5c presents the correlation between the radiative time of the bright and dim

(τr,XD) exciton related to trap-assisted non-radiative decay. The dim state was chosen as the

lowest intensity period in the PL intensity trace. This state is typically referred to as the

dark or off state and was discernible in all the DiRs displaying B-type fluctuations. In all

cases the intensity period was emissive and above background (1.5 counts /50 ms). We see

that the radiative time of this dim exciton is unchanged with an approximate one-to-one

scaling of the radiative rate (0.91 ± 0.2). This scaling indicates that only one electron and

hole are involved in the fluorescence from the dim state. Figure 5.5d shows the correlation
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Figure 5.5: Summary of the characteristics of the charged (A-type) (X−) and dim (B-type)
(XD) exciton state for all DIRs (n=37). (a) Correlation between the radiative lifetime of the
neutral (X) and charged (X−) exciton. Radiative decay in the charge state roughly doubles,
increasing by a factor of 1.9 ± 0.2. (b) Auger lifetime (τAug,X−) of the charged state as a
function of the volume of the DiRs. Non-radiative Auger rates slow with increasing shell
volume of the DiRs. (c) Correlation between the radiative lifetime of the neutral (X) and
dim (XD) exciton. The radiative lifetime in the dim state remains unchanged, with a scaling
of 0.91± 0.2. (d) Non-radiative decay time (τnr,XD) of the dim state as a function of volume.
Decay rates are uncorrelated with changes in volume.
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between the non-radiate decay time of the dim exciton (τnr,XD) and volume of the DiRs.

The decay rate of the non-radiative channel of the dim exciton is uncorrelated to changes

in the shell volume of the particles. The lack of a dependence of the non-radiative time

on volume provides further support to B-type processes involving a single exciton.[22] In

the presence of additional carriers one would expect to observe a similar trend as in the

case of the charged trion state (Figure 5.5b). We note that the non-radiative decay time of

the dim exciton is considerably shorter than Auger times in the charged state. As a result,

the fluorescence of the dim exciton is sufficiently quenched below the level of the trion

state in DiRs that display both A- and B-type transitions and the two states were readily

distinguishable.

5.6 Role of Structure

Although the carrier relaxation channels in A- and B-type mechanisms are distinct from

one another, the two processes are physically related. Both charging and trap-assisted mod-

els invoke the capture or transfer of excited charge carriers to defect-related traps.[24, 123]

These acceptor sites are typically situated near or at the surface of QDs. In previous work,

we provided direct evidence of the deleterious effects of these defects on QD photolumi-

nescence, however, specific photo-physical mechanisms were not explored.[48] In order

to investigate the role of structure on both A- and B-type processes in the DiRs studied

here, we attempted to identify specific morphological and structural features tied to the low

efficiency charged (X−) and dim exciton (XD) state. For this purpose, we examined the

structures of predominantly charged and dim DiRs.

5.6.1 A-type Quantum Dot-in-Rods

The frequency of charging and dim state events was approximated as the fraction f of

time over the course of the entire fluorescence measurement that a given DiR spent in each

state. Figure 5.6a shows the time-dependent PL intensity trace and associated intensity
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distribution for a strongly charged DiR ( f (X−) = 0.7). The dotted red line represents the

intensity threshold used to filter the charged state fluorescence. Evidently, the DiR resides

predominantly in the low efficiency charged state. Such predominance of charging events

was recently linked to low ensemble PL quantum yields in giant-shell QDs.[93] The FLID

representation (Figure 5.6b) for the DiR also depicts this increased likelihood of sampling

the low intensity trion state compared to the bright neutral exciton state.

Figure 5.6c shows a HAADF-STEM image of the structure of the DiR above. The

intensity of the HAADF signal is proportional to the square of the atomic number (Z) of

the core and shell elements and the thickness of the DiRs.[43] However, because of the

small CdSe cores used, contrast is mainly from variations in the thickness of the CdS shell.

On inspection of the morphology we see a fairly uniform deposition of the shell along the

DiR with the exception of a region at the surface (indicated by the red box) in a direction

perpendicular to the c-axis [001] of the wurtzite lattice. Figure 5.6d presents a false color

image of this region. A dip in the thickness of the shell can clearly be seen indicating that

uniform shell growth on top the CdSe core was interrupted.
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Figure 5.6: Charged DiRs. (a) Time-dependent PL intensity trace (left) and corresponding
intensity distribution (right) of a strongly charged DiR. Dotted red line represents the cho-
sen threshold for determining the degree of charging. (b) Associated FLID color plot,
clearly showing that charged exciton (X−) recombination DiR dominates the emission
from the DiR. (c) High-resolution HAADF-STEM image of the same DIR, inset: spatially-
resolved EDS chemical map of the heterostructure. Circle denotes the approximate location
of the CdSe core. (d) Colorized micro-graph of defect region of the core-shell particle (red
box) in (c).
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Interestingly, in almost all charged DiRs ( f (X−) ≥ 0.5, n=7) we were able to discern

similar morphological variations in the thickness and distribution of the CdS shell (Fig-

ure 5.7a-f). This correlation directly associates increased shell roughness in the DiRs with

the occurrence of charging events. The surfaces in these shell regions are likely poorly ter-

minated and possibly associated with a set of traps attributed to dangling bonds and vacan-

cies that can capture photo-generated electrons and holes and promote charging.[124, 125]

In the future, full resolution of the atomic arrangement in these regions using aberration-

corrected imaging techniques should facilitate a detailed characterization of the imperfec-

tions.[44] Similar morphological irregularities have been observed elsewhere and were

connected to diminished ensemble quantum yields in DiRs.[126] The authors attributed

poor shell deposition to the rapid growth rates that take place in conventional fast-injection

growth schemes. Coropceanu et al. also showed that the surface quality and hence the

quantum yield of the DiRs could be improved when a second slow shell growth step was

introduced. Another possible source that could contribute to irregular shell growth may re-

sult from the relaxation of strain in the CdSe core above the critical shell thickness. Similar

to planar heterostructures, strain relaxation in core-shell QDs has been suggested to lead

to roughening at the surface.[127] Strain has also been connected to the formation of crys-

talline defects such as stacking faults in DiRs.[128] However, in the present study stacking

faults were not observed, likely due to the small size of the CdSe core used.[128, 129]

It was useful to also consider the role of passivation of the CdSe core, if any, on the

occurrence of charging in the DiRs. To delineate the position of the CdSe core within the

CdS shell, we evaluated the chemical structures collected by STEM-EDS. The chemical

map for the DiR, presented in Figure 4c (inset), clearly shows the location of the CdSe

core. The approximate boundary of the core is indicated by the white circle. We see

that the core is well passivated on all facets by the CdS shell and that the core position is

uncorrelated to the irregular shell regions. A similar observation was made for the other

charged DiRs as well (Figure 5.7a-f).
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Figure 5.7: Additional charged DiR structures. (a-f) HAADF-STEM images of the DiRs.
STEM-EDS chemical map in inset: blue (S), green (Se). Dotted box(red) outlines defect
region of the DiRs. Dotted circle (white) denotes approximate location of the CdSe core.

5.6.2 B-type Quantum Dot-in-Rods

The same irregularities and imperfections were also observed in dim (B-type) DiRs

(n=6). Figure 5.8a shows the time-dependent PL intensity trace for one of them ( f (XD) =

0.6). The predominance of emission from the dim exciton state is evident from the FLID

plot in Figure 5.8b. The structure of the DiR is presented in Figure 5.8c. A dip in the

thickness of a region of the CdS shell is highlighted (indicated by the circle). Otherwise,

the shell appears mostly uniform. Interestingly, the location of the CdSe core (inset Fig-

ure 5.8c) is correlated to the position of the defect. A line scan of the DiR (Figure 5.8d)

illustrates this point more clearly. Both the HAADF intensity profile of the DiR along the

c-axis and the STEM-EDS Se signal from the core are overlaid in the line scan. A notable

drop in the HAADF intensity, which corresponds to a large and sharp dip in the thickness

of the CdS DiR, is located in the same region as the CdSe core. This indicates that the
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CdSe core has minimal shell coverage or may have exposed surface atoms in this region.

Four of the other DiRs in the dim fraction also clearly exhibited defect shell regions

that potentially expose or have minimally passivated core facets (Figure 5.9a-d). In gen-

eral, the defects appear to localize more closely to the CdSe core in comparison to strongly

charged DiRs. Previous work shows that the surfaces of CdSe QDs are characterized by

stoichiometrically distinct facets.[130] Preferential epitaxial deposition of the CdS shell on

Se-rich and chemically neutral facets of the core may explain the growth observed in dim

DiRs. If core facets are indeed exposed, they are likely not completely bare as passivat-

ing organic ligands should provide some coverage. Organic passivation, however, typically

results in low surface coverage and poor environmental stability, ultimately leaving some

surface sites under-coordinated.[13] These unbonded surface sites introduce a distribution

of localized sites capable of trapping charge carriers at the surface and, in this case, fa-

cilitate trap-assisted non-radiative recombination as indicated from analysis of single DiR

time-resolved fluorescence.
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Figure 5.8: Dim DiRs.(a) Time-dependent PL intensity trace (left) and corresponding in-
tensity distribution (right) of a DiR displaying strong B-type behavior. Dotted red line
represents the chosen dim state threshold. (b) Associated FLID, showing that a dim ex-
citon (XD) state dominates the recombination dynamics of the DiR. (c) High-resolution
HAADF-STEM structure of the same DiR, inset: spatially-resolved EDS chemical map of
the heterostructure. Circle denotes the location of the CdSe core. (d) Intensity profile of
the particle in c along the c-axis overlaid with the STEM-EDS Se signal, highlighting shell
defect within core region of the DiR.
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Figure 5.9: Additional dim DiR structures. (a-d) HAADF-STEM images of the DiRs.
STEM-EDS chemical map in inset: blue (S), green (Se). Dotted box(red) outlines defect
region of the DiRs.
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5.6.3 High Efficiency Quantum Dot-in-Rods

Unsurprisingly, in contrast to strongly charged or dim structures, DiRs with high effi-

ciencies of the radiative channel (display minimal blinking) had good structural integrity.

Representative structures are presented in Figure 5.10. FLID plots (Figure 5.10a,d,g) show

that excitons generated in the DiRs primarily undergo radiative recombination—both A-

and B-type non-radiative channels are suppressed. The structures of the DiRs feature

crystalline shells and a notable absence of shell regions with high surface roughness (Fig-

ure 5.10b,e,h). Additionally, the CdSe cores of the DiRs are completely passivated by

the inorganic CdS shell (Figure 5.10c,f,i). We remark that defects are likely still present

in these structures but at low densities—unresolvable from visual inspection—explaining

their high efficiencies. Nonetheless these results further confirm the structural dependence

of A- and B-type processes in DiRs.
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Figure 5.10: Bright DiRs. (a,d,g) FLID color plot, (b,e,h) high-resolution HAADF-STEM
images and (c,f,i) spatially-resolved EDS chemical maps for three representative high effi-
ciency DiR. The FLIDs show that radiative exciton recombination (X) dominates the fluo-
rescence of these DiRs. Structurally, the DiRs feature crystalline shells and a notable lack
of highly irregular shell regions.
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5.7 Implications

Interestingly, we observed distinct structural features that influence A- and B-type non-

radiative exciton processes in individual DiRs. The potential defects that trigger both mech-

anisms are correlated to irregular surfaces of the DiRs. However, in charged structures the

associated trap sites are localized at the outer surface of the CdS shell and further from the

photo-active CdSe core. In dim structures the traps may be situated at the core surface or

separated from the core by a thin inorganic shell layer. In any case the surface acceptor

sites are situated in closer proximity to the core of the DiRs. These observations indicate

that the separation between the core and trap sites at the surface play an important role in

governing the likelihood of A- and B-type transitions.

This idea becomes more intriguing upon further contemplation of each process. In A-

type blinking, when a photo-generated carrier is transferred to an acceptor site, the result-

ing trap (charge-separated) state—where one carrier is localized in a trap site and the other

remains delocalized—is long-lived.[123] Subsequent excitation creates another electron-

hole pair that must recombine in the presence of an additional charge and opens the Auger

channel. Recovery of the neutral (uncharged) exciton state occurs when the trapped car-

rier returns to the QD core or otherwise recombines with the excess carrier. In contrast,

in B-type processes, trap states are short-lived and relax non-radiatively before the next

excitation event—leaving a neutral QD behind.[24] In this view, the occurrence of charged

state (A-type) recombination then depends on the time-scale of recovery of the trap state.

Therefore, one can envision the existence of trap sites that either promote charging or sup-

port trap-assisted non-radiative recombination.[131]

Although the dynamics of charge-carrier trapping and trap state recombination in QDs

are not fully understood, charge-separated states are known to exist in QDs over a wide dy-

namic range, spanning femtosecond to millisecond timescales.[85, 132] In fact, trap states

may be involved in the majority of emission events from some QD nanostructures.[133–

137] Distributions in the lifetimes of trap states in QDs have been motivated in several ways
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but are mainly thought to reflect the coupling between the trapped carrier and remaining

delocalized charge as well as the presence of activation or tunneling barriers between QD

states and trap sites.[123, 131, 138] These factors are in turn influenced by the location and

also the nature of the trap sites involved.

As it pertains to the nature of traps, trap sites characterized by different electronic ener-

gies, for example, have been linked to changes in trap state lifetimes in QDs.[138, 139] In

this picture, large potential barriers for recovery from an energetically deep trap give rise

to long-lived trap states whereas energetically shallow traps recover on shorter timescales.

Indeed, shallow and deep traps have been suggested as a possible source of A- and B-type

blinking in QDs.[28] Dynamic fluctuations in the energy of a single trap site that are asso-

ciated to light-induced conformational changes may also contribute long- and short-lived

trap states.[36, 140] In addition, the chemical origin of trap sites has been suggested to

influence coupling to the QD states and may also determine the preferred recovery chan-

nel of trap states.[141, 142] While we cannot rule out the possibility of these effects; the

trap sites in the DiRs studied here likely have similar origins and energetic dynamics. As

holes constitute the predominately trapped carrier in cadmium chalcogenide nanocrystals,

we suspect that trap sites are mainly situated at S shell surface atoms and possibly Se sites

in the case of DiRs that may have partially unpassivated CdSe cores. Both trap sites have

been shown, for example, to have similar energetic depths.[141, 143]

Now taking into account the location of trap sites, as demonstrated from structural

interrogation of the DiRs, traps are located at different distances from the CdSe core of

the DiRs. Differences in spatial proximity likely influence coupling strengths between the

trap sites and the CdSe core states and therefore the lifetime of trap states. Early blinking

models, for example, suggest that a wide range of trap state recovery rates could result

from distributions in back-tunneling rates of the trapped carrier that vary exponentially

with the distance of trap sites around a QD emitter.[144] Perhaps more interesting, recent

transient absorption experiments on CdS and CdSe nanorods by Utterback et al.[145, 146]
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indicate that surface-trapped holes recombine with delocalized electrons in the bulk of the

rod on timescales that depend on the spatial overlap of the wave function of the electron and

trapped hole. Slow recombination times were attributed to diffusion of trapped holes that

weakly overlapped with delocalized electrons in the nanorods. Faster trap state recovery

times were observed in cases where the wave function of the electron and trapped hole

remained spatially coupled. These results support our observations in strongly charged and

dim DiRs. Additionally, the proposal of slowly diffusing trapped holes implies that carriers

do not have to be localized very far from the DiR core to generate long recovery times

that trigger charging processes. Distance-related coupling involving trap states may also

explain observations in other QD nanostructures, such as the shell thickness dependence of

A- and B-type blinking reported by Galland et al. in spherical shell QDs.[26] In the future

atomistic simulations of DiRs may unravel the exact mechanisms of recovery of trap states

and the influence of spatial coupling on recovery times.[147, 148]
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Figure 5.11: Description of exciton recombination dynamics in DiRs incorporating
distance-related coupling. (a) When a DiR is excited, radiative recombination (kr) of the
generated exciton dominates the high efficiency channel. (b) Alternatively, one of the gen-
erated carriers may be captured by a trap site at the surface of the particle with a trapping
rate (ktr) that depends on the density and accessibility of the traps. (c) The lifetime of
the trap state depends in part on the spatial overlap (coupling) of the wave function of the
trapped and remaining delocalized carrier. If the photo-excitation rate (kex) is greater than
the rates of recovery of the trap state (knr and kd: detrapping rate), the particle becomes
charged and (d) non-radiative Auger decay (kAug) dominates the recombination dynamics.
When the trap states are short-lived the PL is quenched predominantly via trap-assisted
non-radiative processes (knr).

In Figure 5.11 we present a simple model summarizing the dynamics of exciton recom-

bination in DiRs incorporating observations from our correlative investigation. Following

photo-illumination of the DiRs an electron-hole pair is generated. This occurs predom-

inantly in the CdS shell, given the energy (3.1 eV) of the excitation source. Both the

electron and hole can localize in the CdSe core and recombine radiatively. Alternatively,

one of the generated carriers may become captured at a charge-trapping center at the sur-

face, creating a charge-separated trap state. After sometime T , the separated carriers may

recover the band-edge exciton state and recombine radiatively. As noted, diffusive motion

and tunneling of the trapped carrier have been invoked to explain recovery of the trap state.
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In addition to radiative exciton recombination, non-radiative relaxation channels are also

accessible to the separated carriers—possibly via movement of the delocalized carrier to

the surface of the DiR. If recovery from the trap state is slower than the excitation rate,

then a second generated electron-hole pair has to recombine in the presence of an excess

charge, triggering Auger processes (A-type) that compete with radiative exciton recombi-

nation. On the other hand, if the recovery time is on the order of the excitation rate, the

charging channel is blocked and trap-assisted non-radiative decay (B-type) becomes the

dominant non-radiative relaxation channel. While changes in the distribution and dynamic

fluctuation of trap energies have been suggested to explain variations in the recovery times

of trap states, our observations indicate that trap state lifetimes are also connected to the

spatial coupling of the trapped and delocalized carriers.

5.8 Conclusion

To our knowledge the optical, structural and chemical information presented in this

work represents the most complete description reported for a single DiR core-shell nanos-

tructure. Using time-resolved single QD fluorescence spectroscopy we found two non-

radiative exciton processes responsible for moderating photoluminescence efficiencies in

DiRs: charging (A-type) and trap-assisted non-radiative (B-type) processes. This obser-

vation is in agreement with previous studies that indicate that a combination of the two

mechanisms account for fluorescence blinking in QDs.[26, 28]

Direct correlation of the structures of the DiRs with their fluorescence show that A-

and B-type processes are both linked to increased roughness at the surface of the nanos-

tructures. Further, we show that spatial proximity of the surface irregularities to the core

of the DiRs influences the likelihood of charging or trap-assisted non-radiative recombina-

tion. We remark that the asymmetric structure of the DiRs facilitated clear visualization of

the surface imperfections under structural imaging conditions. However, these defects are

not restricted to DiRs, thereby extending the proposed mechanism to other QD nanostruc-
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tures. For example, thick spherical shell QDs exhibit shell-thickness variations but these

can be difficult to visualize due to the large shell volume.[93] Our work highlights surface

roughness as a crucial parameter when designing QD nanostructures with specific excitonic

fates.

5.9 Experimental Methods

Materials

Selenium powder (99.99%) and cadmium oxide (99.99%) were purchased from Strem

Chemicals Inc. Trioctylphosphine (TOP, 90%), trioctylphosphine oxide (TOPO, 99%), and

sulfur, were purchased from Sigma-Aldrich. HPLC grade toluene was purchased from

Fisher Scientific. Octadecylphosphonic acid and hexylphosphonic acid were purchased

from PCI Synthesis. All chemicals were used without further purification unless otherwise

noted.

Synthesis of CdSe Nanoparticles

Preparation of Se Precursor: In a glove box, Se (0.058 g, 0.734 mmol) was added to a

1 dram vial containing TOP (0.430 mL, 0.964 mmol) and a stir bar. The Se was dissolved

with heat and stirring. Prior to injection, the optically clear, colorless solution was drawn

into a 10 mL polypropylene syringe with an 18 gauge needle and plugged into a septa for

removal from the glove box.

In a typical synthesis, TOPO (3.0 g, 7.76 mmol), ODPA (0.28 g, 0.84 mmol), and CdO

(0.06 g, 0.47 mmol) were added to a 25 mL three-neck round bottom flask equipped with

a stir bar, two rubber septa, condenser, and inlet adapter attached to a schlenk line. The

mixture was degassed at 150 °C under vigorous stirring for 1 hour. The reaction was then

flushed with Ar and heated to 310 °C where the CdO dissolved to form an optically clear,

colorless solution. TOP (1.8 mL, 4.03 mmol) was injected into the flask, and the reaction

was heated to 380 °C. The heating mantle was removed and replaced by an evaporating

dish. As the temperature fell past 370 °C, the Se precursor was injected. The flask was
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immediately sprayed with acetone until the temperature fell below 200 °C, and 10 mL

of toluene were injected. The solution was split between two 6 dram vials and particles

cleaned via three successive crashes using ethanol as an anti-solvent and toluene for particle

dispersion (centrifugation for 5 minutes at 4400 rpm).

Synthesis of CdSe-CdS DiRs

Preparation of Seed/Sulfur Precursor: Sulfur (0.06 g, 1.87 mmol) was added to a 1 dram

vial, followed by 8 x 10−8 mol of CdSe seeds, as determined by the absorbance of the stock

seed solution at the first absorption peak.[71] The solution was evacuated and flushed with

Ar 3 times on a schlenk line, and then TOP was added (1.8 mL, 4.03 mmol). The sulfur

was dissolved with vortexing.

In a typical synthesis, TOPO (3.0 g, 7.76 mmol), ODPA (0.29 g, 0.67 mmol), and CdO

(0.075 g, 0.584 mmol) were added to a 25 mL three-neck round bottom flask equipped

with a stir bar, two rubber septa, condenser, and inlet adapter attached to a schlenk line.

The reaction was degassed at 150 °C for 30 minutes. The flask was then flushed with Ar

and heated to 355 °C. A clear, colorless solution was observed. TOP (1.8 mL, 4.03 mmol)

was injected and the temperature was allowed to recover. The aluminum foil was removed

and cotton wrapped around the glass wool (cotton was necessary for quick temperature

recovery, but was watched closely as it was an inherent fire hazard). The reaction was

allowed to equilibrate for 5 minutes past the cotton swaddling. The seed/sulfur solution

was then quickly injected into the flask. Temperature recovery above 350 °C was observed

within 90 seconds of injection. After 6 minutes of growth time, the heating mantle was

removed and reaction allowed to cool. At 100 °C 10 mL of toluene was injected. The

solution was split between two 6 dram vials and precipitated via three successive crashes

using ethanol as an anti-solvent and toluene for particle dispersion (centrifugation for 5

minutes at 4400 rpm).

Sample Preparation

In a typical sample preparation, 1 micron sized polystyrene latex spheres (fiduciary

95



markers) was drop-cast onto silicon dioxide support grids (Ted Pella, PELCO 8 nm Ultra-

Flat Silicon Dioxide Support Film) and the excess suspension wicked away with a KimWipe®.

Subsequent to the polystyrene deposition a dilute solution of DiRs (∼ 1 nM) dispersed in

hexanes was drop-cast onto the grid and allowed to dry. The prepared grid was placed face

down on a quartz substrate and mounted onto a home-built inverted optical microscope.

The polystyrene beads and grid bars of the support film were used for recording positional

information on a CCD camera.

Single QD Fluorescence Spectroscopy

A home-built confocal microscope modified from Dukes et al.[49] was used to investi-

gate the optical properties of single DiRs. The excitation source was a 405 nm PicoQuant

pulsed diode laser with a repetition rate of 2.5 MHz. The average excitonic occupan-

cies per pulse, 〈N〉 ∼ 0.2, was estimated from the absorption cross-section of the DiRs

(σabs ∼ 10−13 cm2 at 405 nm).[149] The polarization of the laser was rendered circu-

lar using a quarter-wave plate to ensure uniform excitation of the DiRs. The beam was

then reflected from a 420 nm long pass (LP) dichroic filter (Omega Optics, 3RD410LP)

into an inverted objective (Olympus UPLSAPO, apochromatic, water immersion, 1.2 N.A.,

60x) and brought into focus at the sample. Fluorescence from the focal region was col-

lected by the same objective, passed through the dichroic filter and was focused through

a 150 um aperture onto two single photon avalanche photodiodes (SPAD, Micro Photon

Devices $PD-050-0TC) in a Hanbury-Brown Twiss interferometric configuration. In this

setup photons emitted from individual QDs were recorded with a series of tags using a

time-correlated single photon counting (TCSPC, Picoharp 300) unit.

All analysis including the generation of the FLIDs was done with custom routines writ-

ten in the Python programming language.

Electron Microscopy

After all relevant fluorescence data had been collected; support films were stored in

a grid holder and transferred to an electron microscope. Scanning transmission electron
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microscopy images were obtained using a Tecnai Osiris operating at 200 kV, with a spot

size set to 10 (to reduce charging effects) and a camera length of 220 mm for HAADF

imaging. HAADF-STEM imaging was chosen over HRTEM imaging since the white-on-

dark-contrast for STEM greatly facilitates the location of individual quantum dots at low

magnifications. Patterns of polystyrene were used to align the STEM image and distances

measured from the optical microscope were used to identify regions of interest. After ob-

taining a high resolution STEM image of a particle, the spot size was lowered to 4 yielding

∼ 1.5 nA of beam current with a probe size on the order of 0.5 nm. These conditions, in

conjunction with a highly efficient Super-X EDS detection system, enabled rapid collec-

tion of EDS spectrum maps with a minimal number of scans (∼ 30 s total acquisition time).

EDS hypermaps were collected using Bruker’s Esprit 1.9 software.
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Chapter 6

Conclusion

In this work, the need for a comprehensive understanding of the interplay between

the physical structure and photophysics of QDs was demonstrated by a set of experiments

carried out on several QD nanostructures. Throughout, we reflect on how the inherent com-

plexity of QDs and the heterogeneity of colloidal QD samples warrant the assembly of tools

to examine QDs one by one in order to parse and decode this information. In particular,

the illustrated strategy for the correlation of single QD optical and structural properties is

exceptionally valuable for establishing detailed structure-property connections. It is antic-

ipated that continued effort to unravel precise relations between synthesized QD structures

and expressed behaviors using this approach will further challenge and advance our under-

standing of these nanostructured materials. Applied to QD design, insights acquired will in

turn provide a clear road map for the development of synthetic schemes to completely tune

and optimize the performance of QD nanostructures. This achievement would truly unlock

the technological benefits of QD nanostructures.

6.1 Overall Conclusions

In Chapter 3, the optical properties of single CdSe-CdS QD nanostructures with a built-

in anisotropic biaxial strain were investigated. The high quantum yield of the synthesized

structures and use of strain to achieve a high spectral purity in ensemble, reflect the in-

genuity of chemists to design tailored nanostructures—a feat made possible by the strong

connection between QD physical structure and optical behavior and also by advances in

synthetic control. Single QD optical measurements demonstrated that the spectral line

widths of individual QDs were reduced two-fold compared to conventionally synthesized

structures where the built-in strain is uniformly applied. This supported the hypothesis that
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narrow single QD lineshapes of the anisotropically strained QDs were responsible for nar-

row ensemble PL peaks as opposed to an unusually high structural uniformity of the QD

sample. The detection and collection of the PL from single biaxially strained QDs was

also instrumental in revealing appreciable heterogeneity in the sample otherwise masked

in measurements performed in ensemble. The apparent divergence in measured single QD

optical properties suggests that the synthesis of the QDs maybe further refined to achieve

an optimized sample. It also signals that an in-depth understanding of the structural factors

responsible for the heterogeneity in optical performance of QDs is crucial in order to guide

rational improvements in synthetic methodologies.

Work in Chapter 4 demonstrated the development of environmentally stable InP-ZnSe

core-shell QD structures as a ’greener’ alternative to prototypical CdSe-based QDs, such

as those studied in Chapters 3 and 5. A slow, high temperature shell growth procedure

was used to grow a thick ZnSe shell and control the uniformity at the surface of the QDs.

Optical spectroscopy on individual InP nanostructures showed that blinking of the PL can

be strongly suppressed—attributable to the presence of a voluminous shell that restricts

interactions of excited carriers with the surrounding environment and a uniform surface

morphology. The achieved blinking suppression—and improved PL efficiency—is a key

step in enabling InP based QDs for application in challenging biological settings such as

particle tracking. However, despite successful growth of a large protective shell, the opti-

cal measurements on single InP heterostructures, also reveal variable levels of QD-to-QD

blinking suppression. Additionally, the ensemble PL quantum yield of the sample was low.

Structural characterization of the sample revealed morphological defects in the shell of a

subpopulation of QDs, indicating a potential structural factor limiting the performance of

the QD nanostructures. With this new chemistry, future endeavors to establish direct re-

lations between the structural and optical properties of the InP QDs via correlation at the

single QD level is expected to provide valuable feedback to further advance the develop-

ment of this non-toxic material.
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Finally, work presented in Chapter 5 details the use of a recently developed strategy

to establish such structure-property relationships at the single QD level. The technique

uses unique polystyrene formations as placement markers such that the position of individ-

ual nanostructures can be precisely determined in both optical and electron microscopes.

This facilitates instrument relocation and fast acquisition of correlated measurements of

optical and structural information from the same colloidal QD. The approach is simple,

unambiguous, reproducibly and can be used to investigate the interplay between structure

and function in a range of colloidal nanostructured systems. Applied to CdSe-CdS quan-

tum dot-in-rods (DiRs), this technique enabled the identification of surface roughness as a

crucial structural factor to consider when engineering QDs with specific excited state out-

comes. Specifically, by directly correlating the atomic and chemical structure of individual

DiRs with time-resolved optical measurements on the same structures, morphological im-

perfections at their surfaces, detrimental to PL efficiency were determined. It was further

observed that the proximity of the surface irregularities to the core of the core-shell QD

nanostrucutures influenced the excited state behavior—providing key mechanistic insight

into exciton recombination. This study also demonstrates the utility of the correlation ap-

proach to inform material improvements. Control over the surface morphology of QDs is

an often overlooked factor that presents unique opportunities to tailor the performance of

QDs.

6.2 Future Direction

6.2.1 Correlation of Cadmium-free InP QD Nanostructures

It would be advantageous to utilize the single QD correlation methodology to study the

InP QDs developed in Chapter 4. In addition to variably shell roughness between individual

structures, advanced structural and chemical imaging of the sample revealed that indium

from the InP core is distributed into the shell in some structures—possibly via a cation
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exchange with zinc in the ZnSe shell. A recent report by Talapin et al.[150] indicates that

such an exchange likely creates structural disorder in the InP lattice by introducing inter-

stitial point defects (e.g. vacancies) that mitigate PL quantum yields and broaden emission

lineshapes. However, at the same time alloying maybe necessary to grow large uniform

shells by minimizing lattice strain at the core-shell interface. Using the correlation strat-

egy, the potential effect of compositional alloying and surface morphology variations on

the optical performance of the InP QD core-shell nanostructures can be explored in greater

detail. Understanding these effects could potentially inform synthetic methods to improve

the optical properties of the material. However, a foreseen challenge in obtaining the re-

lated correlation data is that a significant fraction of the thick-shell InP core-shell QDs are

prone to photobleaching under standard single QD optical excitation flux—despite a gen-

eral enhancement in photostability afforded by the thick-shell growth. Furthermore, the

electron beam in STEM is known to quench the fluorescence of QDs. As a result, in or-

der to carry out this correlation, it is necessary to record the QD structure after the optical

data is acquired. Consequently, if the damage sustained by the QDs results in any appre-

ciable structural change, the acquired electron micrographs may differ from those of the

native structure. In order to further improve the stability of the InP core-shell nanostruc-

tures, the growth of a thin secondary ZnS is proposed. ZnS has been shown to be more

photostable[80] than ZnSe and can be grown epitaxially due to the relatively low lattice

mismatch (3.4%) between the two materials.[11]

6.2.2 Advancing the Structural Characterization of QD Nanostructures

The single QD structural and optical correlation utilizes STEM to capture the struc-

ture of QDs which provides several distinctive advantages to conventional TEM methods.

However, as presently implemented the technique suffers inherent aberrations—in partic-

ular, spherical aberrations (Cs)—that limit the detail with which QD structures can be ac-

quired. Implemented with an aberration corrected microscope, structures maybe elucidated
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with full arrangement of their atoms.[43] An understanding of the precise crystal and sur-

face structure of individual QDs would facilitate a thorough description of the effects of

subtle structural variations on single QD optical properties. For example, in Chapter 5,

it was unclear if increased morphological roughness was associated with the presence of

atomic vacancies or dangling bonds at the surface of the QD nanostructures as a result of

the limited resolution of the STEM micrographs. By revealing the atomic scale nature of

the surface, aberration-corrected STEM may address this quandary. Even so, it should be

noted that STEM is a projection technique in which valuable information is lost in one

direction (i.e., in the direction of the electron beam). Instead, a three-dimensional (3D)

atomic structure characterization of QD nanostructures should yield additional structural

insights. Fortunately, with advances in image processing it is now possible to reconstruct

a high quality 3D structure of a QD from a tilt series of STEM micrographs.[151] Once

constructed, important information such as volume, surface roughness and core location

could be accurately measured. This structural detail is invaluable in work towards a deeper

understanding of QDs.

6.2.3 Enhancing Single QD Spectroscopy Capabilities

Along the same line, the single QD spectroscopic methods could be augmented to ex-

pand the utility of the correlation methodology. For example, while single QD studies

are typically conducted at room temperature, operating at cryogenic temperatures would

enhance the detail of many spectroscopic signatures by eliminating excited state phonon

interactions.[16] This gives the possibility of revealing QD properties otherwise obscured

in room temperature measurements. In addition, spectroscopy of single QDs has so far

primarily benefited the study of QD nanostructures emitting in the visible where detectors

with high quantum efficiencies are readily available. However, recent advances in single-

photon detectors and CCD technology should expand the reach of the correlation to cover

QD materials emitting in the near-infrared. These materials can be routinely synthesized
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with superior quantum yields[152] in comparison to their organic dye counterparts and are

of great interest in applications such as biological imaging of deep tissue.[153] It is ex-

pected that single QD correlation studies will benefit further development and widespread

use of these infrared QD nanostructures.

103



Appendix A

Structural, Chemical and Optical Data for Studied CdSe-CdS Core-Shell Quantum

Dot-in-Rod Nanostrutures

What follows are all the structural, chemical and optical data acquired for the DiRs

presented in the work in Chapter 5.
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