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V.45. Spin-down field emission current vs. time for a (3,3) carbon nan-
otube with an Fe atom and an Fe4 cluster adsorbed on the side. The
applied electric field magnitude was 1.0 V/Å. . . . . . . . . . . . . 148
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CHAPTER I

INTRODUCTION

The rapidly developing field of nanoscience has revealed new physical phenomena

and encouraged the development of novel technological applications. Both require

development of new theoretical frameworks to describe them, and computational ad-

vances to effectively use them. This dissertation presents a first-principles study of

electron field emission in various nanostructures using time-dependent density func-

tional theory (TDDFT) [7]. In addition to the theoretical calculations, the work

has included substantial computational developments necessary to allow these first-

principles methods to be applied to systems which include many atoms and are sim-

ulated for relatively long time periods. The next section introduces the major types

of electron sources. This is followed by a discussion of issues specific to electron field

emission. The chapter concludes with an outline of the rest of the dissertation.

1.1 Electron sources

Electrons in a material are confined to it by a potential. In order for electrons

to escape the material, they must somehow move beyond the potential barrier. If

this barrier is lowered by the application of an external electric field, the electrons

can then tunnel out of the material. This process is called electron field emission

(FE) [8]. Thermionic electron emission [9] relies on heating a material to the point at

which electrons gain enough energy to be emitted. Schottky emitters [10, 11] combine

1



thermionic emission with electric field-based lowering of the material’s work function.

This lowering, called the Schottky effect [12], makes it easier for thermally excited

electrons to escape the material.

Disadvantages with thermionic emission include large power consumption and

potential damage to the device due to heating [13]. While field emitters do not

directly use heating to emit electrons, typical materials used in field emission can

become damaged due to current-induced heating. Using a material such as a carbon

nanotube helps [13], since it is more robust to such effects. In addition, field emitters

can respond to varying electric fields much faster than a thermionic emitter can alter

its output, meaning that field emitters are capable of operation at higher frequencies

[14].

Compared with thermionic emission, nanotube field emitters produce a narrow

beam size [15], which is important for high-resolution displays and spatial microscopy.

When projected onto a screen, the spatial pattern contains pentagonal structures [1],

as shown in Figure I.1. In addition, interference fringes can be seen that may be due

to interfering electron waves. The electrons emitted from a nanotube exhibit a narrow

energy spectrum [2] which is important in, e.g., energy-resolved microscopy; see Figure

I.2. Here the measured spectral width (central plot) is significantly narrower than

theoretical predictions (other lines).

1.2 Electron field emission

Field emission of electrons from nanostructures is the subject of intense experi-

mental and theoretical research [8, 16, 17, 18, 19, 20, 15, 21]. The aim of these studies

2



Figure I.1: Field emission pattern from [1].

Figure I.2: Field emission energy spectrum. From [2].

is to explore the properties of nanoscale materials in electric fields and exploit these

properties for technological applications. Emission from carbon nanotubes (CNs) is

particularly important as CNs are candidates for next-generation displays, electron

sources [8, 16, 17, 18], and high-resolution electron beam instruments [19, 20, 15, 21].

Structural defects, adsorbates, encapsulated atoms and other variations in the

atomic structure significantly change the FE properties of CNs [22, 23, 24, 25, 26, 27,

28, 29]. Experimental studies investigating the effects of adsorbates on field emission
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have shown that adsorbates strongly influence the field emission current [22, 23, 24, 25,

26, 27]. For example, experiments have shown that a Cs adsorbate can significantly

increase the FE current [28, 29]. Other adsorbates such as CH4 and CO molecules

can increase or decrease the field emission current [26, 27]. Effects such as these

can be useful for applications, and much theoretical work (see below) is devoted to

understanding these properties and predicting new ones.

The theoretical study of field emission dates back to the early days of quantum

mechanics. The standard approach to modeling field emission is the Fowler-Nordheim

(FN) theory [30] which describes the emission of electrons from a flat metal surface

in the presence of an electric field. The FN approach allows one to calculate the

current density of field emitted electrons. Applied to nanotubes, some aspects of the

experimental data can be modeled in this way [31]. But in other cases, for example

with high fields or adsorbates, the theory fails to describe the phenomena [32]. This

is not surprising, since FN is a model with various assumptions (e.g., clean metal

surface) that do not match the situation with nanotubes.

More rigorous methods that take into account atomic geometry and electronic

structure have been developed in recent years [33, 34, 35, 36] including first-principles

calculations [37, 38]. The first-principles approaches calculate the self-consistent elec-

tronic structure of the field emitter and connect the wave function to the asymptotic

scattering wave function of the electrons in the external field [34, 35]. An important

step beyond the static calculations is the introduction of the time-dependent descrip-

tion of FE [37, 38]. The time-dependent description so far has been limited to time

propagation of the wave functions with a time-independent ground state Hamiltonian.
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The present work goes beyond previous time-dependent approaches [37, 38] and

simulates the entire field emission process in a real time, real space framework. In the

time-dependent approach the wave function is time propagated to describe the effect

of the electric field. This approach has several advantages. In the time-independent

approach, the wave function has to be matched to the asymptotic wave function.

The asymptotic wave function, the wave function of electrons in an electric field,

is not known. It is usually approximated by Airy functions, the wave functions

of independent, non-interacting electrons in an electric field. This approximation is

avoided in the time-dependent approach: the field-emitted electrons and the electrons

of the nanotube are described on an equal footing. The asymptotic form of the wave

function is not needed in the calculation, and the time evolution of the wave function

is used to describe the emitted current.

This dissertation presents theoretical studies of electron field emission from vari-

ous nanostructures. Following this introduction, Chapter II presents the theoretical

framework for our calculations. To implement this framework computationally, a ba-

sis must be chosen: These considerations are discussed in the Chapter III. Since we

chose to use a real-space basis, an important issue is reflections from the boundaries.

Our approach to handling this is presented in Chapter IV. Chapter V provides the

necessary background in nanostructures and field emission, as well as our results.

This chapter describes our computational procedure, including how we slowly turn

on the electric field with a linear ramp (see Section 5.2.1.2) to avoid transient effects.

Finally, a summary is presented in Chapter VI.
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CHAPTER II

ELECTRONIC STRUCTURE CALCULATIONS

Our theoretical approach is to obtain the ground state wavefunction Ψ of the

system by solving the time-independent Schrödinger equation

HΨ = EΨ (2.1)

where H is the system’s Hamiltonian. We then use time propagation operators (dis-

cussed below) to develop the system forward in time and extract quantities of interest,

such as the field emission current. This chapter provides an overview of the theoretical

methods used to accomplish this.

After a brief review of alternative methods, the chapter presents density functional

theory (DFT), which is the core theoretical framework used here. DFT provides the

ground state of the system. To move beyond the ground state into time-dependent

phenomena such as field emission, we use time-dependent DFT (TDDFT) and the

associated time propagation methods. The chapter concludes with a description of

how field emission current is calculated from the time-propagated wavefunction.

2.1 The electronic structure problem

A fully quantum mechanical treatment of a nanoscale system requires confronting

the many-body Schrödinger equation for all particles. Fortunately, in many physical
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problems, we can restrict our focus to just the electrons in the system. This is

because electrons are much less massive than nuclei and so respond to forces much

faster. In addition, the time simulations considered in this dissertation are much

shorter than the time scales of nuclear motion. In this case we can use the Born-

Oppenhemier approximation [39] which states that the wavefunction of the entire

system (electrons and nuclei) is separable into an electron-only part and a nuclei-

only part. This allows us to work with just the electronic wavefunction, and this

approximation is used for all calculations in this dissertation. If the motion of the

nuclei are needed (e.g., when relaxing a molecule’s structure), there are approaches

that separate the dynamics of the electrons and nuclei, thus preserving the theoretical

and computational advantages of this approach.

Even with the fixed-nuclei approximation, we still have a many-electron Schröding-

er equation to solve. Solving this equation is impossible in all but simple systems, and

the only way to make progress in realistic systems is to make approximations. The

various approaches to electronic structure calculations represent different approxima-

tions that one may make. We now briefly review some of these methods before turning

to a more detailed treatment of density functional theory, which is the approach used

here.

In the Hartree method, the many-electron wavefunction Ψ is approximated as a

product of N single-electron wavefunctions:

Ψ(r1, r2, . . . , rN) = φ1(r1)φ2(r2) · · ·φN(rN) (2.2)
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where N is the number of electrons. Using a product assumes that the electrons are

independent of each other. More significantly, this approach neglects the fermionic

nature of the electrons by not antisymmetrizing the wavefunctions.

The Hartree-Fock method extends the Hartree approach by using an antisym-

metrized product of single-electron wavefunctions. Slater [40] showed that an elegant

way to accomplish this is to arrange the single-particle wavefunctions in a determi-

nant:

Ψ(r1, r2, . . . , rN) =
1√
N!

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

φ1(r1) φ1(r2) · · · φ1(rN)

φ2(r1) φ2(r2) · · · φ2(rN)

...
...

...

φN(r1) φN(r2) · · · φN(rN)

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

. (2.3)

The determinant enforces the antisymmetry requirement since interchanging a row

or column of a determinant (which is equivalent to exchanging the positions of the

corresponding electrons) changes the sign of the result.

Both the Hartree and Hartree-Fock methods neglect electron correlation [41]. Post

Hartree-Fock methods are those approaches that extend the Hartree-Fock method to

include electron correlation effects. Two well-known examples are the configuration

interaction [42] and coupled cluster [43] methods. With the incorporation of corre-

lation effects, these methods are able to produce impressively accurate results, but

at a high computational cost. Due to this, they are not presently practical for use

in systems beyond a few tens of atoms. Density functional theory (DFT), discussed

next, is able to handle much larger systems.
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2.2 Density functional theory

To predict the properties of a quantum system, various observables are calculated.

This typically requires the wavefunction, which is obtained by solving the Schröding-

er equation. Unfortunately, for a system with multiple electrons such a solution is

very difficult due to the coupling in the many-electron Hamiltonian. If instead there

was just a single electron interacting with some potential, the Hamiltonian (and the

solution) would be simpler. DFT allows one to use this simpler approach and yet still

obtain the observables corresponding to the actual many-electron system.

In mathematics, a functional is a function that takes another function as its argu-

ment. The name “density functional theory” comes from the fact that various terms

in the system’s Hamiltonian can be expressed as functionals of the density, as will be

shown below.

The electron density ρ(~r) can be obtained from the wavefunction Ψ by integrating

over all spatial coordinates except for one [44]:

ρ(~r) = N

∫

· · ·
∫

|Ψ(r1, r1, . . . , rN)|2 dr2 . . .drN (2.4)

The central idea of DFT is that one does not need to calculate the many-body wave-

function Ψ. Instead, the electron density ρ(~r) is sufficient. This is a tremendous

simplification: The wavefunction describing N electrons depends on 3N variables

(the three spatial coordinates for each electron), while the electron density is a func-

tion of just the three spatial coordinates.

The justification for this simplification comes from the Hohenberg-Kohn (HK)
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theorems [45]. They prove that there is a one-to-one correspondence between the total

electron density and the corresponding wavefunction (and therefore the potential).

This means that the density contains the same information as the wavefunction, and

so the observables can be calculated using just the density. This avoids the need to

find the exact wavefunction.

The HK theorems establish that all one needs is the density, but do not give

a method to obtain it. The Kohn-Sham (KS) method [46] provides such a proce-

dure. Consider a simpler problem, in which the electrons do not interact with each

other. Each of these “independent” electrons moves in a potential that represents the

properties of the system in an average way.

Although this decoupled system has a Hamiltonian that makes the Schrödinger

equation simpler to solve, the resulting eigenstates, called Kohn-Sham orbitals, are

not eigenstates of the real system. However, the KS method constrains these orbitals

such that the density calculated from them matches the actual system’s density, which

is all that is needed to calculate system observables. Using the effective potential in

the Schrödinger equation produces the Kohn-Sham equations (one equation for each

orbital).

Hohenberg and Kohn also proved [45] that the total energy of the electron gas is a

unique functional of the electron density. The minimum of the total energy functional

is the ground state energy of the system and the density which gives this minimum

is the exact single-particle density of the ground state.

10



The Kohn-Sham total energy functional is

E[φi] = 2
∑

i

∫

φi

(

− ~
2

2m

)

∇2φid
3r+

∫

V ion(r)n(r)dr

+
e2

2

∫

n(r)n(r′)

|r− r′| drdr
′ + EXC [n(r)] + Enn, (2.5)

where φi are electron states,

Enn =
∑

ij

ZiZj

|Ri −Rj|
(2.6)

is the Coulomb energy of the nuclei, V ion is the electron-ion potential, n(r) is the

electron density

n(r) = 2

Noccupied
∑

i=1

|Ψi(r)|2, (2.7)

and EXC [n(r)] is the exchange-correlation functional. Enn is the energy due to mutual

nuclear repulsion. Since we assume fixed nuclei, this energy is constant. In Eq. 2.7

the factor of 2 includes contributions from both up and down spins. We will see in

Section 5.2.4 how to extend this formalism for the case of spin polarization. Only

the minimum of the energy functional has physical meaning, and at the minimum it

gives the ground state energy of the system. By minimizing the above functional one

can derive the Kohn-Sham equations. At the minimum, the electronic states φi are

self-consistent solutions of the Kohn-Sham equation

HKSφi(r) = Eiφi(r), HKS = − ~
2

2m
∇2 + V KS[n(r)] (2.8)
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with

V KS = V ion(r) + V H(r) + V XC(r), (2.9)

where Ei is the Kohn-Sham eigenvalue, and V H is the Hartree-potential of the elec-

trons defined as

V H(r) = e2
∫

n(r′)

|r− r′|dr
′. (2.10)

The exchange-correlation functional, V XC is the functional derivative of the exchange-

correlation energy

V XC(r) =
δEXC [n(r)]

δ[n(r)]
. (2.11)

The potential may also contain an applied external field (e.g., from a laser). Note

that the Hartree term V H represents the Coulombic interaction between a single

electron and the density due to all other electrons. This density looks the same to all

of the electrons, and so this avoids many-body complications. This potential is found

by solving the Poisson equation

∇2V H(x) = −4πρ(x) (2.12)

The KS approach represents the electron-electron Coulombic interaction as a sin-

gle electron interacting with an effective mean field. One problem with this is that in

reality the electrons’ movements are correlated: electrons repel one another. Consider

a two-electron system; at the position of one electron, the probability of finding the

other electron decreases, and vice-versa. The mean field approximation does not take

this into account, and so it models a system of electrons that can get too close to one
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another.

Exchanging the spatial and spin coordinates of two electrons must change the

sign of the many-body wavefunction. This leads to the Pauli principle, which causes

electrons of like spins to avoid each other (i.e., not be in the same state). Unlike the

correlation effect, this exchange effect only applies to electrons of like spins.

The exchange-correlation (XC) term in the potential, V XC , is defined [47] to

contain whatever is “left over”. That is, the difference between the real and effective

potentials, which are mainly quantum effects due to electron exchange and correlation.

The theory would be exact if the exchange-correlation energy was explicitly known. In

practice, one has to rely on some approximate expression of the exchange-correlation

energy. The first, and most simple approximation is the local density approximation

(LDA). In the LDA the exchange-correlation energy is assumed to be [41]

ELDA
XC =

∫

dr ǫ[n(r)]n(r), (2.13)

where ǫ[n(r)] is the exchange-correlation energy per unit volume of a homogeneous

electron gas of density n(r).

Once the KS orbitals are determined, the total energy can be obtained from Eq.

2.5, but this formula can be simplified. By using the KS equation one can derive the

following equation for the total energy:

E[φi] =

Noccupied
∑

i=1

Ei +

∫

dr

(

1

2
V H(r) + V XC(r)

)

n(r) + EXC [n] + Enn. (2.14)
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2.2.1 Pseudopotentials

The treatment of the many-electron system can be simplified further by introduc-

ing the pseudopotential concept. By dividing the electrons of the atoms into core

electrons and valence electrons and assuming that the core electrons only play a pas-

sive role, the ion-valence electron interaction can be described in terms of pseudopo-

tentials [48]. The pseudopotential concept removes the core electrons and replaces

the strong ionic potential by a weaker potential called the “pseudopotential”. The

simplest and most popular form of pseudopotentials is the Kleinman and Bylander

form [49]

V ion(r) = V ps,local(r) +
∑

l

l
∑

m=−l

φlm(r)∆wl(r)∆wl(r
′)φlm(r

′)
∫

drφlm(r)∆wl(r)φlm(r)
(2.15)

where ∆wl(r) = wl(r)−V ps,local(r). The functions wl, V
ps,local and φlm are determined

by solving the Schrödinger equation, projecting out the core states, and deriving a

potential for the valence states. This potential should preserve the scattering proper-

ties and be transferable, that is, accurately describe the valence electrons in different

chemical environments. Note that pseudopotentials are a general theoretical tool,

and are not limited to use in DFT.

2.2.2 The Kohn-Sham procedure

In order to calculate the potential, one needs the density since parts of the poten-

tial are density functionals. The density is calculated from the KS orbitals. But the

KS orbitals are found by solving the Schrödinger equation, whose Hamiltonian needs
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the potential. This coupling requires the use of a self-consistent iterative solution

method. Fig. II.1 shows a typical flowchart of the self-consistent calculations of the

ρ = ρinitial ρprevious = ρ

H [ρ] = − h̄
2

2m
∇2 + V [ρ] ρ ≈ ρprevious?

Hφi = Eiφi

ρ =
∑N

i=1 |φi|2 Done

No

Yes

Figure II.1: Flowchart of the DFT calculation

Kohn-Sham states φi. The initial density n0(r) is usually taken as the sum of atomic

densities. The KS equation is then solved self-consistently. The self-consistency cycle

is stopped when some convergence criterion is reached. The two most common criteria

are based on the difference of total energies or densities from iteration i and i−1, i.e.,

the cycle is stopped when |Ei−Ei−1| < η or ∆n ≡
∫

dr|ni(r)−ni−1(r)| < η , where Ei

and ni are the total energy and density at iteration i, and η is a prescribed tolerance

parameter. (The following section will discuss the importance of convergence.) If the

self-consistency criteria are not satisfied then one continues the iteration. Ideally, the

starting density in the new cycle would be the density obtained in the previous step.

In solving the nonlinear KS equations, however, this leads to instabilities. Various

density mixing schemes have been introduced to avoid this problem, with the simplest

being linear mixing [50], which is what we use. In linear mixing, rather than directly

using the new density, we slowly mix it in. To do this, the next iteration’s density is
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a linear combination of the previous iteration’s density and the new density:

ni+1 = αnnew + (1− α)ni (2.16)

where nnew is obtained from Eq. (2.7) and α is a number in the range [0,1]. This value

specifies how much the new density contributes in the mixing. For stable iterations,

this value is typically less than 0.2 (determined empirically).

2.2.2.1 Convergence of the ground state

For time development, discussed below, it is very important to have a well-

converged ground state. Otherwise, the time propagation of a poorly-converged den-

sity quickly amplifies the existing errors. In the context of the iterative Kohn-Sham

procedure discussed above, convergence means that the iteration is terminated only

after the density has converged to a stable state. As mentioned above, this can be

conveniently assessed by monitoring the total system energy vs. time, or the change in

density vs. time, as shown in Figure II.2 for a ground state calculation using benzene.

Note that the vertical axes are logarithmic. In this figure, notice that both plots show

a decrease, followed by an abrupt transition to a nearly flat region which has a small

value. Empirically, we have found that this transition typically marks convergence.

The oscillations visible are due to the Kohn-Sham procedure “hunting” for better

values. Using the onset of the nearly-flat region as a marker of convergence, notice

that the two plots in Figure II.2 seem to show different convergence times. This is

reasonable; it is our experience that the energy and density can converge at different
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Figure II.2: Change in total energy and density vs. iteration, showing convergence.

times, and often the energy converges first. Our usual procedure (again empirically

determined) is to allow both energy and density to converge before calling the system

as a whole converged.

2.3 Time-dependent density functional theory (TDDFT)

Like the HK theorems for time-independent DFT, the Runge-Gross theorem [51]

puts TDDFT on solid theoretical ground by establishing the one-to-one correspon-

dence between a time-dependent external potential and a time-dependent charge den-

sity. One way to proceed is to simply include the time-dependent potential in the

Kohn-Sham equations and then solve them. The addition of time, however, makes

these equations difficult to solve in general. If the external field is weak, another

approach is to use perturbation theory, e.g. in the form of linear response theory
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[52]. In this method the ground state of the system is perturbed to calculate the

first-order response. We avoid the restrictions of linear assumptions and solve the

time-dependent Kohn-Sham (TDKS) equations by time propagating the orbitals, as

described below.

In the TDDFT framework [53] the electronic motion is described by the following

time-dependent Kohn-Sham equation for single particle orbitals φi

i~
∂

∂t
φi(r, t) = Hφi(r, t) (2.17)

with

H = HKS + Vext (2.18)

HKS = − ~
2

2m
∇r + VA(r, t) + VH(r, t) + VXC [ρ](r, t), (2.19)

where Vext(r, t) is the time-dependent external potential, VA(r, t) is the atomic po-

tential, VH(r, t) is the Hartree potential, and VXC(r, t) is the exchange-correlation

potential. The pseudopotential approach [54] is used to represent the atomic po-

tentials VA(r, t). The exchange-correlation potential VXC(r, t) is constructed using

the adiabatic local density approximation [55] and the Hartree potential is calcu-

lated by solving the Poisson equation. The electron charge density is given by

ρ(r, t) =
∑

i |Ψi(r, t)|2 and the current is defined as

j(r, t) =
e~

2im

∑

i

(φ∗
i∇φi − φi∇φ∗

i ) =
e~

m
Im (φ∗(~r)∇φ(~r)) . (2.20)
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2.4 Time propagation

The time-dependent Kohn-Sham equation can be solved by time propagating the

Kohn-Sham orbitals. Once a well-converged ground state density of the system is

obtained, it is used as the initial state in the time development of the orbitals. This

yields the time evolution of the density and allows calculation of time-dependent

observables such as the current.

We use φ(x, 0) to represent an orbital’s known initial state at t = 0. The orbital

at any future time t+∆t is

φ(x, t+∆t) = e−iH∆t/~φ(x, t). (2.21)

However, this is only exact for a time-independent Hamiltonian [56]. A good approx-

imation is to keep ∆t smaller than the characteristic time of the time-dependent part

of the Hamiltonian, so that the Hamiltonian varies little during ∆t.

Once φ(x, t +∆t) is found, it is used to calculate the next step’s orbital φ(x, t +

2∆t), and so on. This iterative procedure yields the orbitals for each time step. Once

this is done for all of the KS orbitals φi, the density can be calculated as

ρ(x, t) =

N
∑

i=1

|φi(x, t)|2. (2.22)

To actually implement the procedure defined in Equation 2.21, an expression must
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be found for e−iH∆t/~. There are several approaches to this, and they typically vary in

terms of computational effort, numerical stability, and unitarity. The latter property

is important in order to preserve the orthonormality of the orbitals as they are time

developed [56].

One such method is to simply Taylor expand the exponential [57], and then apply

each expansion term to the orbital:

e−iH∆t/~ ≈
N−1
∑

i=0

[

(−i∆t)nH/~
n!

]

(2.23)

where Nt is the number of terms in the expansion. To achieve reasonable accuracy,

several (∼ 4) expansion terms are needed, which makes this method computationally

demanding. In addition, the method is numerically unstable for large ∆t and so only

small time steps may be used, resulting in more computations for a given time range.

We can also use the Crank-Nicholson method [58] which, compared to the Taylor

method, requires less computational effort per time step. In addition, larger time

steps are allowed due to the method’s numerical stability. In this approach, the

exponential is approximated as

e−iH∆t/~ ≈ 1− i∆t
2~
H

1 + i∆t
2~
H

(2.24)

The Crank-Nicholson approach requires the calculation of a matrix inverse which,

for large bases, can be prohibitively expensive. For this reason, when using a real-

space grid basis, we use the Taylor propagator. The Crank-Nicholson operator is used
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for smaller bases such as atom-centered atomic orbitals.

2.5 Calculation of the current

The current density at position ~r due to an eigenfunction φ(~r) is (cf. Equation

2.20)

~j(~r) =
e~

m
Im (φ∗(~r)∇φ(~r)) (2.25)

where e and m are the electron’s charge and mass, respectively. Assume that we want

to find the x̂ component of the current density (the other components are calculated

in the same way). In Cartesian coordinates the x̂ component is

jx(x, y, z) =
e~

m
Im

(

φ∗(x, y, z)
∂φ(x, y, z)

∂x

)

(2.26)

Approximating the first derivative by a first-order finite difference,

jx(xi, y, z) ≈
e~

m
Im

(

φ∗(xi+1, y, z)
φ(xi+1, y, z)− φ(xi, y, z)

∆x

)

(2.27)

where using ∆x is the spatial step size in the x̂ direction. Here a first-order finite

difference is used for brevity, while in practice a higher-order form (e.g., fourth order)

would be more appropriate.

To get the total current passing through a surface S normal to the x̂ direction,

I =

∫

S

~J · ~dA =

∫ ∫

jxdydx (2.28)

21



where ~dA is the differential area and is normal to the surface S. In discrete form this

integral becomes a sum

I = ∆y∆z

∑

m

∑

n

jx(xi, ym, zn) (2.29)

In this expression i is the x̂ direction grid coordinate of the surface S, and m and n

range over all grid coordinates in the ŷ and ẑ directions, respectively. Now inserting

Equation 2.27,

I =

(

~∆y∆z

m

)(

e

∆x

)

Im

(

∑

m

∑

n

φ∗(xi+1, ym, zn) [φ(xi+1, ym, zn)− φ(xi, ym, zn)]

)

(In calculations we use ~ = 0.658211899 eV · fs, m = 510998.910 eV · c−2, and

c = 2997.92458
◦

A /fs , which gives ~/m = 11.5767635.)

2.6 Limitations

The limitations of our framework can be divided into two areas: limitations of the

computational methods and limitations of DFT. The computational limitations for

our methods are time and memory. As the number of atoms in a system increases, the

calculation time increases. In addition, the computer memory required to store the

large data structures also becomes large. However, as described further in Ref. [59],

our approach provides an accurate method for electronic structure calculations that

scales with system size in a manner better than other approaches. We can currently

use systems consisting of several hundred atoms in a relatively short time.
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As for DFT, the theory is exact [60], and inaccuracies appear only because of ap-

proximations in the exchange-correlation functional [61]. For this reason, for systems

of just a few (e.g., 5-10) atoms, post Hartree-Fock methods are preferable [62], as

they can be more accurate. However, for larger systems (such as those considered

in this dissertation), DFT is better able to handle large systems. For the exchange-

correlation functional, we use the local density approximation (LDA) from Perdew

and Zunger [63]. Some of the known weaknesses include an overestimation of hydro-

gen bond strength [64, 65], an underestimation of band gaps [66], and errors in the

Raman spectra [67]. For other properties, such as those relevant to the calculations

here, LDA performs very well. Such properties include geometry calculations [68] and

dipole moments [69].
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CHAPTER III

BASIS FUNCTIONS

To calculate the field emission of a system, we have to numerically solve the

electronic structure problem described in Chapter II. While a mathematical function

may be defined at an infinite number of points, a computer can only store a finite

number of these values. To perform numerical computations we must therefore find

a way to approximate a function, to some desired accuracy, by a finite set of values.

These values are defined on some basis of functions. Many types of basis exist, and

each has advantages and disadvantages for different applications. The goal of this

chapter is to present several of the major types of basis, and evaluate them in such a

way that a good basis can be chosen for field emission calculations.

There are several issues to consider when considering a basis. From a practical

point of view, the size of a basis is a critical parameter. Here we define the size N

to be the number of states in a given basis. Part of our calculations involve matrix

diagonalizations, which scale as O(N3) [70], so even small increases in N can quickly

slow down calculations. On the other hand, too few states in a basis can make it

incomplete and therefore inaccurate.

Another issue is locality. A local basis is one such as atomic orbitals, where subsets

of the basis functions are centered on different atoms. This means that certain regions

of space are well-covered, while other regions (i.e., between the atoms) are not. In

such cases quantities such as wavefunctions can be represented more accurately in
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some regions than in others. In contrast, a nonlocal basis is one that is not tied to

atomic centers or other objects. The basis functions are uniformly distributed. The

most common example of this type of basis is the simple real space grid of lattice

points.

3.1 Plane waves

Plane wave basis sets are most useful in systems where the potential is periodic,

such as in a crystal. Here the potential can be written as

V (r+R) = V (r), (3.1)

where R = n1a2 + n2a2 + n3a3, n1, n2 and n3 are integers and aj is the jth lattice

vector of the crystal. Using the Bloch theorem, the wave function of the electrons

Ψik(r) in the crystal can be written as a product of a periodic part

ui,k(r+R) = ui,k(r),

and a wave-like part eikr

Ψik(r) = eikrui,k(r) (3.2)

for each crystal momentum k. Due to its periodicity, ui,k(r) can be expanded in terms

of plane waves

ui,k(r) =
∑

G

ci,G+ke
iG·r. (3.3)
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These functions are orthogonal

∫

Ω

dr ui,k(r)
∗uj,k(r) = Ω δi,j. (3.4)

where Ω is the volume of the periodically repeated cell. The G vectors in the plane

wave expansion can be expressed in terms of reciprocal lattice vectors. The reciprocal

lattice vectors b are defined by

biaj = 2πδij . (3.5)

Equivalently, the reciprocal vectors can be expressed by a 3× 3 matrix

(b1,b2,b3) = 2π(AT )−1, A = (a1, a2, a3). (3.6)

With that definition the plane wave basis vectors are

G = 2π(AT )−1g, g = (i, j, k) (3.7)

where i, j and k are integers.

A plane wave basis is a natural choice for periodic systems. In the systems studied

in this work, however, the systems are molecular-sized and surrounded by vacuum,

and so are not periodic. One approach is to enclose the nanotube and vacuum in a

“supercell”, and then periodically repeat this throughout space. This makes a peri-

odic system, but there are disadvantages. Within the supercell the lack of periodicity

requires the use of a large number of plane wave basis states. Also, during time de-
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velopment, one must be careful to avoid interactions with the periodically repeated

nanotubes, since they are not a physical reality. Since all of the field emitting struc-

tures in this dissertation are small, finite structures, plane waves were not considered

further as a potential basis.

3.2 Atomic orbitals

In the linear combination of atomic orbitals (LCAO) approach, the wave function

of the system is expanded as

Φ(r) =
Natom
∑

i=1

ni
∑

ki=1

lmax
i
∑

li=0

li
∑

mi=−li

cikilimi
φkilimi

(r−Ri) (3.8)

where Ri is the position of the ith atom, Natom is the number of atoms in the system,

ni is the number of orbitals for a given orbital momentum, cikilimi
are the linear

combination coefficients, and lmax
i is the maximum orbital momentum used for a

given atom. The basis functions are defined as

φklm(r) = ϕkl(r)Ylm(r̂) (3.9)

where ϕkl(r) is the radial part of the wave function.

The variational solution of the Kohn-Sham equation using the atomic orbital basis

leads to the generalized eigenvalue problem

HC = ESC (3.10)
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where

Hij = 〈φi(r−Ri)|H|φj(r−Rj)〉, φi ≡ φkilimi
(3.11)

is the Hamiltonian,

Oij = 〈φi(r−Ri)|φj(r−Rj)〉 (3.12)

is the overlap matrix,

CT = (c1, . . ., cN) ci ≡ cikilimi
(3.13)

are the linear variational coefficients, and N is the dimension of the basis.

There are many different ways to construct efficient atomic basis functions. The

construction depends on whether one wants to do an all-electron or a pseudopotential

calculation. The all-electron calculation is significantly more demanding as tightly

bound, oscillating core states have to be approximated.

One can represent the radial part of the atomic basis function numerically or by a

basis function expansion. In the numerical case, as the name implies, the radial shape

ϕkl(r) is numerically tabulated and therefore fully flexible (i.e., not dependent on a

particular expansion basis). This allows the creation of optimized element-dependent

basis sets that are as compact as possible while retaining a high and transferable

accuracy in production calculations up to meV-level total energy convergence. On

the other hand, one can also expand the radial wave function using an appropriate

basis set,

ϕkl(r) =
∑

i

akli ψi(r), (3.14)

where ψi is often chosen to be Gaussian or exponential function. To determine ϕkl(r)
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one usually solves the radial Schrödinger equation

(

−1

2

d2

dr2
+
l(l + 1)

r2
+ v(r) + vconf(r)

)

ϕkl(r) = ǫklϕkl(r) (3.15)

where v(r) is the atomic potential and vconf is a confining potential. The role of

the confining potential is to cut off the long range and slowly decaying tails of the

basis functions. Many different confining potentials have been developed [71, 72,

73, 74]; the best choice is a smooth cutoff potential to ensure the smooth decay of

the wave function and its first derivative at the cutoff radii rcutoff . The cutoff radius,

together with the number of basis functions per atom will be the two main parameters

controlling the convergence.

If one uses numerical orbitals, the solution of the radial Schrödinger equation

immediately provides the basis functions, ϕkl(r). In case of a basis function expan-

sion (see Equation 3.14) the linear combination coefficients can be determined by

either fitting the numerical solution or by solving the radial Schrödinger equation

variationally.

Atomic orbitals [75, 76, 77, 78, 79, 80] are a popular choice of basis in electronic

structure calculations. Compared to other bases such as plane waves and real-space

grids (see below), methods based on LCAO are more efficient in terms of basis size,

because atomic orbitals are much better suited to represent molecular or Bloch wave-

functions. Another advantage of localized atomic orbitals is that the Hamiltonian

matrix becomes sparse as the system size increases. This has recently renewed in-

terest in LCAO bases because the sparsity makes them suitable for order-N methods
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[81, 82, 83, 84] in which computational effort scales linearly with system size. Local

atomic orbital bases also offer a natural way of quantifying magnitudes like atomic

charge, orbital population, bond charge, charge transfer, etc.

Disadvantages of LCAO include the fact that the functions can become over-

complete (linear dependence can occur in a calculation if two similar functions are

centered at the same atom), that they are difficult to program (especially if high angu-

lar momentum functions are needed), and that it is difficult to test or to demonstrate

absolute convergence since there are many parameters.

Another problem is that since the atomic orbitals are centered at atoms, they are

localized. This presents a challenge when trying to represent wavefunctions between

atoms or in a field emission region outside of the molecule, as there are simply not

enough basis states in those regions. One can continue to add more and more orbitals

to the basis set in order to improve accuracy. However, the localized nature of the

orbitals means that adding more states increases overlap between states, leading to

loss of orthogonality and possible numerical issues (e.g. overcompleteness, mentioned

above).

3.3 Real space grids

A grid consists of a finite set of locations in space and/or time, and is the discrete

analog to a continuous coordinate system. The various quantities that we will be

working with will only be defined at these points. In this way, the grid provides a

method to obtain a discrete sampling of continuous quantities. Grids can be used for

problems with any number of dimensions, but here we introduce the concepts using
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the simple case of one dimension; the extension to more dimensions is straightforward,

and will be demonstrated later in this section.

To set up a one-dimensional grid, we need to know the start coordinate a, the

ending coordinate b, and the “step size” (i.e., distance between points) h. Given

these values, the total number of grid points N is

N = 1 +
b− a

h
(3.16)

Notice that b−a
h

gives the number of intervals of size h that will fit into the space

between a and b. The grid points are defined at the borders of these intervals, and

so the number of grid points is one more than the number of these intervals. For

example, in the simple case of a single interval, there are two grid points (the two

ends of the interval).

The location of the ith grid point is

xi = a+ (i− 1)× h (3.17)

where i runs from 1 to N . For some applications it is more convenient to specify the

total number of grid points N rather than the step size. In this case, one obtains h

as

h =
b− a

N − 1
. (3.18)

Now that we have defined a grid, we can use it to represent various quantities.

Potentials are simply sampled at the grid locations, but it is less clear how to handle
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the derivative in the kinetic energy term of the Schrödinger equation. In the next

section we show how to represent derivatives on a grid using finite differences. After

this, the Lagrange function approach is described. This is more complicated than

finite differences, but is also more accurate.

3.3.1 Finite differences

The finite difference method replaces the derivatives in differential equations by

approximations. These approximations are made up of weighted sums of function

values. This results in a large system of equations to be solved, in place of the

differential equation.

Suppose we want to calculate the first derivative of some function ϕ(x). The

obvious choice, using the definition of the first derivative, is

ϕ′(x) =
ϕ(x+ h)− ϕ(x)

h
(3.19)

for some suitably small h. For a given expression, smaller values of h lead to more

accurate approximations. This is a “one-sided” and “forward” approximation because

ϕ′(x) is calculated only at values that are larger than or equal to x. Another one-sided

possibility is the “backward” difference

ϕ′(x) =
ϕ(x)− ϕ(x− h)

h
. (3.20)

Each of these finite difference formulas gives an approximation to ϕ′(x) that is ac-
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curate to first order, meaning that the size of the error is roughly proportional to h

itself.

Another possibility is to use a centered approximation

ϕ′(x) =
ϕ(x+ h)− ϕ(x− h)

2h
. (3.21)

This expression is the average of the two one-sided approximations, and it gives a

better approximation to ϕ′(x). The error is proportional to h2, which (for h < 1) is

smaller than for the one-sided case.

The one-sided expressions involve two points (counting x itself), while the centered

version uses three. For this reason they are called “two-point” and “three-point” ex-

pressions, respectively. By using expressions with even more points, one can continue

to improve accuracy. Notice that these expressions have the same basic structure: a

linear combination of function values from different positions. The Taylor expansion

of ϕ(x) gives the coefficients for these linear combinations, as we now show.

As an example, let’s say we want to find expressions involving five points. From

a fourth-order Taylor expansion we get

ϕ(x± h) = ϕ(x)± ϕ′(x)h +
1

2
ϕ′′(x)h2 ± 1

6
ϕ′′′(x)h3 +

1

24
ϕ′′′′(x)h4

and

ϕ(x± 2h) = ϕ(x)± ϕ′(x)2h+
1

2
ϕ′′(x)(2h)2 ± 1

6
ϕ′′′(x)(2h)3 +

1

24
ϕ′′′′(x)(2h)4
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This gives four equations for ϕ and its derivatives. Using these, along with the identity

ϕ(x) = ϕ(x), we have five equations. In matrix form this system of equations is

Ax = b, (3.22)

where

A =

































1 −2 2 −4
3

2
3

1 −1 1
2

−1
6

1
24

1 0 0 0 0

1 1 1
2

1
6

1
24

1 −2 2 −4
3

2
3

































(3.23)

x =

































ϕ(x)

ϕ(x)′

ϕ(x)′′

ϕ(x)′′′

ϕ(x)′′′′

































, b =

































ϕ(x− 2h)

ϕ(x− h)

ϕ(x)

ϕ(x+ h)

ϕ(x+ 2h)

































. (3.24)

This is a system of linear equations that can be solved to find an expression for the

derivatives. For the second derivative, for example, we have

ϕ′′(x) = − 1

12
(ϕ(x+ 2h) + ϕ(x− 2h)) +

4

3
(ϕ(x+ h) + ϕ(x− h))− 5

2
ϕ(x)

One can easily generalize the above example to higher orders. The starting point
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is the general Taylor expansion

ϕ(x+ nh) =

∞
∑

i=0

1

i!
ϕ(i)(x)(nh)i n = −m, ...,m, (3.25)

where ϕ(i) is the ith derivative of ϕ and we truncate the series at mth order. Using

the notation

xj = ϕ(j−1)(x), bk = ϕ(x+ (k −m− 1)h) (j, k = 1, ..., 2m+ 1)

and

Akj =
(k −m− 1)j−1

(j − 1)!
, (3.26)

we can now construct the terms in Equation 3.22. By inverting A one obtains the

desired derivatives:

ϕ(j−1)(x) =

2m+1
∑

k=1

Cj
kϕ(x+ (k −m− 1)h), (3.27)

where

Cj
k =

1

hj−1
A−1

jk . (3.28)

Tables III.1 and III.2 list some of these coefficients.

Now we are ready to put these expressions together and use them to solve the one-

dimensional Schrödinger equation. Using three-point finite differences, the second
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Table III.1: Higher-order finite difference coefficients for the first derivative. Ck
i−n =

−Ck
i+n

Ck
i Ck

i+1 Ck
i+2 Ck

i+3 Ck
i+4 Ck

i+5 Ck
i+6

k=1 0 1
2

k=2 0 2
3

− 1
12

k=3 0 3
4

− 3
20

1
60

k=4 0 4
5

−1
5

4
105

− 1
280

k=5 0 5
6

− 5
21

5
84

− 5
504

1
1260

k=6 0 6
7

−15
56

5
63

− 1
56

1
385

− 1
5544

Table III.2: Higher-order finite difference coefficients for the second derivative.

Ck
i Ck

i±1 Ck
i±2 Ck

i±3 Ck
i±4 Ck

i±5 Ck
i±6

k=1 -2 1

k=2 −5
2

4
3

− 1
12

k=3 −49
18

3
2

− 3
20

1
90

k=4 −205
72

8
5

−1
5

8
315

− 1
560

k=5 −5269
1800

5
3

− 5
21

5
126

− 5
1008

1
3150

k=6 −5369
1800

12
7

−15
56

10
189

− 1
112

2
1925

− 1
16632

derivative of a function can be written as

φ′′(x) =
φ(x+ h) + φ(x− h)− 2φ(x)

h2
. (3.29)

Defining

φ(i) = φ(xi) = φ(a+ i× h), V (i) = V (xi) (3.30)

36



the Schrödinger equation can be written as

− ~
2

2m

φ(i+ 1) + φ(i− 1)− 2φ(i)

h2
+ V (i)φ(i) = Eφ(i) (3.31)

for i = 0, . . ., N − 1. Notice that two exterior points x−1 and xN appear in this

equation. For bound states, the boundary conditions for these points are assumed to

be

φ(−1) = φ(N) = 0. (3.32)

Equation 3.31 can be rewritten as a matrix eigenvalue problem

HC = EC, (3.33)

where

Hij =















































































~2

2m
2
h2 + V (i) if i = j

− ~
2

2m
1
h2 if i = j ± 1

0 otherwise

, (3.34)
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and

C =

































φ(0)

φ(1)

...

φ(N − 2)

φ(N − 1)

































. (3.35)

3.3.2 Lagrange functions

The simple grid used in finite difference calculations has all points equally spaced,

and all points are equally important (i.e., equally weighted). In general, one can

choose the location and weighting of the points in a way that enhances numerical

accuracy and/or efficiency. The Lagrange functions (LFs) [70] are an example of this,

and are described in this section.

The Lagrange functions Li(x), associated with a grid {xi} (i = 1, . . .,M), are

defined as a product of a Lagrange interpolant [85] πi(x) and a weight function w(x),

Li(x) = λiπi(x)
√

w(x), (3.36)

where the Lagrange interpolating polynomial is defined as

πi(x) =
M
∏

k=1
k 6=i

x− xk
xi − xk

(3.37)

and the normalization factor λi will be specified below. The Lagrange interpolants are

often used in numerical calculations because functions can be simply and accurately
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interpolated by their values at the grid points

f(x) =

M
∑

i=1

f(xi)π(x). (3.38)

At this point we have complete freedom in choosing the grid points xi (i = 1, . . .,M)

and the weight function w(x). The most advantageous choice is to use the Gaussian

quadrature points (abscissas) associated with the weight function w(x). This choice

not only guarantees that numerical integrations over the LFs will be of Gaussian

quadrature accuracy, but it also ensures that the LFs form an orthogonal basis.

Gauss originally used continued fractions to find the most suitable abscissas xi and

weights wi to calculate the integral

∫ b

a

f(x)w(x)dx ≈
M
∑

i=1

wif(xi). (3.39)

Christoffel later showed that the Gaussian quadrature points are the roots of the

orthogonal polynomials associated with the weight function w(x). These orthogonal

polynomials are generated by a three-term recurrence relation [85]

bi+1pi+1(x) = (x− ai+1)pi(x)− bipi−1(x), (p−1(x) = 0, p0(x) = 1)

where

ai+1 = (pi|x|pi), bi = (pi|x|pi−1) (3.40)
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and the scalar product of two functions is defined as

(f |g) =
∫ b

a

f(x)g(x)w(x)dx and

∫ b

a

w(x)dx = 1. (3.41)

The recurrence relation can be rewritten in a more elegant matrix form

































a1 b1 0

b1 a2 b2

. .

bM−2 aM−1 bM−1

0 bM−1 aM

































































p0(x)

p1(x)

.

pM−2(x)

pM−1(x)

































= x

































p0(x)

p1(x)

.

pM−2(x)

pM−1(x)

































−

































0

0

.

0

pM(x)

































. (3.42)

This rearrangement shows that the most convenient way to find the roots xi of pM(x)

is to diagonalize the above matrix, which we will call J [86]. The eigenvalues xi are

the desired Gaussian quadrature points while the corresponding weights wi are given

by the squares of the first elements of the eigenvectors of J , defining the normalization

of the LFs as

λi =
1√
wi
. (3.43)
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By defining both xi and λi the Lagrange functions are fully determined (see Eq. 3.36).

Using the polynomials pk one can give an equivalent definition. First define

ϕk(x) =
1√
hk
pk(x)

√

w(x) (3.44)

where hk is the norm of pk. Using the Christoffel-Darboux formula [85] one can derive

the relation

M−1
∑

k=0

ϕk(x)ϕk(y) =
kM−1

kM

√

hM
hM−1

ϕM(x)ϕM−1(y)− ϕM−1(x)ϕM(y)

x− y
, (3.45)

where kn is the coefficient of xn in pn(x). As the grid is defined by the zeros of

pM(xi) = 0, using the above equation the Lagrange functions can be defined as

Li(x) =
1

ϕ′
M(xi)

ϕM(x)

x− xi
= λi

M−1
∑

k=0

ϕk(x)ϕk(xi) (3.46)

with

λi =
kM−1

kM

√

hM
hM−1

1

ϕ′
M(xi)ϕM−1(xi)

. (3.47)

The most important properties of the Lagrange functions are

1. Orthogonality
∫ b

a

Li(x)Lj(x)dx = δij . (3.48)

2. Cardinality

Li(xj) = δij . (3.49)
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3. A wave function using the LFs can be expanded as

φ(x) =

M
∑

i=1

φ(xi)Li(x) (3.50)

that is, the variational parameters are the values of the wave function at the

grid points.

4. The kinetic energy matrix (Laplacian) can be simply calculated by differentiat-

ing the LFs

L′′
i (x) =

d2Li

dx2
=
∑

j

DijLj(x) (3.51)

Dij can be calculated by higher-order Gaussian integration and in some cases

analytically.

5. The matrix elements of the potential are simply the values of the potential at

the grid points

〈Li|V |Lj〉 = V (xi)δij. (3.52)

6. The Hilbert space of the LFs and the pM polynomials is isomorphic: The

Christoffel-Darboux relation connects the Lagrange functions to the orthogonal

polynomials [87, 88, 89]

Li(x) =
M−1
∑

k=0

ckpk(x), ck = λipk(xi). (3.53)

This equation shows that the LFs have the same accuracy as the M-th order

polynomials (with the same weight function) and this equation can also be
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used to define Lagrange functions in terms of orthogonal polynomials. From

a practical point of view, however, the difference is enormous. In the case

of the pi(x)
√

w(x) basis functions, both the kinetic energy and the potential

energy matrix elements have to be calculated analytically or numerically and

the Hamiltonian is dense. For the LFs the Hamiltonian is sparse and efficient

iterative diagonalization techniques can be used.

7. Exponential convergence:

Error ≈ O((1/M)M). (3.54)

The error is decreasing faster than any finite power of M because the power

in the error formula is always increasing, too. This is called “infinite order” or

“exponential convergence” [90].

8. The position operator is diagonal: The J matrix is the matrix of the position

operator x. In this way the Lagrange basis can also be considered to be a

representation where the position operator is diagonal.

Using the Lagrange functions the Schrödinger equation can be written as

M−1
∑

i=0

(

~
2

2m
Dji + V (xj)δij

)

φ(xi) = Eφ(xj) j = 0, . . .,M − 1. (3.55)

We now introduce the fixed-node Lagrange functions [91], which are the form of

LF used in this dissertation’s calculations. These functions are defined on equidistant

grid points and they are zero at the boundary. These functions are constructed by
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using

w(u) =
√
1− u2, u(x) = cos(x) (3.56)

as weight function and mapping. This generates the orthogonal functions

pk(x) =

√

2

π
sin(nx), (3.57)

and using Eq. 3.53

Li(x) =
2

N + 1

N
∑

n=1

sin(nx) sin(nxi), 0 ≤ x ≤ π, (3.58)

with equally-spaced grid points

xi =
kπ

N + 1
. (3.59)

As is clear from the definition and can be seen in Fig. III.1, the basis functions are

zero at the starting and ending points of the [0, π] interval.

For an [a, b] interval the grid becomes

xi = a+
(b− a)

N + 1
i, i = 1, . . . , N, (3.60)

and the Lagrange basis functions are

Li(x) =
2

N + 1

N
∑

k=1

sin

(

kπ(x− a)

b− a

)

sin

(

kπ(xi − a)

b− a

)

. (3.61)
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Note that for (b− a) → ∞, N → ∞

∆x =
b− a

N
, (3.62)

Li(x) =
sin (π(x− xi)/∆x)

π(x− xi)
, (3.63)

which is 1/∆x for x = xi and zero otherwise, and behaves like δ(x− xi) for ∆x → 0.

For these LFs the kinetic energy is

Tij =

〈

Li

∣

∣

∣

∣

− ~
2

2m

d2

dx2

∣

∣

∣

∣

Lj

〉

= − ~
2

2m

N
∑

k=1

Lk(xi)L
′′
k(xj), (3.64)

where

L′′
k(xj) = k2

(

π

b− a

)2
2

N + 1
Lk(xj). (3.65)

This can be calculated analytically. The sum can be rewritten as:

N
∑

k=1

k2sin

(

kiπ

N + 1

)

sin

(

kjπ

N + 1

)

(3.66)

=
∑

k=1

N
k2

2

[

cos

(

k(i− j)π

N + 1

)

− cos

(

k(i+ j)π

N + 1

)]

=
1

2



− d2

dx2
Re





N
∑

k=1

eikx

∣

∣

∣

∣

∣

x= (i−j)π
N+1



− d2

dx2
Re





N
∑

k=1

eikx

∣

∣

∣

∣

∣

x= (i+j)π
N+1







 .

The geometric series above can be calculated:

Re

(

N
∑

k=1

eikx

)

= −1

2
+

1

2

sin
[(

N + 1
2

)

x
]

sin
(

x
2

) . (3.67)
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One then obtains

Tij =



































~2

2m
(−1)i−j π2

2(b−a)2

[

1

sin2( π(i−j)
2(N+1))

− 1

sin2( π(i+j)
2(N+1))

]

for i6=j

~2

2m
π2

2(b−a)2

[

2(N+1)2+1
3

− 1

sin2( πi
N+1)

]

for i=j.

For an (−∞,∞) interval, a→ −∞, b→ ∞, and the grid spacing ∆x = (b−a)/N

remains finite with N → ∞. The grid is now specified as xi → i∆x with i =

0,±1,±2, . . .. The kinetic energy becomes

Tij =
~
2

2m

(−1)i−j

∆x2































2
(i−j)2

for i6=j

π2

3
for i=j.

(3.68)

In the case of a radial grid, one uses n ∈ (0,∞), a = 0, b→ ∞, and N → ∞. The

radial grid is ri = i∆r, i = 1, . . ., and

Tij =
~
2

2m∆r2
(−1)i−j































2
(i−j)2

− 2
(i+j)2

for i6=j

π3

3
− 1

2i2
for i=j.

(3.69)

3.3.3 Extension to three dimensions

In this subsection we generalize the one-dimensional real space grid approaches

presented above to three-dimensional (3D) problems.
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Figure III.1: Lagrange functions of Equation 3.58 for N=10. The upper panel show
the basis functions for i = 1 (solid line) and i = 5 (dashed line). The lower panel
shows the complete set of functions.

The computational cell is a rectangular box with sides L1, L2 and L3 (see Fig.

III.2). The following convention is used to label the grid points in 3D. Assuming that

the 3D grid has N1, N2 and N3 grid points in the x, y and z directions the index

k = N1 ×N2 × (i1 + 1− 1) +N2 × (i2 − 1) + i3 (3.70)

is used to define a given grid point, where i1, i2, and i3 are the grid indices in the

x, y, and z directions

i1 = 1, . . ., N1, i2 = 1, . . ., N2, i3 = 1, . . ., N3, (3.71)
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and k = 1, . . ., N , N = N1 ×N2 × N3. In an actual computation, the code must set

up the grid index and assign the grid points in a real space mesh with discretization

steps ∆x,∆y and ∆z. The code then defines a mapping

k → (i1, i2, i3)

and an inverse mapping

(i1, i2, i3) → k.

These mappings help to store the wave function and the potential in a vector rather

than in a three dimensional matrix. The components of grid point rk are

xk = xi1 = −L1

2
+ (i1 − 1)∆x, ∆x =

L1

N1 − 1
,

yk = xi2 = −L2

2
+ (i2 − 1)∆y, ∆y =

L2

N2 − 1
,

zk = xi3 = −L3

2
+ (i3 − 1)∆z, ∆z =

L3

N3 − 1
.

(3.72)

To calculate the kinetic energy one has to evaluate the kinetic energy operator in

3D

− ~
2

2m

(

d2

dx2
+

d2

dy2
+

d2

dz2

)

ψ(x, y, z),
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Figure III.2: Computational cell with a 3D grid.

which in the simplest three-point finite difference approximation takes the form

− ~
2

2m

(

d2

dx2
+

d2

dy2
+

d2

dz2

)

ψ(x, y, z) =

− ~
2

2m

(

ψ(i1 + 1, i2, i3) + ψ(i1 − 1, i2, i3)− 2ψ(i1, i2, i3)

∆x2
+

ψ(i1, i2 + 1, i3) + ψ(i1, i2 + 1, i3)− 2ψ(i1, i2, i3)

∆y2
+

ψ(i1, i2, i3 + 1) + ψ(i1, i2, i3 − 1)− 2ψ(i1, i2, i3)

∆z2

)

. (3.73)

Using the mapping introduced previously, the wave function can be represented

as a vector ψ(k) = ψ(i1, i2, i3). Similarly, the potential on the grid is represented as

a vector

V (x, y, z) = V (i1, i2, i3) = V (k). (3.74)
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3.4 Box basis functions

In this section we define box basis functions. We begin by conceptually dividing

the simulation volume into boxes. An example is shown in Figure III.3. Then, for

Figure III.3: Structure of the Al-C-Al system, showing division into boxes for the box
basis.

the ith box, we then diagonalize the Hamiltonian of the system just within that box.

We keep the top Nb eigenstates, where Nb is a parameter that can be increased to

improve accuracy, at the cost of computational speed. We repeat this for the other

boxes. The sets of top eigenstates from each box are then combined to form the

overall basis set for the calculations.

Notice that we need to choose a basis for diagonalization within a box; we typically

choose Lagrange functions, which were discussed in Section 3.3.2. The jth basis

function in the ith box is expanded in terms of a tensorial product of Lagrange basis

functions [92] as

φbox,i
j (r) =

M i
x

∑

l=1

My
∑

m=1

Mz
∑

n=1

C i
j,lmnL

i
l(x)Lm(y)Ln(z). (3.75)

In the x direction, the Lagrange functions are defined on grid points ai − h < xik <

bi + h, where ai is the left and bi is the right boundary of box i, as

Li
n(x) = πn(x)

√

w(x) πn(x) =
Mx
∏

k=1
k 6=n

x− xik
xin − xik

(3.76)
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where w(x) is the weight function and the index i indicates that the Lagrange function

is defined in the ith box. The Lagrange functions in neighboring boxes can overlap and

the region of overlap is determined by the parameter h. We use the same Lagrange

basis Lm(y) and Ln(z) in the y and z directions in each box. By this construction

there are Mi =M i
x×My ×Mz Lagrange basis functions in box i. These functions are

used to generate the box basis functions that are used in the transport calculations.

The box basis functions φbox,i
j are selected by solving the eigenvalue problem

HiC
i
j = EjC

i
j (3.77)

where Hi is the matrix of the Hamiltonian HKS in the ith box in the orthogonal

Lagrange function representation. After diagonalization this Hamiltonian has Mi

eigenstates. By using a cutoff energy Ecutoff the lowest ni eigenstates of this Hamil-

tonian are used as box basis states in the transport calculations. The convergence

properties and accuracy of this approach has been studied in [93].

3.5 Basis set dependence in quantum transport calculations

Ideally we would proceed by identifying some benchmark field emission calcula-

tions and evaluating them in several bases. The results would be compared to the

known benchmark results. We could then determine which basis performed best in

terms of accuracy and efficiency. Unfortunately, no such benchmarks for field emission

from nanostructures exist. Instead, we found a similar problem, quantum transport

through nanostructures, which does have some benchmark results. The physics of
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the two situations are similar enough that the results from the transport tests can be

extrapolated to the field emission case, and so allow us to choose an appropriate basis

for field emission. Here we present a study of the basis set dependence of transport

properties in nanostructures. The study varies both the type and size of basis sets

and calculates transport properties for a nanoscale system.

The convergence and basis set dependence of quantum transport calculations is

studied in the remainder of this chapter using localized atomic orbitals and nonlo-

calized basis sets. The non-equilibrium Green’s function formalism and ground state

density functional theory are used in the calculations.

The convergence of energy and other physical properties in ground state electronic

structure calculations has been intensively studied in the past. Benchmark calcula-

tions have been established and state of the art electronic structure calculations are

validated against them. Depending on the basis states used in the calculation there

are various ways to control the convergence. In plane wave calculations [48] the

convergence of the energy is controlled by the energy cutoff. In real-space grid cal-

culations [94, 95, 96, 97, 98] convergence can be reached by increasing the number

of grid points. Convergence of calculations using atomic orbitals are checked against

the increase of the number of orbitals in the basis.

The convergence of the conductance or the transmission coefficient in quantum

transport calculations [99, 100, 101, 102, 103, 104, 105, 106, 107, 108, 103, 109, 110,

111, 112] is more complicated. There is no simple minimum principle (like the mini-

mum of the variational energy in ground state calculations) that can be used to judge

the quality of the calculations. Most quantum transport calculations are based on
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the non-equilibrium Green’s function (NEGF) formalism which, in its most common

implementation, uses localized basis sets. The basis set dependence of these calcula-

tions is obviously a very important issue. Nevertheless, only a very few calculations

have investigated the convergence of the transmission coefficient as a function of the

basis size [113, 3]. In Ref. [113] Gaussian-based atomic orbitals were used and the

convergence with respect to the number of Gaussian orbitals was investigated for a

model gold-benzeneditholate-gold structure. In Ref. [3] several test systems were

used and both atomic orbitals (SIESTA [81]) and Wannier function-based basis func-

tions were tested. The slow convergence of the transport properties with localized

atomic orbitals is apparent in both calculations. The main reason behind the slow

convergence of atomic orbital-based calculations is that it is hard to represent the

rapidly oscillating extended current-carrying states with localized orbitals centered

on the atoms.

In this section the convergence of transport properties is investigated using dif-

ferent basis sets. Three different basis sets, (1) localized atomic orbitals (AOs), (2)

AOs augmented with floating Gaussians, and (3) box basis functions are tested. The

first set, the AO basis, is very popular in transport calculations and most transport

codes use this representation. These basis functions are centered at atomic positions

and give a very good description of the wave function near the atoms (where they are

optimized), but the AO representation of the wave function between atoms is less flex-

ible. The advantage of these basis sets is that they are localized and this localization

property can be exploited to speed up large scale electronic structure calculations.

On the other hand, these basis sets cannot be systematically enlarged in a simple
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way and the results are subject to basis set errors. To improve the description of the

electron scattering wave function in the space between atoms one can augment the

atomic orbitals in the interstitial region with suitably chosen basis functions. Here

we add a grid of “floating” Gaussian functions to improve the representation of the

wave function between atoms. The third set, the “box basis functions” consists of

basis functions that are obtained by diagonalizing the Hamiltonian in an appropri-

ately chosen region (box). Unlike the AOs these basis functions are not tied to atomic

positions and are proven to be an efficient representation for electronic structure and

transport calculations [93].

To calculate the transport properties the non-equilibrium Green’s function (NEGF)

formalism is used in the density functional theory (DFT) framework [99, 100, 101,

102, 104, 105, 106, 107, 108, 103, 109, 110, 111]. In the NEGF implementation one

has to have basis states that do not connect the left and right leads and it is also

advantageous to have basis functions that only connect the nearest periodically re-

peated layers in the lead. The basis function sets employed here satisfy both of these

conditions.

The transport calculation has two steps. First the ground state density and po-

tential are calculated self-consistently and then, using this self-consistent potential,

the NEGF formalism is used to calculate the transmission as a function of energy.

The accuracy of both of these steps depends on the basis set chosen. The basis set

dependence of the ground state DFT calculation has been extensively researched in

the past [114, 115]. The main objective of the calculations in this section is to in-

vestigate the basis set dependence of the second step, the transmission calculation,
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Figure III.4: Organization of the system into left/right leads (L/R) and a central
device (C). The self-consistent potential is calculated for the central region between
the planes. Only a few layers of the leads need to be included to obtain a converged
potential for the central region.

which consists of the calculation of the Green’s function of the system in a suitable

basis representation. This will help to select the best basis for field emission as well.

3.5.1 Calculation of the transmission coefficient

In the NEGF framework the system is divided into left and right leads and a

device part as shown in Figure III.4. The leads consist of periodically repeated layers

(boxes). The Hamiltonian is defined as (cf. Equation 2.8)

HKS =
−~

2

2m
∇2 + VA(r) + VH [ρ](r) + Vxc[ρ](r), (3.78)

where VA is the Coulomb potential of the atomic nuclei, VH is the Hartree potential,

and Vxc is the exchange correlation potential.
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Each region is represented by a set of basis functions ΨL, ΨC and ΨR. Here the

index X = L,C,R refers to the fact that these basis functions are situated in the

X = L,C,R (left, center, right) regions. As has been discussed, only neighboring

regions overlap, that is

〈ΨL
i |ΨC

j 〉 6= 0 〈ΨR
i |ΨC

j 〉 6= 0, (3.79)

but there is no overlap between the leads’ basis functions

〈ΨR|ΨL〉 = 0. (3.80)

In this basis representation the Hamiltonian and the overlap matrices of the left-lead–

device–right-lead system, under the assumption that there is no interaction between

the leads, takes the form

H =

















HL HLC 0

H†
LC HC H†

RC

0 HRC HR

















O =

















OL OLC 0

O†
LC OC O†

RC

0 ORC OR

















where HL (OL), HC (OC), and HR (OR) are the Hamiltonian (overlap) matrices of the

leads and the device. HLC (OLC) and HRC (ORC) are the coupling matrices between

the central region and the leads defined as

HXY
ij = 〈ΨX

i |HKS|ΨY
j 〉 OXY

ij = 〈ΨX
i |ΨY

j 〉. (3.81)
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By defining the self energies of the leads (X = L,R) as

ΓX(E) = i
(

ΣX(E)− Σ†
X(E)

)

(3.82)

where

ΣX(E) = (EOXC −HXC)gX(E)(EOXC −HXC) (3.83)

and where

gX(E) = (EOX −HX)
−1 (3.84)

is the Green’s function of the semi-infinite leads, and defining the Green’s function

of the central region

GC(E) = (EOC −HC − ΣL(E)− ΣR(E))
−1 (3.85)

the transmission probability is given by [99]

T (E) = Tr
[

GC(E)ΓL(E)G
†
C(E)ΓR(E)

]

. (3.86)

In this equation the transmission coefficient, T (E), is expressed by the Green’s func-

tions of the device and the semi-infinite leads. The Green’s function of the semi-

infinite leads, gX , is calculated by the decimation [116] technique.
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Figure III.5: Structure of the Au-CO system. The division into lead and device
regions, displayed generally in Figure III.4, is shown.

3.5.2 Results

To study the convergence of transport calculations we used an Au-CO system.

This is a linear chain of Au atoms to which a CO molecule has been adsorbed (see

Figure III.5). This system has been studied in [3] and we adopted the geometry of the

atoms from that source. These are relatively simple systems but they allow us to study

the convergence properties using large basis sets. The increased computational cost

associated with systems that contain more atoms would prevent us from a systematic

enlargement of the bases. An additional system, Al-C-Al, was also used. For brevity,

only the results for the Au-CO system are presented here; for the remainder, please

see the published results in Ref. [117].

In the calculations we first determine the self-consistent potential by diagonalizing

the Kohn-Sham Hamiltonian (Equation 3.78) in the region that includes three layers

in the left, three layers in the right, and the central region (see Figure III.5) using

periodic boundary conditions on the computational cell. Numerical tests show that

adding these three layers is sufficient to obtain the converged self-consistent potential

in the middle region containing layers 2-3, the device and layers 5-6 (between the

planes in Figure III.5). The self-consistent potential obtained in this way does not

change in the middle region if further layers are included in the computational cell.

That is, this self-consistent potental is the same as it is in the infinite system con-
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taining the semi-infinite leads and the device. Using the self-consistent potential of

this middle region one can calculate the matrix elements needed in the transmission

calculations using the basis functions defined above.

First we calculated the transmission coefficient using AOs. In these calculations

both the self-consistent ground state and the transmission coefficient are calculated

using the same AO basis set; that is, the transmission coefficient has a twofold de-

pendence on the basis set.

There are three parameters that influence the convergence behavior: Rcutoff , lmax

and pmax. Out of the three, pmax, the number of orbitals per angular momentum,

is the most sensible to vary and the easiest to change. We have kept lmax = 2 and

Rcutoff = 5 Å as these are typical choices in AO calculations and give good ground

state properties for these systems. Figure III.6 shows the transmission as a function

of energy (relative to the Fermi energy) for pmax = 1, 2, 3. Considering the value of

the transmission at the Fermi energy, the calculated conductances are shown in Table

III.3 (Case I). The transmission curves obtained for different pmax values are quite

different, and the convergence as a function of the number of basis states is slow,

similar to what has been observed in previous calculations [113, 3]. For clarity Figure

III.6 only shows the results up to pmax = 3, as the transmission for pmax = 4 and

pmax = 5 is still changing; that is, convergence has not been reached. Adding more

AOs is difficult because the computational time becomes prohibitively large. The

slow convergence is especially noticable and is due to the fact that the d l = 2 states

are not included in these calculations. Without the d states, a truncation that is often

used in transport calculations, the convergence is much worse. The inclusion of the
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Table III.3: Convergence of conductance (in units of G0). NC and NL denotes the
basis dimension in the central region and in the unit cell of the lead.

Au-CO
NC NL G

Case I

pmax = 1 99 27 0.244
pmax = 2 198 54 0.248
pmax = 3 297 81 0.208
pmax = 4 396 108 0.204
pmax = 5 495 135 0.212

Case II

pmax = 1 99 27 0.185
pmax = 2 198 54 0.078
pmax = 3 297 81 0.039
pmax = 4 396 108 0.017
pmax = 5 495 135 0.001

Case III

1 50 25 0.001
2 60 30 0.001
3 70 35 0.001
4 80 40 0.001
5 100 50 0.001

-4 -2 0 2 4
E (eV)
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Figure III.6: Transmission vs. relative energy using an atomic orbital basis. In this
plot, both the ground state and the conductance calculations were performed on the
same AO basis (pmax = 1 blue dot-dashed line, pmax = 2 red dashed line, pmax = 3
black solid line).
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d states is computationally demanding, and by omitting them the basis dimensions

would decrease to less than half of what is shown in Table III.3. The convergence of

the conductances in the table shows a very similar pattern to what has been discussed

above concerning the transmission curves.

Next, we will study the effect of varying the basis just in the transmission cal-

culation, and leaving the ground state basis fixed. To this end we calculate the

self-consistent potential without employing AOs, instead using the Lagrange function

method [92] which provides an accurate self-consistent potential. Any other approach,

e.g. plane wave basis calculations could have been used for this purpose; the main

point is that the self-consistent potential has been calculated independently of the

basis function sets that are to be tested in the transmission calculations. For all sub-

sequent calculations, we will fix the ground state potential to that obtained by the

Lagrange function basis. This allows us to see just the influence of varying the AO

basis in the transmission calculation.

Figure III.7 shows the basis set dependence of the AO-based calculation for the

fixed self-consistent potential. Compared to the previous case, the convergence is

much faster, and a much smaller basis set is sufficient to calculate accurate transport

properties. The conductance values in Table III.3 (Case II) nicely converge with the

number of basis states. One can notice that the converged values are different from

those shown in Case I. This shows that a large part of the basis set error in the

previous case is due to the basis set dependence of the self-consistent potential. This

is mostly due to the difference of the Fermi energies obtained by the Lagrange basis

grid and by the AO self-consistent potential calculations. Due to the Fermi energy
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Figure III.7: Transmission vs. relative energy using an atomic orbital basis. In
contrast with Figure III.6, here the ground state potentials for all curves were the
same, calculated with a Lagrange basis for high accuracy.

difference the curves are slightly shifted leading to this shift in the conductances. It is

interesting to note the strong dependence of the results on Rcutoff . Figure III.8 shows

the same calculation as Figure III.7 using AOs with Rcutoff=3.5 Å. The smaller radius

does not significantly affect the energy of the system, but the calculated transmission

has substantially changed, especially in the higher energy region.

We have also investigated the effect of augmenting the AO with floating Gaus-

sian states. The calculations show that these states do not significantly improve the

convergence. For example, adding a grid of Gaussians to pmax = 2 (Figure III.9)

does not substantially change the transmission coefficient. Adding a Gaussian grid

to AOs which have a smaller cutoff radius changes the results somewhat more (these

results are not shown here) but it is found to be hard to optimize their positions and
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Figure III.8: Same as Figure III.7, except that the atomic orbital bases used were
spatially smaller.

widths. Moreover, although adding floating Gaussians have somewhat changed the

transmission coefficients, no clear convergence pattern could be found.

Next we show our results using the box basis states. The convergence of the

transmission is shown in Figure III.10 and the conductances can be seen in Table III.3

(Case III). The most important result of this case is that the transmission converges

rapidly and systematically as a function of the number of basis states. One can also

note that the number of basis states needed for convergence is much less than in the

AO calculations. The converged box basis calculation is compared to the best AO

results in Figure III.11. The agreement is good; for a better agreement probably more

AOs should be included, which as we have already emphasized, is computationally

unfeasible.

63



-4 -2 0 2 4
E (eV)

0

0.5

1

1.5

2

T
(E

)

.

Figure III.9: Transmission calculation with the Gaussian-augmented AO basis. For
pmax = 2 the transmission is calculated with (dashed red line) and without (solid
black line) the addition of a uniform grid of Gaussian basis functions.

Finally, we compare our results to the benchmark calculation published in [3]. In

the benchmark paper the transmission functions are calculated using two different

density functional theory methods, an ultrasoft pseudopotential plane-wave code in

combination with maximally localized Wannier functions and the norm-conserving

pseudopotential code SIESTA which applies an atomic orbital basis set. Figure III.12

compares the results of the benchmark calculation to our box basis results. The

agreement is very good.

The development of efficient quantum transport calculations [99, 100, 101, 102,

104, 105, 106, 107, 108, 103, 109, 110, 111, 112] is an area of very active research.

These calculations have yet to reach the accuracy and efficacy of ground state DFT
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Figure III.10: Convergence of the transmission using box basis states. The curves
correspond to the number of box basis states as defined by sets 1 (blue dot dashed
line), 2 (red dashed line) and 3 (black solid line) in Table III.3 (Case III). The results
obtained by using larger basis sets (4 and 5 in Table III.3) are identical with the black
solid line within the resolution of the figure.
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Figure III.11: Comparison of the results obtained by the box basis (solid black line)
and the AO (dashed red line).
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Figure III.12: Comparison of the box basis calculation (solid black line) to benchmark
results. The blue dot dashed line is the Wannier, the red dashed line is the AO
calculation of Ref. [3].

calculations. Using the combination of the non-equilibrium Green’s function formal-

ism and ground state density functional theory we have studied the convergence and

basis set dependence of quantum transport calculations.

Atomic orbitals are widely used in NEGF implementations, but the convergence

of transport properties with respect to the number of basis states is slow. Exam-

ples in this section show that this is partly due to the basis set dependence of the

self-consistent potential. In other words, if the self-consistent potential is accurately

calculated then much fewer AOs are needed in the calculation of the transport prop-

erties. The calculation of the transport coefficient is a time consuming part of the

transport calculations because it involves many inversions of large matrices and this
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has to be repeated for many energy values.

The box basis orbitals lead to much faster convergence on a much smaller basis

than the AOs. The typical number of basis states per electron orbital is about 2-3.

This significantly reduces the computational cost. Another useful property of the box

basis is that by increasing the number of basis states the Hilbert space is enlarged and

the transport coefficients systematically converge. In the case of AOs the transport

coefficients always change and due to computational limitations the same level of

accuracy cannot be reached. The accuracy of box basis states is due to the facts that

(1) they are spatially extended and can represent scattering states efficiently and (2)

the box basis states are optimized for the converged self-consistent potential.

3.6 Summary

Based on the discussion and results of this chapter, it is clear that a localized

basis such as atomic orbitals is a poor choice for field emission calculations. In field

emission the electron density is continuous in the vacuum region, and so a delocalized

basis is more appropriate. In addition, the finite size of our systems and lack of

periodicity means that plane waves are also a bad choice. From this we choose to use

a real-space grid basis. In particular, the Lagrange function grid is used, due to the

advantages discussed in Section 3.3.2.
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CHAPTER IV

COMPLEX ABSORBING POTENTIALS

This chapter provides an introduction to complex absorbing potentials. It is ex-

plained in the context of an example: one-dimensional scattering. The theory extends

to more complex cases, as shown in the following section on the calculation of self-

energy matrices using CAPs. Both of these examples provide important tests of the

capabilites of complex absorbing potentials. These tests are vital since CAPs are used

in all of the field emission calculations presented in this dissertation. The particular

types of tests were chosen because they have well-known benchmarks in the litera-

ture to which the results can be compared. No such benchmarks yet exist for field

emission. Even so, the tests presented in this chapter still validate the performance

of CAPs in a range of calculations, and so provide confidence in their use for field

emission.

4.1 An introduction to complex potentials via 1D scattering

In this section the usefulness of complex absorbing potentials for solving the one-

dimensional time-independent Schrödinger equation is demonstrated. This simple

approach may be used with arbitrary potentials. To illustrate the method, it is

applied to the quantum scattering problem, using three potentials. In the scattering

region, the method produces both wave functions and transmission coefficients that

are in good agreement with analytical results.
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Our goal here is to solve the time-independent Schrödinger equation

− ~
2

2m

∂2Ψ(x)

∂x2
+ VΨ(x) = EΨ(x) (4.1)

for the eigenstates |ψ(x)〉 with a definite energy E representing the continuous part

of the spectrum. In typical physical applications the potential is nonzero only in a

finite region around the origin (see Figure IV.1) and we are interested in the scat-

cL xL
xR cR

Figure IV.1: Use of complex potentials with a scattering potential. The solid line
represents a scattering potential, while the dashed lines indicate pure imaginary po-
tentials. These imaginary potentials absorb the wavefunction in asymptotic regions,
allowing a finite representation of the scattering problem.

tering wave function which describes the reflection and transmission probability of

an incident particle on that potential. For the simplest potentials V (x), (e.g., square

well, potential step, etc.) these continuum eigenstates can be found exactly.
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Beyond these few elementary exactly solvable problems, the determination of con-

tinuum states is difficult. The major source of the difficulty is that the wave function

is nonzero in the entire space (−∞ < x < ∞) and basis function or finite difference

expansions (see below) lead to infinite-dimensional representations.

In Equation 4.1, the wave function is complex; both its real and imaginary parts

are in general nonzero in the entire space. The potential is usually (in most textbooks)

a purely real function. Complex potentials can also be used and can be useful in the

Schrödinger equation.

Assuming that the potential is real, the conservation of the probability current

density j follows from the Hermiticity of the Hamiltonian. For a probability density

|Ψ|2 that is constant in time,

∇ · j = 0, j =
~

2mi
(ψ∗∇ψ − ψ∇ψ∗) (4.2)

If instead the potential is complex, the Hamiltonian is not Hermitian. As a result,

using the same steps as in the standard textbooks to derive the current conservation

now yields a different result. The time-dependent Schrödinger equation is

i~
∂Ψ

∂t
=

−~
2

2m
∇2Ψ+ VΨ (4.3)

Multiplying Equation 4.3 by Ψ∗, its conjugate by Ψ, and subtracting the two resulting
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equations, one obtains

i~
∂|Ψ|2
∂t

= −∇ · j+ 2|Ψ|2Im(V ) (4.4)

If the probability density |Ψ|2 is not changing in time,

∂|Ψ|2
∂t

= 0 (4.5)

and so

∇ · j = 2|Ψ|2Im(V ). (4.6)

This equation shows that the current is not conserved if the imaginary part of the

potential is nonzero. Depending on the sign of the imaginary part, this can represent

sinks and sources which allow probability density to be absorbed and injected into

the system. The usefulness of this concept has been realized in different areas of

physics. Examples include chemical reaction rate studies [118], time-dependent wave

packet calculations of reactive scattering [119, 120], optical model calculations in

nuclear physics [121], theory of atomic multiphoton ionization [122], simulations of

scanning tunneling microscopy [123], and electron transport in nanostructures [124].

In the case of scattering, the addition of a pure imaginary potential to the scattering

potential allows the wave function to be absorbed in the asymptotic regions, avoiding

the need for infinite-dimensional representations.
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4.1.1 Calculating the wavefunction and transmission coefficient

Referring again to Figure IV.1, we want to calculate the scattering wave function

ψc(x) in the central [xL, xR] interval for a particle in a potential defined as

V (x) =































VL −∞ < x < xL

v(x) xL ≤ x ≤ xR

VR xR < x < +∞

(4.7)

where VL and VR are constant potentials in the asymptotic regions and v(x) is the

central scattering potential. The scattering wave function is the solution of the Schrö-

dinger equation

H|ψ〉 = E|ψ〉, H = T + V (x) (4.8)

Assuming that an incident particle comes from the left, the scattering wave function

is of the form

ψ(x) =































AeikLx + re−ikLx −∞ < x < xL

ψc(x) xL ≤ x ≤ xR

teikRx xR < x < +∞

(4.9)

where

kL =

√

2m(E − VL)

~2
, kR =

√

2m(E − VR)

~2
(4.10)

Once ψc is known, requiring the continuity of the wave function and its derivatives

at xL and xR yields the reflected wave amplitude r and transmitted wave amplitude

t. The scattering wave function ψ is then known for all x.

The calculation of the scattering wave function, however, is only possible for a few
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simple analytically solvable examples (e.g. step potential, square well potential, etc.).

For a general v(x) scattering potential the calculation of the wave function ψc(x) is

difficult because the boundary conditions at xL and xR are not known. That is the

major complication in the scattering problems that is not present in bound state

problems. In bound state problems (e.g., harmonic oscillator or hydrogen atom)

the boundary conditions are given by ψc(xL) = 0 and ψc(xR) = 0 and simple finite

difference or basis function expansions can be used.

As we are only interested in the wave function ψc(x) in the [xL, xR] interval we

can modify the potential outside of that region, provided that we still obtain the

same solution in [xL, xR]. In particular, we can add a pure imaginary potential to

the Hamiltonian outside of the [xL, xR] region to damp the wave function. In the

imaginary potential the wave fuction will decay to zero at cL and cR (see Figure

IV.1). We denote the imaginary potential as −iWL in the [cL, xL] region and −iWR

in the [xR, cR] region. The spatial form of these potentials will be given below. The

resulting Hamiltonian is

H = H0 + V − iWL − iWR (4.11)

where H0 = T is the free particle Hamiltonian. The advantage of this Hamiltonian is

that due to the complex absorbing potentials the wave function decays to zero in the

left and in the right regions. In other words, the complex absorbing potential forces

the scattering solutions to behave like bound states. In this way (1) instead of the

infinite space we can work in a finite computational domain; (2) we can represent the

scattering wave function in the same way as bound states, that is by expanding the
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scattering wave function on a finite basis. In summary, with the complex absorbing

potentials the scattering problem is transformed into a bound state problem.

We are looking for the wave function ψ for a given energy E as the solution of the

time-independent Schrödinger equation

(H0 + V − iWL − iWR)|ψ〉 = E|ψ〉. (4.12)

Now define a left incident solution in the left asymptotic region by

φ(x) =















eikLx −∞ < x < xL

0 xL ≤ x < +∞
(4.13)

This wave function obeys the time-independent Schrödinger equation, with free par-

ticle Hamiltonian H0 = T for a given energy E

H0|φ〉 = E|φ〉. (4.14)

Subtracting equation 4.14 from equation 4.12 gives

(H0 + V − iWL − iWR − EI)(|ψ〉 − |φ〉) = −(V − iWL − iWR)|φ〉 (4.15)

where I is the identity matrix. Now we can extract the scattering wave function ψ

with the help of the Green’s function G, defined as

G ≡ (H0 + V − iWL − iWR − EI)−1 (4.16)
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Multiplying both sides of equation 4.15 by G leads to

|ψ〉 = |φ〉 −G(V − iWL − iWR)|φ〉 (4.17)

which gives the desired wavefunction for the particle. In the region of interest [xL, xR],

|φ〉 = 0, V |φ〉 = 0 and iWR|φ〉 = 0 and the above equation simplifies to

|ψ〉 = G(iWL)|φ〉 (4.18)

The transmission coefficient T is given by

T =
jT
jI

(4.19)

where jT and jI are the transmitted and incident currents, respectively.

It is convenient if the incoming current is set to be jI = 1, since then T = jT . To

do this, note that we are free to choose the amplitude of the incident wave function.

Since

jI = |A|2~k0
m

(4.20)

the choice A =
√

m/~k0 gives jI = 1. With this choice of A, all that remains is to

find jT using equation 4.2.
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4.1.2 Form of the complex potentials

Complex potentials not only absorb the outgoing waves but can also produce re-

flections themselves. The construction and optimization of reflection-free CAPs is

therefore pursued by many research groups. Many different forms of pure imaginary

potential have been investigated, including linear [125], power-law [126, 127], poly-

nomial [128] and other parametrized functional forms (see [129] for a recent review).

Besides purely imaginary potentials, complex potentials have also been investigated

[130]. Here (and elsewhere in the dissertation) we will adopt the CAP suggested in

[131]. This negative, imaginary CAP is derived from a physically motivated differen-

tial equation and its form is

−iw(x) = −i ~
2

2m

(

2π

∆x

)2

f(y) (4.21)

where x1 is the start and x2 is the end of the absorbing region, ∆x = x2 − x1, c is a

numerical constant, m is the electron’s mass and

f(y) =
4

(c− y)2
− 4

(c− y)2
, y =

c(x− x1)

∆x
. (4.22)

This CAP goes to infinity at the end of the absorbing region and is therefore exactly

transmission free. The CAP contains only one parameter, the width of the absorbing

region ∆x. Its reflection properties are guaranteed to improve as this parameter is

increased.

Figure IV.2 shows the above CAP together with electron density calculated solving
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a one-dimensional model, scattering on a potential step. In the middle region, where

the CAP is zero, the calculated and exact densities are equal. In the asymptotic

region the wave function is absorbed by the CAP and the density gradually decreases

to zero.

-20 -10 0 10 20
x (a.u.)

Figure IV.2: Complex absorbing potential in a one-dimensional scattering example.

4.2 Further tests of complex potentials: calculation of self-energy matrices for

transport calculations

A method to evaluate self-energy matrices used in the Green’s function formula-

tion of transport calculations is now presented. Green’s functions, self-energies, and

the NEGF formalism were discussed in Section 3.5.1. By adding a complex absorbing

potential to the Hamiltonian of the semi-infinite lead, the problem of inverting an
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infinite dimensional matrix is transformed into a finite dimensional eigenvalue prob-

lem. The self-energies are calculated for all energies at once and can be tabulated for

a given system. Test examples are presented to show the accuracy of the approach.

Motivated by experimental advances, methods for quantum transport calculations

have developed at a great pace in recent years. Most of the approaches are based

on the Landauer-Büttiker formalism [132], where the central quantity is the electron

transmission probability T (E). There are various approaches used to calculate T (E),

e.g. the non-equilibrium Green’s function (NEGF) method [101, 102, 104, 105, 106,

107, 108, 103, 109, 110, 111], the Lippmann-Schwinger approach [133] and the wave

function matching technique [134].

Unlike conventional electronic structure calculations where one can use closed

systems or periodic boundary conditions, in quantum transport calculations one has

to deal with an open system where the device is connected to semi-infinite leads. The

lead is usually built of periodically repeated cells and the system can be divided into

left lead, device (which may include several layers or cells of the lead) and the right

lead (see Fig. IV.3). The transmission probability can then be calculated using a finite

Figure IV.3: Schematic diagram of a two-probe device. The device is modeled by two
semi-infinite electrodes (L and R) and a central region (C). The electrodes are divided
into principal layers (blocks) that interact only with the nearest-neighbor layers.
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computational cell containing the device, provided that the boundary conditions are

known on the surfaces dividing the device and the leads. These boundary conditions

can be given either by the wave function or by the Green’s function of the leads. The

problem is that these boundary conditions have to be known at any energy for which

T (E) is to be calculated.

In NEGF calculations these boundary conditions enter in the form of self-energies.

Therefore the self-energy calculations are an indispensable part of transport calcu-

lations and various methods have been developed for this purpose in the past. The

common feature of these methods is that they have to be repeated for each energy

of interest. The simplest method to calculate the Green’s function of the lead is the

iterative method [135]. It starts with the calculation of the Green’s function for a

single cell of the periodic lead and adds more and more cells until convergence. The

convergence however is extremely slow because the termination of the infinite lead

at a finite distance generates reflections from the artificial boundary and this effect

will only be negligible if the boundary is far away. The decimation method [116] is

a clever variant of the iterative approach which greatly speeds up the convergence

by increasing the lead in a recursive way. The decimation method is a very efficient

way to calculate the Green’s function of the lead and is used in many quantum trans-

port codes. Other approaches calculate the Green’s function by solving quadratic

eigenvalue problems [111, 136, 137]. The review paper [135] gives a pedagogical in-

troduction to these methods, shows the equivalence of the different approaches and

an extensive source of references of self-energy calculations.

In this section we show that a complex absorbing potential, introduced in the
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previous section, can be used as a very efficient tool to calculate the Green’s function

and the self-energy of the leads. As the self-energies are needed at many different

energies, their calculation is often the dominant part of transport calculations. In

the approach suggested in this paper one can obtain the self-energy for all energies

at once. This is achieved by adding a CAP to the Hamiltonian of the leads. The

CAP transforms the infinite lead into a finite system. The Hamiltonian of the lead

then can be diagonalized and the Green’s function can be calculated using a spectral

representation for any energy.

In a sense the approach shown here is the opposite of what the work in Ref.

[138] pursued. In [138] a complex potential was derived approximately from the self-

energies of the leads. The obtained complex potential was energy independent and

nonlocal. By adding the the derived complex potential to the Hamiltonian of the

device the need for self-energies is bypassed, greatly simplifying the calculations. In

this section a complex potential is explicitly added to the leads to calculate the energy

dependent self-energy matrices. The energy dependence of the calculated self-energy

matrices is simple and the computation associated with the leads is decoupled from

the calculation of the device, just like in [138].

4.2.1 Self energies of the leads with CAP

By adding the CAP from Equation 4.21 to the Hamiltonian of the leads one

obtains

H ′
L = HL − iWL(x) H ′

R = HR − iWR(x), (4.23)
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where WL and WR are the matrix elements of the complex potential on the left

and the right. Assuming that the basis states only connect the neighboring cells in

the lead, these matrices will have the same block tridiagonal structure as the lead’s

Hamiltonian

HR =

























h00R h10†R 0 0

h10R h00R h00†R 0

0 h10R h00R . . .

0 0 . . . . . .

























, (4.24)

but for the nonperiodic complex potential the matrices in the diagonals will not be

identical:

WR =

























w00
R w10†

R 0 0

w10
R w11

R w21†
R 0

0 w21
R w22

R . . .

0 0 . . . . . .

























. (4.25)

These are finite dimensional Hamiltonians; beyond the range of the complex po-

tential, the lead is effectively cut off. To simplify the calculations we assume that

the complex potential starts one cell away from the central region on both sides of

the central region. With this choice, assuming that the basis functions in the leads

only connect neighboring cells, HLC and HRC will not contain contributions from the
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complex potential. The Hamiltonian of the system is now

H ′ =

















H ′
L HLC 0

H†
LC HC H†

RC

0 HRC H ′
R

















. (4.26)

Recall from Section 3.5.1 that we define the self energies of the leads (X = L,R) as

ΓX(E) = i
(

ΣX(E)− Σ†
X(E)

)

(4.27)

where

ΣX(E) = (EOXC −HXC)gX(E)(EOXC −HXC) (4.28)

and where

gX(E) = (EOX −HX)
−1 (4.29)

is the Green’s function of the semi-infinite leads. The transmission probability, the

Green’s function of the central region and other quantities can be calculated in the

same way as before by replacing the leads’ Green’s functions in the self-energies in

Equation 4.27 by

g′X(E) = (EOX −H ′
X)

−1. (4.30)

By adding the complex potential to the Hamiltonian of the lead the semi-infinite

Hamiltonian is transformed into a finite Hamiltonian. The simplest way to calculate

Green’s functions of the leads is to diagonalize the complex Hamiltonians H ′
L and
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H ′
R:

H ′
XCX = EXOXCX (X = L,R). (4.31)

The Green’s function of the leads now can be calculated by the spectral representation

(gL)ij =
∑

k

CXikCXjk

E −EXk
(4.32)

where CXik is the ith component of the k-th eigenvector belonging to eigenvalue

EXk. As the Hamiltonian matrix of the lead is complex symmetric, the left and right

eigenvalues are equal and the left and right eigenvectors are complex conjugates of

each other. For a given lead this diagonalization only has to be done once in the

beginning of the calculations and the self-energies are then available for any desired

energy. The Hamiltonian and overlap matrices of the leads are in block-tridiagonal

form and this special sparse property allows efficient iterative diagonalization. If the

size of the eigenvalue problem becomes too large then one has to calculate the Green’s

function by direct inversion. Another possibility is to calculate only the eigensolutions

whose contribution dominate the spectral representation and introduce some effective

truncation procedure.

4.2.2 Results

In this subsection we present our test calculations for different systems. To demon-

strate the effectiveness of our approach we have calculated the Green’s functions of

the leads by decimation [116] and by using the CAP approach and compared the
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transmission probabilities obtained by using the two different methods. As the CAP

approach only affects the Green’s functions of the leads, the device part is irrelevant

and we have restricted our calculations to simple devices and tested the accuracy of

the method for various leads.

In these tests we used density functional theory (DFT) to describe the electronic

structure of the leads and the device. We first calculated the self-consistent potential

in the leads and in the device and then set up the Hamiltonian and overlap matrices.

The DFT calculation was implemented on the Lagrange function basis [70]. We have

restricted the basis functions in such a way that only the nearest-neighbor blocks in

the lead were connected in the Hamiltonian leading to block tridiagonal matrix repre-

sentations. This restriction allows us to use the decimation technique to calculate the

leads’ self energies and compare the results to those obtained by the CAP approach.

4.2.2.1 Conductance of monoatomic aluminium wire

Our first example is a monoatomic Al wire (placing Al atoms 2.4 Å apart). Both

the decimation and the CAP approaches use the same basis and therefore, apart

from the complex potential in the CAP case, the Hamiltonian and overlap matrices

are identical. The decimation provides well converged self-energies after about 25

iterations and we consider this the “exact” results and compare it to the CAP results.

Fig. IV.4 shows the convergence of the CAP results as a function of the range of

the complex potential (in units of number of lead blocks). As mentioned before,

the increase of the CAP range leads to the decrease of reflections and the CAP

results quickly converge to the exact values. In the CAP approach, the leads’ Green’s
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Figure IV.4: Transmission probability of a monoatomic Al wire. The result obtained
by the decimation method (solid black line) is compared to the CAP of different
ranges (blue dashed line two blocks, red dotted line four blocks). The CAP results
using six blocks is indistinguishable from the decimation results within the line width
on the figure.

functions were expressed by their spectral representation, so after the eigenvalue

problem (Equation 4.31) was solved the self-energies were available for any energy at

no extra cost.

We also tested the direct inversion which has to be repeated for all energies of

interest. Both methods give identical results. We note that direct inversion is still

about 10 times faster than decimation and in larger lead blocks the speed-up is

expected to be even more significant.
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4.2.2.2 Conductance of monoatomic C wire between Al leads

The calculation of the conductance of a monoatomic carbon wire is a popular test

case of transport calculations [139, 140, 141]. In this test case a straight wire of seven

carbon atoms is attached to Al(100) electrodes (lattice constant 4.05 Å). The C-C

distance is fixed to 1.32 Å and the distance between the ends of the carbon chain and

the first plane of Al atoms is 1 Å. The Al unit cell contains 18 atoms in four layers

with identical unit cells in the left and right leads.

Fig. IV.5 shows the transmission probability as a function of the energy. The
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Figure IV.5: Transmission probability of a 7 atom monoatomic C wire sandwiched
between Al(100) electrodes. The result obtained by the decimation method (solid red
line) is compared to the CAP result (solid blue line) obtained by using 6 lead blocks.

CAP and decimation results are in complete agreement.
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4.2.2.3 Conductance of carbon nanotubes

In this example we calculated the conductance of carbon nanotubes and compared

the transmission obtained from CAP and decimation. The agreement between the

two approaches (Fig. IV.6) is again excellent. Next, we test the CAP method for

Figure IV.6: Transmission probability of a (10,10) carbon nanotube. The decimation
and CAP results are in perfect agreement.

a carbon nanotube with a Hückel Hamiltonian. The tight-binding matrix elements

are taken from [142] and the parametrization used is from [143]. In this case, we

did not explicitly calculate the matrix elements of the complex potentials but in the

spirit of the Hückel approach we simply added the W (x) to the diagonal elements of

the Hamiltonian. (The complex potential W (x) was evaluated at the corresponding

atomic positions.) The results are shown in Fig. IV.7. In this case, the agreement is
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Figure IV.7: Transmission probability of a (5,5) carbon nanotube using the Hückel
Hamiltonian.

not perfect, but considering the approximate nature of the construction of the matrix

elements the closeness of the results is remarkable.

This section has presented an efficient and accurate way to calculate self-energy

matrices for Green’s function calculations. By adding a complex absorbing potential

to the Hamiltonian of the semi-infinite lead, the lead can be terminated in a finite dis-

tance leading to finite dimensional matrices. In this way the leads’ Green’s functions

can be calculated from their spectral representation for any energy at the same time.

The examples presented in this section show the accuracy and effectiveness of the

approach. For a given lead and basis set the lead’s Green’s functions can be precalcu-

lated and tabulated eliminating the computational bottleneck related to self-energy
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evaluations in transport calculations.

In typical transport calculations the dimension of the matrices used to describe a

single block of the lead is on the order of a few hundreds. In our approach 4-6 of those

blocks are used so the typical dimension of the matrices to be diagonalized is a few

thousands. Complex symmetric matrices of that size can be easily diagonalized with

standard direct diagonalization approaches. The Hamiltonian and overlap matrices

in Equation 4.31 are block tridiagonal, and by using this special sparse structure the

diagonalization can be made much faster. Iterative diagonalization can also be useful

but so far we have used the whole eigenspectrum to construct the Green’s functions,

and so the advantage of iterative approaches when more than a few eigensolutions is

needed is not tested. In the future we will investigate the possibility of using only

a few dominant eigensolutions in the spectral representation of the leads’ Green’s

function. If a few dominant eigensolutions provide satisfactory accuracy, an iterative

solution for those target eigensolutions will make the approach even more powerful.

4.3 Summary

This chapter has given an introduction to the theory, implementation, and ap-

plications of complex absorbing potentials (CAPs). The various examples presented

provide rigorous tests that allow us to rely on the CAPs’ use in field emission calcu-

lations, where no such rigorous tests exist.
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CHAPTER V

NANOSTRUCTURES AND FIELD EMISSION

The term “nanostructure” is typically used to describe an object that has at least

one dimension that is most conveniently measured in nanometers (nm). Nanostruc-

tures can be classified based on how many of their dimensions are at the nanometer

scale. For example, a nanotube is usually nanoscale in all dimensions except for the

axial dimension. We can then say that this is a “one dimensional” structure, since

only one dimension is not confined to nanoscale size.

The calculations performed for this dissertation involve nanowires, graphene nanorib-

bons, and nanotubes. Most of these structures are made from carbon, but some of the

nanotubes are composed of other materials such as BN or SiC. This chapter presents

the results of calculations of field emission from various nanostructures. These results

go beyond existing work to give first-principles insight into the physics of field emis-

sion from these devices. First, an overview of field emission theory is presented. This

is followed by several sections discussing the structure and field emission behavior of

several nanostructures.

5.1 Field emission

5.1.1 Types of electron emission

Electrons are confined to a structure by a potential, which is itself due to the

attraction of the positively charged atomic nuclei. In order to escape this potential
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and be emitted, an electron must somehow get beyond this potential. If an electron

absorbs energy from a photon, for example, its energy may increase enough to break

free of the potential. We can define the work function as the minimum energy that,

when absorbed by an electron, will allow the electron to escape the potential. Here

“escape” means just barely outside; excess energy will be used as kinetic energy, mov-

ing the electron away. In the case of photon absorption, this is called the photoelectric

effect, and was first explained by Einstein in 1905 [144]. If the added energy instead

comes from heating the material, we then say that the electrons have been emitted

via thermionic emission [145]. In both of these cases, the electron escapes by gaining

an energy that exceeds the confining potential.

Another way to get out of the potential is to modify it by applying an external

electric field. This reshapes the potential into a barrier that can be overcome via

quantum tunneling. Electrons that escape in this way are said to be field emitted

[30]. In Figure V.1 a 1D confining potential is shown for different applied electric

field strengths. Notice that with no field applied, tunnelling is not possible.

5.1.2 Theoretical models

5.1.2.1 Fowler-Nordheim theory

The earliest theory for field electron emission was developed in the late 1920s by

Fowler and Nordheim (FN) [30]. This theory describes the emission of electrons from

a flat metal surface in the presence of an electric field. The FN equation gives the

current density J of field emitted electrons, and its derivation can be found in Ref.
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Figure V.1: One-dimensional confining potential under different electric field
strengths.

[146]. That derivation is briefly summarized below.

In order to contribute to the emitted current density, electrons must tunnel from

the metallic bulk into vacuum. By summing the contributions from all such electrons,

we get [146]

J = 2e

∫

k

fFD(E,EF , T )D(E)vx
d3k

(2π)3
(5.1)

where J is the emitted current density, e is the electron charge, D(E) is the tunnelling

probability for an electron with energy E, and the integration is over all wave vectors

k. vx = ~kx/m is the electron velocity perpendicular to the surface. The factor of 2

accounts for spin. fFD is the Fermi-Dirac distribution for the occupation of energy
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level E at temperature T with Fermi energy EF :

fFD(E,EF , T ) =

[

exp

(

E −EF

kBT

)

+ 1

]−1

(5.2)

Now we need to find an expression for D(E). The original FN approach used a simple

1D barrier tunneling formalism in which wavefunctions are matched on each side of

the barrier.

The original FN equation was later refined to include the Schottky effect [147],

which was described in Section 1.1. This change means that the simple wavefunction

matching approach to solving the tunneling problem no longer is applicable, but one

can instead use the WKB approximation [146]. The modern form of the FN equation,

from Bonard et al [148] is

J =
1.5× 10−6

φ
E2exp

(

10.4√
φ

− 6.44× 109φ
3
2

E

)

(5.3)

where φ is the work function of the metal and E is the local electric field at the metal’s

surface. The units of J in the above equation are A/m2, φ is given in eV, and E is

given in V/m.

Applied to nanotubes, some aspects of the experimental data can be modeled by

FN theory [31]. In the case of high current densities, the theory fails to describe

the phenomena [32]. Also, the experimental energy spectra in the low energy region

differs from the predictions of FN theory. The physical reasons for these deviations are

still debated, and several possible explanations have been suggested. These include
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non-metallic density of states near the emission site of the nanotube [149], space

charge effects [150], and interactions between nanotubes [151], in those cases using

clusters of tubes. Our calculations only use single, isolated nanotubes. In addition,

we make no assumptions about densities of states. This means that our calculations

can incorporate these effects. Our method also handles space charge effects, as we

now discuss.

With the space charge [152, 151] effect, a high current density results in a sig-

nificant amount of charge being present near the end of the nanotube. This charge

produces its own electric field, which can partially screen the externally applied elec-

tric field. This results in a lower effective field at the field emission site, and so the

current reaches a saturation level. Adsorbates can further complicate the space charge

effect, as charge can accumulate in the region between the nanotube and adsorbate

[153], as well as in the region beyond the adsorbate.

It is important to note that the calculations presented in this dissertation incor-

portate the effects of space charge. This is because for each time step we calculate the

electron density, and solve the Poisson equation to get the resulting potential. As a

result, any space charge effects will be included, and no ad hoc modeling is required.

5.1.2.2 Beyond Fowler-Nordheim

Since FN theory was developed, several more advanced approaches have emerged.

Field emission is fundamentally a problem in scattering theory, which includes tun-

neling as a special case. So, various theoretical frameworks in scattering theory have

been applied. Examples include static calculations such as the transfer matrix method
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[154] and the scattering state approach [155], as well as some time-dependent calcu-

lations [156]. These approaches still make assumptions about the physical system,

though fewer assumptions than in FN theory. The method used here, time-dependent

density functional theory [7], is a first-principles approach as was discussed in Chapter

II.

5.1.3 Geometric field enhancement

Electron field emission requires the application of an external electric field Eapp. A

common experimental approach to generating this field is via a parallel plate capacitor

configuration. In this case the capacitor plates are held at a voltage difference V . The

plates are parallel and separated by a distance d. From V and d simple electrostatics

[157] gives

Eapp = V/d. (5.4)

A crucial point is that the externally applied field Eapp may in fact differ from the

local field present at the surface of the nanostructure. We will call this local field E,

and it is related to Eapp by

E = βEapp (5.5)

where β is called the field enhancement factor. β is determined mainly by the ge-

ometry of the nanostructure [158]. Several simple, analytically-solvable models that

explain this geometric effect are reviewed by Forbes [159]. Here we give a simple

qualitative explanation of how this effect works.

Consider an uncharged solid conducting medium. If there is no applied external
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electric field, the valence electrons are distributed throughout the medium relative

to the nuclei so that there is no net electric field. If we apply an electric field, the

valence electrons are free to move (but not the nuclei, which are held relatively fixed

in the solid’s lattice). This induced separation of charge creates an electric field inside

the medium that opposes the applied field. The charge separation continues until the

fields cancel, leaving no more field to move the electrons. In this equilibrium state,

there is no electric field inside the medium. Since the electric field is the negative

gradient of the electric potential, this also means that (in equilibrium) the electric

potential inside the medium is constant.

The redistribution of the electrons also causes an induced surface charge density

on the surface of the medium. The electrons along the surface repel each other due

to the Coulomb force. For electrons along a flat part of the surface, this repulsive

force is directed parallel to the surface. For electrons along a curved part of the

surface, however, some part of the vector repulsive force is directed perpendicular

to the surface and so does not contribute to the electron separation. As a result,

the electrons along the curved surface can move closer together, since they feel this

effectively reduced repulsive force. The extra charge in the curved surface produces

a stronger electric field near it.

By combining Equations 5.3, 5.4, and 5.5, the FN equation is modified to contain

β:

J =
1.5× 10−6

φ

(

βV

d

)2

exp

(

10.4√
φ

− 6.44× 109φ
3
2d

βV

)

(5.6)

β can then be experimentally determined by fitting the FN equation to the current-
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voltage data via a Fowler-Nordheim plot, which was introduced in 1929 by Stern et

al [160]. As can be see from Equation 5.6, if one plots ln(J/V 2) versus V −1, the slope

should be a straight line, with

slope =
6.44× 109φ

3
2d

β
(5.7)

From this slope, and knowledge of the work function φ (via experiment), one can

determine the field enhancement factor β.

These β values can then be used as constants in theoretical models. Note that

this assumes that β is spatially and temporally invariant, which is not the case. In

addition to geometry, the field enhancement factor can also be affected by the presence

of nearby structures [161, 162], variations in the internal structure of substrates [158],

and variations in the cathode-anode distance [163]. Because of this, there has been

effort [164, 165] to develop more complex field enhancement factors. For example,

Bonard et al [148] considers the case of a cylinder capped by a hemisphere, which is

a model for a capped nanotube. Their expression for β is

β = 1.2×
(

2.5 +
L

r

)0.9 [

1 + 0.013×
(

d

d− L

)

− 0.033×
(

d− L

d

)]

(5.8)

where d is the distance between the nanotube and the anode, r is the cylinder radius,

and L is the length of the nanotube, including the cap.

One major advantage of our first-principles approach is that we do not have to

use the field enhancement concept at all; any rearragement of electronic charge due
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to geometry is automatically included, since we are time-propagating the electron

density itself. It is only when models such as FN are used, which do not work with

the electronic density directly, that one needs to include a model parameter such as

the field enhancement factor.

5.1.4 Resonant tunneling and adsorbates

Although many field emission experiments are conducted in very high vacuum

conditions, some residual gas remains [166]. It has been observed experimentally

[4, 22, 23, 24, 20, 26, 27] that these atoms can bond to the cap of a carbon nanotube,

and can in fact dramatically alter the field emission current, as shown in Ref. [167]

and Figure V.2. A more detailed image (from a different experiment) is shown in

Figure V.3. The adsorbates usually do not stay bound for long, since the current

heats the system and gives the adsorbate energy. Once the adsorbate is gone, the

current returns to normal levels. This discovery prompted the search [168, 36] for

adsorbates that can stay bound for reasonably long times and still increase the current

significantly.

Resonant tunneling provides a potential physical explanation for how adsorbates

can increase current [4]. Here the presence of an adsorbate adds localized electronic

states to the end of the nanotube, which alters the potential barrier from its typical

triangular shape by adding a well. The result is a double-barrier tunneling configura-

tion. There are then two tunneling problems: (1) from the nanotube to the adsorbate,

and (2) from the adsorbate to the vacuum. The overall transmission probability from

nanotube to vacuum is therefore a function the transmission probabilities for each
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Figure V.2: Field emission current vs. time for a multiwall nanotube, with and
without adsorbates. The presence of adsorbates causes the current to increase, and a
corresponding bright spot on a phosphor screen is visible. From [4].

Figure V.3: A multiwall nanotube with and without adsorbates. The presence of ad-
sorbates causes the current to increase, and a corresponding bright spot on a phosphor
screen is visible. From [5].
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barrier alone [153]. Without resonant tunneling, the electrons with highest energies

(i.e., at the Fermi level EF ) are the most likely to tunnel out into vacuum. The idea

behind resonant tunneling is that for certain electron energies, the overall tunneling

probability will be increased dramatically. In fact, for certain (resonant) energies,

the transmission probability can be much higher than what is possible with a single

barrier. This means that more electrons can now get out, thus increasing the total

current. A signature of this phenomenon can be found by analyzing the energy spec-

trum of the emitted electrons [4]. Without resonant tunneling, most of the current

will be peaked around EF . In a resonant tunneling situation, there will be peaks at

other (resonant) energies.

5.2 Nanotubes

Graphene is a two-dimensional sheet of carbon atoms arranged in a hexagonal

lattice whose real space lattice vectors can be given as (see Figure V.4)

a1 =

(√
3

2
a,
a

2

)

, a2 =

(√
3

2
a,−a

2

)

, (5.9)

where a =
√
3aC−C is the lattice constant of the graphene and aC−C = 1.41 Å is the

carbon-carbon bond length. Graphene will be described in more detail below. For

now, we turn to carbon nanotubes. In a single-walled carbon nanotube, graphene is

rolled into a tube [169]. The sheet can be connected to itself in several ways by shifting

one side before the connection is made. This determines the chirality of the nanotube,

which specifies the spatial arrangement of carbon atoms in the tube (see Figure V.5).
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Figure V.4: Real space lattice vectors of graphene. The shaded area marks the unit
cell.

Unlike graphite, which consists of many graphene sheets that can conduct in many

directions, the nanotube’s longitudinal axis defines a preferred direction for transport,

and the nanotube’s chirality determines whether the tube, in this direction, behaves

as a semiconductor or a conductor [170].

The chirality of a nanotube is specified by (n,m), where n and m are integers

called chiral indices. Whenm = n, the nanotube is said to have an armchair structure.

Another class is the zigzag nanotube, in which m = 0. All other cases are called chiral
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Figure V.5: Examples of nanotubes with varying chirality.

nanotubes.

Figure V.6 allows us to make rigorous the analogy of a nanotube as a rolled-up

sheet of graphene. In the figure, T is the long axis of the nanotube. The sheet will

be rolled up such that points B and B′ meet, and the same for points O and A. The

region enclosed by the points O, A, B, and B′ define the nanotube’s unit cell. The

vector Ch is the chiral vector, defined to be

Ch = na1 +ma2 (5.10)

where n and m are the usual chiral indices, and a1 and a2 are the same graphene unit

vectors as in Equation 5.9. The chiral angle Θ is a useful quantity for characterizing
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Figure V.6: Hexagonal structure of graphene before being rolled up into a nanotube.

nanotubes. It is defined as the angle between Ch and a1, and can be expressed as

Θ =
2n+m

2
√
n2 +m2 + nm

(5.11)

This angle expresses how the hexagons in the graphene sheet are oriented relative

to the nanotube axis T. For example, armchair nanotubes have Θ = 30◦ while

zigzag nanotubes have Θ = 0◦. Finally, the diameter d of a single-walled nanotube is

completely determined by its chiral indices:

d = a
√
n2 +m2 + nm (5.12)

Experimentally, one usually works with multiwalled nanotubes (MWNTs), be-

cause they are easier to fabricate than single-wall nanotubes [171]. MWNTs can be

thought of as a collection of single-walled nanotubes that have a coaxial, nested struc-
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ture. In addition to variations in the number of walls, the end of a nanotube can be

open or closed. In calculations, the closed ends are usually modeled by half fullerenes

(e.g., half of a C60 molecule in the case of a (5,5) nanotube, as shown in the top of

Figure V.5). The nanotubes are usually closed after creation but can become open

via processes such as mechanical breakage or laser vaporization of the tip [172].

The high aspect ratio and atomically sharp apex make nanotubes (NTs) at-

tractive for applications as field emitters. In addition to these geometrical fea-

tures, carbon nanotubes (CNTs) have high mechanical strength [173, 174], electri-

cal [175] and thermal [176, 177] conductivity, and high thermal [178] stability which

allows the fabrication of novel CNT-based devices such as next-generation displays

[17, 19, 179, 180, 181, 182], electron sources [8, 16, 18], and high-resolution electron

beam instruments [20, 15, 21]. In addition to carbon, nanotubes of other types have

also been synthesized which share some of the same desirable properties of CNTs.

Examples include BN [183], SiC [184], Si [185], and GaN [186] nanotubes.

5.2.1 Adsorbate effects in nanotube field emission

The influence of adsorbed atoms on field emission is investigated in this section.

It is found that adsorbate atoms significantly increase the field emission current and

cause strong differences and nonlinearity in the Fowler-Nordheim plot. The adsor-

bates introduce additional electron orbitals which are localized around the tip of the

nanotube and electrons are easily emitted from these states.
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5.2.1.1 Positions of the adsorbates

The calculations use a 20 Å long capped (5, 5) carbon nanotube as a model sys-

tem. To determine the position of the adsorbate, the adsorbate atom was positioned

in front of the nanotube (see Figure V.7) and the system was relaxed by first-principles

Figure V.7: A capped (5,5) carbon nanotube with an adsorbate atom.

geometry optimization using the code VASP [187]. In these calculations the atomic

positions of the adsorbate atom and the carbon atoms forming the cap of the CN

were allowed to relax while the rest of the system was kept fixed. Convergence was

achieved when the forces on atoms were less than 0.05 eV/Å . The obtained bond dis-

tances (see Table V.1) are in good agreement with previous calculations [188]. This

static geometry optimization approach is a compromise dictated by computational

limitations. In a more elaborate calculation one would do a first-principles molecular

dynamics simulation in the presence of the electric field. But then, for a consistent

description, one should account for the field emission of electrons during the molecular

dynamics (picosecond time range) which is computationally unfeasible. One expects

105



that in the presence of an electric field, the equilibrium position would be slightly

different. We have shifted the adsorbates ±0.1 Å from the equilibrium position to

test the effect of the position change on the current. The current has changed by less

then 10 % due to the shift in position. While this shows the expected sensitivity of

the field emission current on the position of the adsorbate, the calculations show that

the relative currents of various adsorbates remain similar. In addition, the short time

scales of these calculations means that the atoms do not have time to move signifi-

cantly due to the applied electric field, which further justifies our methods. Figure

V.8 shows an enlargement of the nanotube cap region with a tungsten adsorbate.

Figure V.8: Enlargement of the cap region of a carbon nanotube with a tungsten
adsorbate.

5.2.1.2 Methods

Once the ground state of the system is calculated, the electric field is added and

time development for 2 fs begins. The electric field is directed along the axis of the
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Table V.1: Field emission current for (5,5) capped nanotubes with various adsorbate
atoms in a 1 V/Å electric field.

Adsorbate Current (µA) Bond distance (Å)
None 28.4 -
F 75.5 1.38
Cs 117.4 2.28
S 176.0 1.83
Al 189.3 2.21
Au 190.9 2.28
Ag 200.3 2.43
Si 216.6 2.02
W 276.4 2.12

nanotube. The electric field’s magnitude is increased slowly with a linear ramp over

0.2 fs. The ramping is used to slowly turn on the field, so that an abrupt jump is

not introduced. Such jumps lead to transient effects in the results which take time to

dissipate, and are unphysical since an instantaneous jump is not possible. At time t,

the scaled field strength Es is

Es = E ×min

(

1,
t

tramp

)

(5.13)

where E is the full electric field magnitude, tramp is the duration of the ramping (here

0.2 fs), and the “min” operator selects the minimum of its arguments. This operator

is used so that for t ≥ tramp, Es = E. The ramping duration of 0.2 fs was determined

empirically to be sufficient to avoid transient effects. Once a steady state has been

reached, the FE current was measured.

5.2.1.3 Results

The calculated currents for several adsorbates are given in Table V.1. The results
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show that compared to the untipped case, almost an order of magnitude increase

can be achieved by a tungsten adsorbate atom at 1 V/Å, which is a typical electric

field used in experiments. Calculations using different electric fields show a similar

tendency (see Figure V.9). The calculated current enhancement factor for Cs is about

4 which is smaller than the experimentally observed order of magnitude increase [28],

but it is in good agreement with the theoretical prediction of 3.4 in Ref. [189].

The direct comparison to the experiment is difficult, because in the experiments (1)

longer, thicker and most probably multiwall CNs are used and (2) several adsorbate

atoms can be present in different cap positions. Here, the addition of adsorbate

atoms always increased the field emission current. Some experiments show that other

types of adsorbates, such as CO, CO2 and CH4 molecules, can decrease the field

emission current [26, 27]. The role of the adsorbate atom in the enhancement of the

field emission current is twofold. The calculations show that (1) the adsorbate atom

lowers the potential energy barrier for the emitted electrons and (2) the adsorbate

atom introduces extra electronic states at and above the HOMO in the CN spectrum.

The energy spread of the emitted current is illustrated in Figure V.10. This spectrum

plot was created using Gaussian broadening. For each Kohn-Sham orbital, a Gaussian

was added to the plot, where the Gaussian’s height was set to be the current from

that orbital. The full-width at half-maximum (FWHM) of the Gaussian was set to

be 0.2 eV. Once the Gaussians are added, they are summed and the result is the

spectrum plot of Figure V.10.

Larger values of the FWHM tend to smooth out the spectrum, hiding small details.

Smaller values reduce the overlap of the Gaussians, making the plot more sensitive
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Figure V.9: Current vs. electric field magnitude for no tip and a W tip.
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Figure V.10: Current vs. energy, relative to Fermi energy
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(a) Al (b) Ag

Figure V.11: Two-dimensional spatial pattern of field emission intensity at an electric
field magnitude of 1.0 V/Å, for various tips.

to lower current-producing orbitals. We determined the value of 0.2 eV empirically

as a good compromise. It allows us to see major peaks, while avoiding the noise of

low-current orbitals. Such a value has been used in other calculations (e.g., [190, 191])

and is consistent with experimental resolution [192].

This energy spectrum shows that the majority of the field emission current comes

from states located near the Fermi energy. These states are introduced by the adsor-

bate atom and localized at the tip of the capped CN. When the electric field is turned

on these are the states that are propagated into the vacuum carrying the emitted cur-

rent. These adsorbate-induced states, which do not exist in the case of the untipped

CN, are the major contributors to the enhanced current. Spatial snapshots of the

emitted current are shown in Figure V.11.

In Figure V.10 it is difficult to see the curve for the no-tip case, so this curve alone

is shown in Figure V.12. Note that the spectrum has multiple peaks, which differs

from the single peak predicted for Fowler-Nordheim theory and seen experimentally

for some nanotube samples (cf. Section 1.1). This multiple-peak structure has been
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Figure V.12: Current vs. energy, relative to Fermi energy, for the no-tip case.

found in other studies [193, 194] and is likely due to the fact that we use a relatively

small, single-walled (5,5) nanotube. In experiments that show single peaks, either

multi-wall tubes or bundles of single-wall tubes were used. It is suspected that when

using a small-diameter tube (such as the one considered here), the local variation

in the surface structure at the emitting end of the tube can cause significant peaks

in the local density of states at the tube end, leading to the peaked energy spectra

[193, 194]. In larger tubes, the end structure is more averaged out.

Some experiments on CN field emitters show linear [195, 196] Fowler-Nordheim

plots (at least in certain field regions) while others are nonlinear [197, 198]. Figure

V.13 shows the calculated Fowler-Nordheim plot for the untipped and W adsorbed

CN. Both the untipped and the W absorbed CN Fowler-Nordheim plot are nonlinear

and the there is a large difference between the behavior of the two systems. The

difference in behavior of W tipped and untipped CN clearly indicates the role of

local fields and atomistic details in determining the field emission properties of CNs.
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Figure V.13: Fowler-Nordheim plot for no tip and a W tip.

Direct qualitative comparison to experiment is difficult, because of the short length

of the CN used in the calculation and the missing information on the chirality of the

nanotubes used in the experiments.

5.2.1.4 Summary

In summary, the effect of adsorbates on the field emission properties of carbon

nanotubes are investigated. Microscopic description of electron field emission from

nanotubes is presented. These studies are important for both understanding the

fundamental physics of field emission from CNs and future field emission device ap-

plications. It is found that adsorbate atoms significantly increase the field emission

current. Adsorbate atoms also cause strong differences and nonlinearity in the Fowler-
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Nordheim plot. The source of the enhanced current is electronic states introduced by

the adsorbate atom.

In the future, we would like to consider adsorbates at sites other than the end

pentagon, in order to compare with the present results. Further, only single-atom

adsorbates were considered here; many other possibilities exist. Future work may

include the study of adsorbed molecules, and in these cases the molecular orientation

will become another variable to be studied.

5.2.2 Laser-enhanced field emission

The rapid development of experimental techniques, especially the advances of

high-power femtosecond lasers, allows the investigation of dynamical processes in

nanostructures on the subfemtosecond time scale [199, 200, 201, 202]. To gain physical

insight into the interaction between lasers and nanostructures, the understanding

of nanoscale electron dynamics in time varying fields is indispensable. One of the

most intriguing effects of strong electric fields is the induced field emission due to

electrons tunneling into the vacuum. Laser-induced field emission in metallic needle

cathodes with nanometer-scale sharpness has been realized in experiments and is

used to generate bright, low-emittance, and short electron bunches with durations

down to the femtosecond range, ideal for applications such as time-resolved electron

microscopy, compact free-electron lasers [203], or scanning probe microscopy [204].

The physical mechanism of laser-induced field emission is not clearly understood.

In a simple model the electrons are confined by a potential and the field emission is

described by tunneling of the electrons through the potential barrier. The laser field
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can excite electrons by single or multiphoton absorption leading to enhanced tunnel-

ing through the potential barrier (photo-field emission). At the same time, the laser

field also modifies the potential barrier prompting direct field emission (optical field

emission). Simple one dimensional potential model calculations [199] nicely illustrate

the effect of laser pulses on the potential barrier, but to test the relative importance

of the various field emission mechanisms and to understand the highly nonlinear and

nonequilibrium laser-induced electron pulses first-principles calculations are neces-

sary.

The TDDFT framework is known [205] to be able to calculate ionization properties

for a wide range of laser intensities, from the multiphoton [206] and tunneling [207]

regimes to above-threshold ionization [208]. This versatility comes from the fact

that the Kohn-Sham framework provides the exact electron density, from which all

properties of the system can be found (cf. Chapter II).

In this section we study laser induced field emission using time-dependent density

functional calculations. We will show that the field emission current increases consid-

erably when a laser field is applied. We will also demonstrate that short laser pulses

can be used to create spatially and temporally localized electron sources.

5.2.2.1 Adding a laser to TDDFT

The TDDFT simulations are carried out in real space and real time. The system,

originally in its ground state, is placed in a static electric field along with a time-

dependent laser field and the electron dynamics is simulated by time propagating the

Kohn-Sham orbitals. The field emission is calculated as a function of time from the
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time evolved orbitals in the region far from the emitter.

For a static electric field applied along the positive x-axis, the potential is [157]

Vstat(x) = −Estatx. (5.14)

We can include a laser pulse field by adding the following time-dependent potential

to the system’s Hamiltonian:

Vlaser(r, t) = Vlaser(r) exp

[

−(t− tpeak)
2

a2

]

cos(ωt)

Here ω is the laser frequency and Vlaser(r) is the amplitude of the oscillating potential.

Parameter a controls the width of the Gaussian envelope. In this work we use short

laser pulses consisting of just a few intense oscillations of the electric field. Accord-

ingly, the value of parameter a was 1.7 fs, while the peak of the pulse occurred at

tpeak = 5 fs.

Since the wavelength of the laser we used (266 nm) exceeds the size of the system

by 1-2 orders of magnitude, the electric field may be considered uniform within the

simulation box at any given instant. Assuming that the laser is linearly polarized

along the x axis, Vlaser(x) = −Elaserx (cf. Equation 5.14). Our calculations used

Elaser = 1 V/Å for all simulations in which the laser was active. The magnitude of

the static field was ten times smaller, 0.1 V/Å.
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5.2.2.2 Results

As test systems we have used carbon nanotubes and a chain-like molecule, C12H14,

which is a particular case of an oligomer of the form CNHN+1–C4H4–CNHN+1 (see

Figure V.14). Figure V.15 shows the setup of the calculations. The system under

Figure V.14: The C12H14 molecule used in the calculations.

study, in this case a C12H14 molecule, is placed in a large simulation box. Both electric

Figure V.15: Simulation box containing a C12H14 molecule. The emission current is
measured through planes some distance away from the molecule. The space on the
right of the measurement planes is the region where the complex absorbing potential
acts.

fields (i.e., static and laser) are applied along the x axis. Due to the chosen direction

of the static electric field, the net flow of electrons will be in the +x direction. We

calculate the current through a plane located 10 Å to the right of the molecule.

The total simulation times in our calculations were in the range of 20-25 femtosec-
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onds. As mentioned above, the peak of the electric field oscillations was set to occur

at the time t = 5 fs. After that the laser field oscillations gradually vanished and

we observed the response of the system to the strong perturbation they had caused.

Since the total simulation time of 20-25 fs is comparable to the vibrational period

of a typical C-C or C-H bond [209], it is not immediately clear how significantly the

motion of ions during that time could affect the field emission current and whether

that could qualitatively change the results. To check the effect of the nuclear motion,

test calculations were performed by allowing the ions to move classically under the

influence of quantum forces (i.e., Ehrenfest molecular dynamics [210]). The ions were

allowed to move only for the smallest system in our simulations, the C12H14 molecule.

The motion of ions is described by the following system of equations:

Mi
d2Ri

dt2
= −∇Ri

[

Vext(Ri, t) +

Nion
∑

j 6=i

ZiZj

|Ri −Rj|

−
∫

Ziρ(r, t)

|Ri − r| dr
]

, (5.15)

which are coupled with the Kohn-Sham equations through the density. In Equation

5.15 Mi, Zi, and Ri are the mass, charge, and the position (respectively) of the ith

ion. To compute the positions and velocities of the ions at each time step the Verlet

algorithm [211] has been used.

We first present our results for the linear C12H14 molecule, which serves as a simple

model for a nanowire-like field emitter. At the beginning we optimized the geometry

of the system in its ground state in order to avoid an artificial rearrangement of

the ionic positions and jump in the ionic temperature during the time evolution.
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The calculated field emission currents are shown in Figure V.16. The plot has three

curves, corresponding to the simulation with fixed ions, moving ions with zero initial

temperature, and moving ions with the initial temperature of 300 K. The calculated

maximum currents due to the combined effect of laser pulse and static field, and

due to static field only, are compared in Table V.2. The static and laser fields had

magnitudes of 0.1 V/Å and 1.0 V/Å, respectively. The temperatures rose by no more
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Figure V.16: Field emission from a C12H14 molecule due to static electric and laser
fields acting together (top) and the laser pulse as a function of time (bottom). The
currents shown are computed 10 Å from the right end of the molecule.

than 8 K, and the maximum atomic displacements were under 0.02 Å. From this we
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conclude that the static and laser fields are not causing significant motions in the

atoms.

Table V.2 shows that the addition of a laser pulse to a static (and weak) electric

field leads to a significant enhancement of the field emission current. While the laser

pulse field has an approximately zero time average, the addition of the static field

gives a small net field in the +x direction. The static field alone only produces a tiny

fraction of the observed current. The effect of the laser field is therefore to allow field

emission to occur at a lower applied static field.

Figure V.16 also demonstrates that the laser pulse induces a field emission current

with a pulse-like pattern. As seen in the bottom plot in Figure V.16, the current

magnitude starts to increase significantly at around 5 fs, which corresponds to the

arrival of the Gaussian envelope peak, and then gradually decays. Notice the relatively

long decay tail (significantly longer than the pulse duration). A possible explanation

for this behavior is that when the pulse arrives, electrons are excited to higher energies.

These higher energies allow the electrons to tunnel out of the nanostructure at a higher

rate, leading to a larger observed current. The current only returns to its pre-pulse

levels once the excited electrons have tunneled out completely. Since the tunneling

out can take longer than the initial transfer of energy from the pulse, a tail is observed

on the emitted pulse.

The calculations have been repeated for segments of single walled (3,3) and (5,5)

carbon nanotubes. In the case of the (3,3) nanotube (see Figure V.17) we passi-

vated the dangling bonds with hydrogens. For the (5,5) nanotube (see Figure V.18)

we placed carbon caps at the ends. The total number of atoms in these two sys-
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Figure V.17: The (3,3) nanotube used in the calculations.

Figure V.18: The (5,5) nanotube used in the calculations.

tems was 84 and 120, respectively. As the difference in field emission current due to

ionic motion was not expected to be very significant (as our simulations with C12H14

demonstrated), here we only performed the calculations with fixed ions. The field

emission currents (see Table V.2) for both nanotubes look very similar qualitatively

(apart from an obvious change in the magnitude). In Figure V.21 we show results

for the (5,5) nanotube. Similar to the case of C12H14, the current is several orders of

magnitude higher when the laser is applied.

A time series of plots in Figure V.19 for the (5,5) nanotube shows changes in
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(a) t=0.0 fs (b) t=0.1 fs

(c) t=0.5 fs (d) t=0.7 fs

(e) t=1.0 fs (f) t=1.5 fs

Figure V.19: Change in density vs. time around the (5,5) nanotube, at a field strength
of 1.00 V/Å.

density around the structure.

These plots were created by subtracting the t = 0 density from the density at each

time step. Red indicates regions where the density increased, while blue represents

decreased density. This series of plots gives a sense of the time scale for the electron

density dynamics. In the final plot of Figure V.19, the density is interacting with the

sides of the calculation volume. Since these do not cause reflections along the nan-
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otube axis, the current measurements are not affected. To confirm this, we repeated

the calcuation using a larger simulation volume, and obtained the same current. See

Figure V.20.

Figure V.20: Change in density around the (5,5) nanotube vs. time, using a larger
box. Red indicates increases in density while blue shows decreases.

The time-dependent change of the potential and the electron orbitals show that

the field emission is the due to the combined effect of electron excitation and a

change in the potential barrier. The laser pulse excites the electrons that are close

to the Fermi level and changes the shape of the potential that the electrons feel.

The electron excitation changes the Hartree potential, further changing the potential

barrier. Figure V.21 shows energy of the highest occupied orbital as a function of

time. The energy strongly oscillates due to the laser field in the duration of the pulse.

After the laser pulse, the energy decreases due to the change in the electrostatic

potential caused by the excitation of electrons. The excited electrons tunnel through

the time-varying potential barrier, producing pulse-like electron current.
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Figure V.21: Field emission from a (5,5) carbon nanotube due to static electric and
laser fields acting together (top) and the laser pulse as a function time (middle). The
bottom figure shows the energy of the highest occupied orbital as a function of time.
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Table V.2: Maximum current values obtained with a static field of 0.1 V/Å only and
with the static field and a laser pulse of 1.0 V/Å amplitude. All values are in µA.

C12H14 (3,3) NT (5,5) NT
static field 0.01 0.04 0.03

static field + laser pulse 12.4 20.3 45.9

5.2.2.3 Summary

We have investigated the emission of electrons from nanostructures induced by

short intense laser pulses in the presence of a weaker uniform static field. Based on

the results of our simulations, two important qualitative features of this process have

been determined: (1) a significant enhancement of the emission when a laser pulse

is applied, and (2) the field emission current has a peak of some duration and the

position of this peak correlates with the time of the pulse arrival. These two features

suggest the possibility of using short laser pulses for making few-electron emitters of

nanoscale size [212]. Such emitters could have many desirable properties, especially

very high spatial and time resolutions.

With the first-principles framework in place for these calculations, future work

could include variations in laser frequency and intensity, the effects of adsorbates, or

other effects. Interaction with experimentalists will be especially useful here, giving

us guidance as to what configurations should be studied.

5.2.3 Nanotubes of varying composition

In addition to carbon, nanotubes of other types have also been synthesized which

share some of the same desirable properties of CNTs. Examples include BN [183], SiC

[184], Si [185], and GaN [186] nanotubes. In this section, field emission from various
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types of nanotubes is studied by propagating the electronic density in real space and

time using time-dependent density functional theory. Capped (5,5) C, BN, SiC, Si,

and GaN nanotubes are considered. The GaN, SiC, and Si nanotubes were found

to be significantly better field emitters than C and BN nanotubes, both in terms of

current magnitude and sharpness of peaks in the energy spectra. By analyzing the

electronic structure of the various systems it is seen that the nanotubes with the

highest currents have electron densities that extend significantly from the nanotube

in the emission direction.

It is known [213, 214, 215, 216] that nanotubes can assume different geometries

depending on parameters such as the number of atoms and the chirality. In order to

see the differences in field emission properties caused by changes in composition, we

kept other aspects of the nanotubes the same. They all had (5,5) chirality, end caps

made from half-C60 molecules, and a total of 120 atoms per nanotube.

5.2.3.1 Generation of coordinates

To generate realistic coordinates for the various nanotubes, we needed to relax

the coordinates of all atoms, rather than just a subset as in the previous sections.

This made the task computationally unfeasible for ab initio relaxation. Instead, we

performed classical molecular dynamics (MD) simulations using the Tersoff potential

[217]. Parameters were taken from Refs. [218, 219] for C, Ref. [220] for Si and SiC,

and Refs. [221, 222] for BN. Ref. [223] was used for the GaN structure. The Tersoff

potential is an empirical interatomic potential that has been widely used to study the

properties of semiconducting materials [217, 218, 220]. Through the incorporation of
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information about bond order in an atom’s local environment, the Tersoff potential

describes electronic structure effects (e.g., sp3 bonding) more explicitly than conven-

tional pairwise potentials. Its accuracy has been demonstrated through numerous

forms of property prediction, ranging from lattice and elastic constants for crystalline

structures [218, 220] to cohesive energies [224] and mechanical behavior [225, 226, 227]

for nanotubes.

In carrying out the MD simulations, we utilized the LAMMPS [228] open source

package with a time step of 2.0 fs and the equations of motion were integrated via the

standard velocity Verlet algorithm. The simulations were performed in the canonical

(constant NVT) ensemble with the Nosé-Hoover thermostat applied. To produce the

final relaxed coordinates, the following annealing procedure was used: (i) run MD for

100 ps at 298K, (ii) run MD for 100 ps while ramping the temperature down from

298K to 0K, (iii) run MD for 50 ps at 0K. Figures V.22, V.23, and V.24 show the

final structures.

5.2.3.2 Results

After the geometry of the nanotubes was optimized the ground state orbitals

Ψk(r, t = 0) were calculated by solving the self-consistent Kohn-Sham equations.

Once the ground state of the system is obtained, the electric field is turned on and

time development for a few femtoseconds begins. The electric field is directed along

the axis of the nanotube. The electric field’s magnitude is increased slowly with a

linear ramp over 0.2 fs (cf. Section 5.2.1.2). Once a steady state has been reached,

the FE current is calculated using the method of Section 2.5 (see Table V.3).
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(a) BN

(b) C

Figure V.22: Relaxed structures for the (a) BN and (b) C nanotube used in the
calculations.
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(a) GaN

(b) Si

Figure V.23: Relaxed structures for the (a) GaN and (b) Si nanotube used in the
calculations.
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Figure V.24: Relaxed structure for the SiC nanotube used in the calculations.

0.10 V/Å 0.50 V/Å 1.00 V/Å
C 0.024 1.297 29.384
BN 0.029 2.561 32.916
GaN 0.076 7.844 132.279
SiC 0.085 9.259 167.105
Si 0.162 28.292 347.537

Table V.3: Peak field emission currents (in µA) for (5,5) capped nanotubes with
differing composition in varying electric fields.

Due to the high computational cost of the calculations, the size of the nanotubes

is limited to 120 atoms. Once the electric field is turned on and the field emission

starts, the nanotubes become charged due to the loss of electrons. This limits the

length of the simulation time; once the electron deficiency of the nanotube becomes

too large the field emission decreases (see Figure V.25). It should also be noted

that increasing the number of atoms in a nanotube results in a somewhat increased

current. Apparently, very long nanotubes are necessary in order to obtain completely

converged values for the current magnitude, but this is computationally impractical.
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Figure V.25: Current vs. time for nanotubes of varying composition at the field
strength of 1.00 V/Å.

The aim of the present simulations, however, is to study how the composition of

the nanotubes affect their field emission properties. Since we keep the same number

of atoms (and electrons) in all of our structures, it allows us to make a meaningful

comparison.

The calculated currents for different electric fields are shown in Table V.3. The

electric fields used in these calculations span the typical range of fields used in field

emission experiments. The GaN, SiC, and Si nanotubes have much larger currents

than the other nanotubes. BN and C nanotubes have similar current values, with BN

being slightly higher.

Figure V.26 shows the profile of the local part of the potential in direction of

the electric field (x-axis) for different electric field magnitudes (by profile we mean
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Figure V.26: Potential profile for 120 atom C nanotube at different electric field
strengths.

the local potential integrated in the yz plane; i.e. it is a projection onto the x-axis

). For higher electric fields the potential barrier lowers and gets narrower allowing

higher electron currents. In the present calculations the core electrons are replaced by

pseudopotentials which consist of both local and nonlocal parts. The use of nonlocal

pseudopotentials makes the qualitative analysis of the potential profiles difficult. We

cannot directly compare the potential distribution of nanotubes to study the reasons

behind the differences in field emission currents because for different elements the

contribution from the local and nonlocal parts differ.

In Figure V.27 the potential profile is plotted for the various nanotubes in the

case of 1.00 V/Å field strength. It should be emphasized once again that this is

an approximate picture, which lacks the contibution from the nonlocal part of the
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Figure V.27: Potential profile for various nanotubes at the field strength of 1.00 V/Å.

potential and does not show the full 3D structure of the total potential. Nonetheless,

it serves as a good illustration of the basic mechanism that controls the field emission

properties of various structures. As can be seen in Figure V.27 the potential barrier

height and width for a given nanotube correlates quite well with the actual current

intensity.

The density profile for the various nanotubes is shown in Figure V.28. This shows

that for some of the nanotubes, the electron density extends further from the tube.

From Table I we see that this correlates with higher currents.

Figures V.29, V.30, and V.31 show the current vs. energy distribution for the

different nanotubes. The most intriguing feature of this figure is that the current

is not emitted from one high lying orbital but instead originates from several states
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Figure V.28: Density profile for the different nanotubes at the field strength of 1.00
V/Å.

below the Fermi energy.

While Figures V.29, V.30, and V.31 show us which orbitals produced the most

current, Figures V.32, V.33, and V.34 show which orbitals had significant density in

the field emission region at the end of the nanotube. That is, it shows a local density

of states for a volume starting 2 Å before the end of the nanotube and extending 10

Å beyond the end of the nanotube.

5.2.3.3 Summary

The field emission from nanotubes of various composition have been studied using

time-dependent density functional theory. The calculations predict that the GaN,

SiC, and Si nanotubes are particularly good field emitters. The highest-current nan-
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Figure V.29: Current vs. energy, relative to Fermi energy, for the (a) BN and (b) C
nanotubes at the field strength of 1.00 V/Å. The spectral peaks were broadened with
Gaussians, using a full width at half-maximum of 0.2 eV.
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Figure V.30: Current vs. energy, relative to Fermi energy, for the (a) GaN and (b)
Si nanotubes at the field strength of 1.00 V/Å. The spectral peaks were broadened
with Gaussians, using a full width at half-maximum of 0.2 eV.
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Figure V.31: Current vs. energy, relative to Fermi energy, for the SiC nanotube at
the field strength of 1.00 V/Å. The spectral peaks were broadened with Gaussians,
using a full width at half-maximum of 0.2 eV.

otube, Si, is predicted to produce a current an order of magnitude higher than BN or

C nanotubes.

Future studies of these systems may explore the effects of adsorbates or defects

in the atomic structures. In addition, encapsulation of atoms or molecules could be

studied. Experiments are needed in order to determine the most interesting systems

to consider.

5.2.4 Spin-polarized field emission from nanotubes

In addition to charge, the spin of an electron has the potential to become a fun-

damental carrier type in future technology [229, 230]. This will require the ability

to control collections of spins, much like we now control collections of charges. This

new area is called spintronics [231]. One type of this control is the ability to separate

electron density into regions that are primarily one type of spin. These spin-polarized

136



-2.0 -1.5 -1.0 -0.5 0
Energy relative to Fermi level (eV)

L
oc

al
 d

en
si

ty
 o

f 
st

at
es

 (
ar

b.
 u

ni
ts

)

(a) BN

-2.0 -1.5 -1.0 -0.5 0
Energy relative to Fermi level (eV)

L
oc

al
 d

en
si

ty
 o

f 
st

at
es

 (
ar

b.
 u

ni
ts

)

(b) C

Figure V.32: Orbital localization vs. energy, relative to Fermi energy, for the (a) BN
and (b) C nanotubes at a field strength of 1.00 V/Å.
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Figure V.33: Orbital localization vs. energy, relative to Fermi energy, for the (a) GaN
and (b) Si nanotubes at a field strength of 1.00 V/Å.
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Figure V.34: Orbital localization vs. energy, relative to Fermi energy, for the SiC
nanotube at a field strength of 1.00 V/Å.

density regions are then similar to collections of charge of a particular type.

This chapter presents results of spin-dependent field emission calculations for car-

bon nanotubes. This will allow us to see, for example, how various adsorbates (such

as Fe atoms or clusters) affect the separation of density into spin-polarized regions.

Experiments demonstrating spin-polarized field emission include a EuS-coated tung-

sten tip [232, 233] and bulk GaAs [234]. However, spin-polarized field emission from

nanotubes has not yet been experimentally demonstrated.

The work of Hao et al. [235, 236] uses first-principles methods to calculate the

electronic structure of Mn-doped GaN nanotubes, and the authors predict that spin-

polarized field emission would result. In contrast, here we study carbon nanotubes,

as they are likely to be more relevant due to their greater industrial availablity and

other favorable properties relative to GaN nanotubes. As no theoretical studies yet

exist that directly calculate the spin-polarized field emission current from carbon

nanotubes, the present work fills this gap. By predicting which adsorbates generate
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spin-polarized current from nanotubes, we hope to generate experimental interest to

check our results.

5.2.4.1 Extension of the code for spin-polarization

The TDDFTmethods described in Chapter II were extended to include the physics

of spin polarization. This required the use of a spin-polarized density functional

for the exchange and correlation. The particular functional used is called the local

spin density approximation (LSDA) [237]. In addition, the code was extended to

keep track of up and down spin densities separately, which is needed when using

LSDA. As a result of these modifications, we were able to calculate the current for

up and down spins separately, in addition to the combined-spin results. This allows

us to detect when there are signifcant differences between up and down spin currents,

which indicates spin-polarization. The total electron density n(r) is still used, and

can be obtained from the separate densities for up and down spin (n↑(r) and n↓(r),

respectively) as

n(r) = n↑(r) + n↓(r). (5.16)

The local spin density approximation (LSDA) to the exchange and correlation energy

is given by [237]

ELSDA
xc [n↑, n↓] =

∫

dr n(r)ǫxc(n↑, n↓) (5.17)

where ǫxc(n↑, n↓) is the spin-dependent exchange-correlation energy density. Expres-

sions for this have been determined via Monte Carlo calculations for the spin-polarized

electron gas; a common choice is the expression from Perdew and Zunger [63].
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5.2.4.2 Structural coordinates

Figure V.35 shows the Fe4 cluster that was used. The coordinates for the cluster

were taken from Ref. [6]. The (3,3) nanotube (without adsorbates) is shown in Figure

V.36. Notice that the nanotube has been passivated with hydrogen atoms at each

end, in order to satisfy dangling bonds. Figures V.37 and V.38 show this nanotube

with an adsorbed Fe atom and Fe4 cluster, respectively. Once these structures were

created, they were allowed to relax via a spin-polarized VASP [238] calculation, in

order to provide realistic geometries.

Figure V.35: Structure of the Fe4 cluster used in the calculations. The coordinates
used were obtained from Ref. [6].

Figure V.36: Structure of a (3,3) carbon nanotube without iron adsorbates.
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Figure V.37: Structure of a (3,3) carbon nanotube with an Fe atom adsorbed on the
side.

Figure V.38: Structure of a (3,3) carbon nanotube with an Fe4 cluster adsorbed on
the side.

5.2.4.3 Results

To provide a reference for evaluating the spin-polarized currents, we first consider

spin-resolved field emission from the nanotube without iron adsorbates. Figure V.39

shows the field emission currents for the spin up, spin down, and total densities.

These are indicated in the figure by Iup, Idown, and Itotal, respectively. The electric

field is directed along the axis of the nanotube. The applied field had a magnitude of

1.0 V/Å. For this structure, spin polarization was not present; the numbers of spin

up and spin down electrons were the same. So, as expected, the plots for the spin up

142



and spin down currents were identical and equal to one-half of the total current.
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Figure V.39: Spin-polarized field emission current vs. time for a (3,3) carbon nan-
otube with no adsorbates. The applied electric field magnitude was 1.0 V/Å. The up
and down currents are indistinguishable for this non spin-polarized structure.

We next consider the currents for nanotubes that have iron adsorbates. Figures

V.40 and V.41 show the currents for an adsorbed Fe atom and Fe4 cluster, respectively.

These figures clearly show that the spin-up and spin-down currents are significantly

different, with the spin down current exceeding the spin up current in both cases. This

demonstrates spin polarized field emission in these systems. Figure V.42 plots the

difference between spin up and spin down currents for the nanotubes with adsorbates.

The separation between up and down spin currents is nearly the same, being slightly

larger in the case of the Fe4 cluster.

Figure V.43 compares the total (both spins) current for the three structures.

Notice that the addition of either of the iron adsorbates reduces the total current

143



0 1 2
Time (fs)

0

25

50

75

100

125

C
ur

re
nt

 (
µ

A
)

Itotal
Iup

Idown

Figure V.40: Spin-polarized field emission current vs. time for a (3,3) carbon nan-
otube with an adsorbed Fe atom. The applied electric field magnitude was 1.0 V/Å.
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Figure V.41: Spin-polarized field emission current vs. time for a (3,3) carbon
nanotube with an Fe4 cluster adsorbate. The applied electric field magnitude was
1.0 V/Å.
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Figure V.42: Difference between spin-up and spin-down field emission current vs.
time for a (3,3) carbon nanotube with an Fe atom and an Fe4 cluster adsorbed on
the side. The applied electric field magnitude was 1.0 V/Å.

of the nanotube, as compared to the no-adsorbate case. This reduction is more

pronounced for the case of the Fe4 cluster. Figures V.44 and V.45 compare the spin

up and spin down currents, respectively, for the two types of iron adsorbate. For

both up and down spin currents, the Fe atom adsorbate produces a higher current

than the Fe4 cluster, which explains the higher total current of the Fe atom case

shown in Figure V.43.

5.2.4.4 Summary

These calculations predict that carbon nanotubes with iron adsorbates can be

used as spin-polarized current sources. Both a single Fe atom and an Fe4 cluster
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Figure V.43: Total field emission current vs. time for a (3,3) carbon nanotube with
and without iron adsorbates. The applied electric field magnitude was 1.0 V/Å.

are shown to exhibit separations in their spin up and spin down currents. These are

the first first-principles calculations to show spin-polarized field emission for carbon

nanotubes with iron adsorbates. There is currently no experimental data with which

to compare these results. However, the predicted strong spin-polarized field emission

from these structures will hopefully spur experimental tests, potentially leading to

applications within spintronics.

5.3 Field emission from nanowires

The aspect ratio (length to width) of a nanostructure such as a nanowire or

nanotube is very high, leading to a strong enhancement of an externally applied

electric field at the end of the chain. (This field enhancement due to structural
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Figure V.44: Spin-up field emission current vs. time for a (3,3) carbon nanotube
with an Fe atom and an Fe4 cluster adsorbed on the side. The applied electric field
magnitude was 1.0 V/Å.

geometry was discussed in Section 5.1.3.) For this reason, an obvious idea is to use a

single atom chain as a field emission source.

There are some obstacles to using atomic chains as field emitters, however. The

Peierls distorion [239] prevents atoms in a 1D lattice from being equally spaced and

introduces a band gap. However, calculations [240] show that these distortions in

a carbon chain are small, and so the introduced band gap is small enough to not

significantly inhibit electronic conduction. Another issue is that while the high aspect

ratio is attractive for enhancing the electric field, a 1D nanowire lacks the structural

strength of larger structures such as nanotubes.

A carbon nanowire (see Figure V.46) is a one-dimensional system of carbon atoms.
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Figure V.45: Spin-down field emission current vs. time for a (3,3) carbon nanotube
with an Fe atom and an Fe4 cluster adsorbed on the side. The applied electric field
magnitude was 1.0 V/Å.

Nanowires are relatively long (e.g., microns) in the axial direction, but nanoscale in

Figure V.46: A carbon nanowire passivated with hydrogen atoms.

the others. In Figure V.46, notice that there are also hydrogen atoms. These serve to

passivate dangling bonds. A dangling bond exists on an atom if it has an unsatisfied

valence shell. Without the addition of these hydrogen atoms, the lowest energy

structure would be, due to the dangling bonds, something more complicated than a

1D wire. This is because the dangling bonds would cause the carbon atoms to become

attracted to each other in order to form bonds and satisfy their valence requirements.

Since we want a particular structure, i.e. a 1D wire, we can passivate the dangling
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bonds with hydrogens. This is a realistic situation for a structure prepared in a

hydrogen atmosphere.

The experimental motivation for studying field emission from carbon chains started

with the work of Rinzler et al [172]. They mounted a single multiwall carbon nan-

otube to a graphite fiber electrode and studied its field emission properties. First they

applied a voltage that was not sufficient to achieve field emission unless the nanotube

was heated by a laser (i.e., the Schottky mechanism [10]). The laser was applied in

seconds-long pulses, and so the nanotube was alternately heated and allowed to cool.

A plot of field emission current vs. time shows steady current when the laser was on,

and no current when the laser was off.

They then opened the end of the nanotube by heating the end to a temperature

twice that of the previous heating. They then repeated the process of shining the

laser on the nanotube and recording the field emission current. When the laser was

on, the current was more than two orders of magnitude greater than in the closed

nanotube case. The speculation is that while the closed cap provides a geometric

field enhancement effect, the ragged edges of a blown-open open end would provide

an even greater enhancement.

When the laser was off, the emission current was not zero, as in the closed tube

case. Instead, the current increased by another factor of 100. That is, the current in

the open tube case was enormous when the laser was off. This is to be contrasted

with the closed tube case, in which the current was practically zero when the laser

was off.

The speculated reason for this unexpected result is that, with the laser off and the
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opened tube end allowed to cool, the atoms were pulled out by the external electric

field and formed a monatomic chain of 10-100 carbon atoms. This chain provides a

huge enhancement factor for the electric field, resulting in large field emission. Such

a chain would be destroyed by the added energy of the laser [241], and so that is

why laser heating reduced the current. During the no-laser emission, the authors did

observe rapid fluctuations of the current that were likely due to reconfigurations of

the chain(s) from Joule heating. Lim et al. [242] also report observing these effects.

Inspired by the work of Rinzler et al., Lorenzoni et al. [243] used the WKB ap-

proximation to calculate field emission from carbon chains. Current-voltage plots

follow Fowler-Nordheim [30] theory, indicating metallic behavior. The chains are also

found to be highly polarizable, and for the most part emit electrons monoenergeti-

cally. They also show that the photoabsorption cross section has one major peak, in

agreement with experimental findings [244].

Fan et al. [245] use DFT to study carbon chains alone and inside carbon nan-

otubes. They focus on seeing how changing the parity (even or odd number of C

atoms) and termination (hydrogen or no hydrogen at the ends) affects various prop-

erties. These properties include the HOMO-LUMO gap and optical spectra. For

chains inside CNTs, they additionally discuss the potential energy inside the tube.

They note that, at least for the (8,0) CNT, the potential energy is ∼ 1 eV lower inside

the tube, which may explain why carbon chains would form there. In addition, the

walls of the CNT have alternating deep potential wells that stabilize the linear chain.

Rusznyák et al. [246] use DFT to show that the chain and CNT engage in charge

transfer and reach a common Fermi level. Lucotti et al. [247] combine experiment and
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DFT to discuss the Raman and surface-enhanced Raman spectroscopic properties of

carbon chains. Bianchetti et al. [248] use DFT to calculate absorption spectra and

polarizability of carbon chains.

We have calculated the field emission for a more realistic nanowire, C12H14, which

is shown in Figure V.47. Figure V.48 shows the field emission current vs. time for

Figure V.47: The C12H14 molecule used in the calculations.

three applied fields. For all three fields, the currents increase, peak, then decrease. In

addition, the peak currents are much lower than the currents seen for the nanotubes

of previous sections. Since the nanowire has only a few atoms, when it field emits a

non-trivial amount of charge is lost from the device. This positive charging deepens

the confining potential, effectively increasing the work function. Another part of

this effect is that once charge is flowing into the vacuum region, it can repel the

charge that is trying to follow it. These effects are common to all of the results in

this dissertation. Despite these phenomena, the peak current is still an identifiable

feature of the plots.

Since there is not yet any experimental work on field emission from isolated carbon

nanowires, we cannot compare these results to experiment. This section is still useful
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Figure V.48: Field emission current from a C12H14 molecule at varying electric fields.

in demonstrating the ability of our framework to study non-nanotube structures. The

next section considers graphene nanoribbons.

5.4 Graphene

In the case of graphene, which has a two-dimensional sheet structure (see Figure

V.49), the thickness of the material is only an atom thick, and so this dimension is

at the nanoscale. Its other dimensions (i.e., directions parallel to the sheet) can be

much larger.

It is only in the last few years that single sheets of graphene could be reliably

fabricated [249]. Graphene can be produced by applying carbon atoms on a substrate

to produce a thin coating; this process is called epitaxy [250, 251]. One disadvantage
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Figure V.49: A portion of a graphene sheet. The structure continues far away in the
in-plane directions.

with this method is that the substrate can have significant influence on the grown

graphene, resulting in altered electrical properties [252].

Another method of obtaining graphene is called mechanical exfoliation [253].

Many graphene sheets are bound together in graphite, a macroscopic material. The

bonding between sheets is much weaker than within sheets, which means that pulling

layers off one (or a few) at a time is practical. Until 2004, this usually produced sam-

ples having at least tens of graphene layers. In 2004 Geim and Novoselov refined the

technique such that exfoliation of single graphene sheets were possible [249]. They

were awarded the 2010 Nobel Prize in physics for their work in graphene.
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5.4.1 Field emission from graphene nanoribbons

A sheet of graphene can be relatively large in the in-plane dimensions, and so in

Figure V.49 only a small portion of a sheet is shown. Since this portion is assumed to

not be near edges, no passivating hydrogens were added (in contrast to the nanowires

discussed above). Now consider a graphene sheet that is cut such that only one of the

in-plane dimensions is large. In this case a ribbon-like structure is obtained. Graphene

nanoribbons can be conducting or semiconducting, depending on the details of their

structure [254].

We now examine the field emission behavior of graphene nanoribbons (GNRs).

Hydrogen passivation is used to satisfy the dangling bonds on the edges of the rib-

bons. As part of this study, we compare field emission behavior with and without

hydrogens on the edge that emits. In all cases, the other three edges have hydrogens.

One can imagine rolling these ribbons up (along the emission axis) into nanotubes.

For comparison, we do create such nanotubes, and compare their field emission per-

formance to that of the corresponding nanoribbons. Figures V.50-V.53 show the

structures used in the calculations.

Figure V.50: Structure of a (3,3) carbon nanotube with passivating hydrogens.

Figures V.54-V.57 show the field emission currents of these structures as a function

of time, for different electric fields.

As with the nanowire of Section 5.3, there is currently no experimental work with
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Figure V.51: Structure of a (3,3) carbon nanotube without passivating hydrogens.

Figure V.52: Structure of a (3,3) graphene nanoribbon with passivating hydrogens.

Figure V.53: Structure of a (3,3) graphene nanoribbon without passivating hydrogens.
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Figure V.54: Field emission current vs. time for a (3,3) hydrogen-terminated graphene
nanoribbon. Curves for three different applied electric fields are shown.
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Figure V.55: Field emission current vs. time for a (3,3) hydrogen-terminated carbon
nanotube. Curves for three different applied electric fields are shown.
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Figure V.56: Field emission current vs. time for a (3,3) graphene nanoribbon. Curves
for three different applied electric fields are shown.
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Figure V.57: Field emission current vs. time for a (3,3) carbon nanotube. Curves for
three different applied electric fields are shown.
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which to compare these results. Still, our results make interesting predictions of

high currents (see below). In addition, this section serves as another example of the

capabilities of our computational framework.

The currents increase by several orders of magnitude when increasing the applied

electric field (notice that the plots use logarithmic scales for the vertical axes). This

is a much greater response than with the nanotube results of previous sections. The

time to reach a relatively stable current is also much shorter. These features suggest

that these nanoribbons could be extremely good field emitters, and experiments are

needed to further explore this.
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CHAPTER VI

SUMMARY

The objective of this work was to study electron field emission from several

nanostructures using a first-principles framework. The systems studied were car-

bon nanowires, graphene nanoribbons, and nanotubes of varying composition. These

particular structures were chosen because they have recently been identified as show-

ing novel physical phenomena, as well as having tremendous industrial applications.

We examined the field emission under a variety of conditions, including laser illumi-

nation and the presence of adsorbates. The goal was to explore how these conditions

affect the field emission performance.

In addition to the calculations, this dissertation has presented computational de-

velopments by the author that allowed these demanding calculations to be performed.

There are many possible choices for basis when performing an electronic structure cal-

culation. Examples are plane waves, atomic orbitals, and real-space grids. The best

choice of basis depends on the structure of the system being analyzed and the physical

processes involved (e.g., laser illumination). For this reason, it was important to con-

duct rigorous tests of basis set performance, in terms of accuracy and computational

efficiency. There are no existing benchmark calculations for field emission, but trans-

port calculations for nanostructures are similar, and so provide a useful reference

for evaluating the performance of various basis sets. Based on the results, for the

purposes of studying a non-periodic nanostructure under field emission conditions,
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we decided to use a real-space grid basis which incorporates the Lagrange function

approach.

Once a basis was chosen, in this case a real-space grid, the issue of boundary

conditions arose. The problem is that with a non-periodic system, field emitted

electron density can experience non-physical reflections from the boundaries of the

calculation volume, leading to inaccuracies. To prevent this issue, we used complex

absorbing potentials (CAPs) to absorb electron density before it could reach the

boundaries and reflect. The CAPs were zero in the region of the emitting structure

and in regions were measurements were made. Still, we wanted to make sure that

complex potentials were an accurate and efficient solution to the boundary problem.

To evaluate this, we once again turned to benchmarks from transport calculations.

The results showed CAPs to be an extremely accurate and efficient computational

tool, and were incorporated into all of this dissertation’s calculations.

Our calculations show that adsorbate atoms significantly increase the field emis-

sion current of carbon nanotubes. Adsorbate atoms also cause strong differences and

nonlinearity in the Fowler-Nordheim plot. The source of the enhanced current is

electronic states introduced by the adsorbate atom.

We have investigated the emission of electrons from nanostructures induced by

short intense laser pulses in the presence of a weaker uniform static field. Based on

the results of our simulations, two important qualitative features of this process have

been determined: (1) a significant enhancement of the emission when a laser pulse

is applied, and (2) the field emission current has a peak of some duration and the

position of this peak correlates with the time of the pulse arrival. These two features

160



suggest the possibility of using short laser pulses for making few-electron emitters of

nanoscale size [212]. Such emitters could have many desirable properties, especially

very high spatial and time resolutions.

The field emission from nanotubes of various composition has been studied. The

calculations predict that the GaN, SiC, and Si nanotubes are particularly good field

emitters. The highest-current nanotube, Si, is predicted to produce a current an order

of magnitude higher than BN or C nanotubes.

The calculations predict that carbon nanotubes with various adsorbates can be

used as spin-polarized current sources. These are the first first-principles calculations

to show spin-polarized field emission for carbon nanotubes with iron adsorbates. Also,

there is currently no experimental data with which to compare these results. However,

the predicted strong spin-polarized field emission from these structures will hopefully

spur experimental tests, potentially leading to applications within spintronics.

We also studied field emission from carbon nanowires and graphene nanoribbons.

Since there is not yet any experimental work on field emission from isolated carbon

nanowires or graphene nanoribbons, we cannot compare these results to experiment.

These results are still useful in demonstrating the ability of our framework to study

non-nanotube structures.

In addition, our nanoribbon results make interesting predictions of high currents.

The currents increase by several orders of magnitude when increasing the applied

electric field. This is a much greater response than with the nanotube results. The

time to reach a relatively stable current is also much shorter. These features suggest

that these nanoribbons could be extremely good field emitters, and experiments are
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needed to further explore this.

6.1 Comparison with experiment

There are experiments that have inspired our work, but for the most part the

results presented in this dissertation represent predictions. In other words, there are

few experiments with which the results can be directly compared. The problem is

that the majority of experiments involve multiwall nanotubes. Due to the expense

of our computations, we are restricted to single-wall tubes. There are experiments

with single-wall nanotubes, but they usually involve collections of many tubes, and

so again the experimental case differs from what we can presently compute. We hope

that our results lead to experimental tests. This is already happening with nanotube

field emission with adsorbates. Brau et al. [4] are experimenting with adding various

adsorbates to nanotubes, and we are making predictions for which adsorbates to try.

As another example, there are experiments in which spin-polarized field emission

is demonstrated for GaAs tips, Mn-doped BN nanotubes, etc. But not much for

carbon. In fact, our calculations appear to be the first first-principles calculations of

spin-polarized field emission from carbon nanotubes with adsorbed iron.

Cs atoms have been observed experimentally ([28, 29]) to increase field emission

current magnitude, and our calculations also predict this. Kim et al. [28] used multi-

wall nanotubes and saw an order of magnitude increase. Wadhawan et al. [29] used

bundles of many singlewall nanotubes and saw an increase of six orders of magnitude.

Other experiments (such as Kim et al.) don’t see six orders of magnitude, but it is

important to note that the system under study differs. Regardless of the magnitude,
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both studies see enhancement, as do we in our calculations.

Another example of matching experimental results is Fowler-Nordheim plots. It

is seen experimentally that field emission from carbon nanotubes is well-described

by Fowler-Nordheim theory only for low fields. This deviation appears as nonlinear

regions in a Fowler-Nordheim plot. Bonard et al. [2] show a sample experimental

plot, and we see the same behavior in our calculations.

Some of our calculations compared the field emission performance of nanotubes

made of different materials. We found that BN and C nanotubes are very similar

in their current magnitudes, which was observed experimentally by Cumings et al.

[255].

In the work of Hommelhoff et al. [199], laser pulses are applied to a field emitting

tungsten tip to get short pulses of emitted electron density. We see the same effect

in our calculations with nanotubes.
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A. Châtelain. Field emission from single-wall carbon nanotube films. Appl.
Phys. Lett., 73:918, 1998.

[33] K. L. Jensen. Exchange-correlation, dipole, and image charge potentials for
electron sources: Temperature and field variation of the barrier height. J. Appl.
Phys., 85(5):2667–2680, 1999.

[34] N. D. Lang, A. Yacoby, and Y. Imry. Theory of a single-atom point source for
electrons. Phys. Rev. Lett., 63(14):1499–1502, 1989.

[35] Y. Gohda, Y. Nakamura, K. Watanabe, and S. Watanabe. Self-consistent den-
sity functional calculation of field emission currents from metals. Phys. Rev.
Lett., 85(8):1750–1753, 2000.

[36] Amitesh Maiti, Jan Andzelm, Noppawan Tanpipat, and Paul von Allmen. Ef-
fect of adsorbates on field emission from carbon nanotubes. Phys. Rev. Lett.,
87(15):155502, 2001.

166



[37] Seungwu Han, M. H. Lee, and Jisoon Ihm. Dynamical simulation of field emis-
sion in nanostructures. Phys. Rev. B, 65(8):085405, 2002.

[38] K. Tada and K. Watanabe. Ab initio study of field emission from graphitic
ribbons. Phys. Rev. Lett., 88(12):127601, 2002.

[39] A. Szabo and N.S. Ostlund. Modern Quantum Chemistry: Introduction to
Advanced Electronic Structure Theory. Courier Dover Publications, 1996.

[40] J. C. Slater. The theory of complex spectra. Phys. Rev., 34(10):1293–1322, Nov
1929.

[41] R.M. Martin. Electronic structure: basic theory and practical methods. Cam-
bridge Univ Pr, 2004.

[42] C. David Sherrill and Henry F. Schaefer III. The configuration interaction
method: Advances in highly correlated approaches. volume 34 of Advances in
Quantum Chemistry, pages 143 – 269. Academic Press, 1999.
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[100] Sergey V. Faleev, Fran çois Léonard, Derek A. Stewart, and Mark van Schilf-
gaarde. Ab initio tight-binding lmto method for nonequilibrium electron trans-
port in nanosystems. Phys. Rev. B, 71(19):195422, May 2005.
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