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CHAPTER I 

INTRODUCTION 

Comprehension of text is the ultimate goal of all reading instruction. It is impossible for 

children to reach this goal, however, without accurate and automatic word reading skills (Adams, 

1994; Foorman & Torgesen, 2001; Rayner, Foorman, Perfetti, Pesetsky, & Seidenberg, 2001). 

Given that a large number of children struggle to read at a basic level (NAEP, 2011), the need to 

narrow the gap between poor readers and their typically developing peers persists (Griffin, 

Burns, & Snow, 1998).  Identifying instructional techniques that will allow developing readers to 

quickly begin to read within authentic and instructional texts is critical. Although it is generally 

accepted that instructional time should be devoted to teaching children high frequency words as a 

means of reaching this goal (Ehri, 1995; Solity & Vousden, 2009; Vousden, 2008), little research 

has focused on which words to teach, the most effective and efficient instructional techniques, 

and how this learning transfers to reading novel words. Thus a focus on efficient and effective 

instructional methods that promote word learning and transfer in developing readers is 

warranted, particularly for children who struggle to learn to read. Although learning to read 

words has traditionally been thought of as a task requiring children to link phonology and 

orthography, there is evidence to suggest that meaning plays an important role in learning to read 

words as well (Keenan, & Betjemann, 2008; Nation, & Cocksey, 2009; Ricketts, Nation, & 

Bishop, 2007). The purpose of the two experiments in this study was to explore how child- and 

word-level features impact word learning (i.e. word reading) and transfer within a controlled 

experimental design as well as implications for instruction. Specifically, the two studies focused 

on the role of imageability in word learning efficiency and transfer among first and second grade 

children. 
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Development of the Orthographic Lexicon  

According to Perfetti (1992), as children learn to read, they create an autonomous lexicon 

that develops over time in two distinct ways: (a) the number of lexical entries increases, and (b) 

the quality of the representations improves. Words in the autonomous lexicon are recognized 

automatically with minimal influence of background knowledge or context-based expectancies 

(see Perfetti, 1992; Stanovich, 1991), allowing fluent and reliable retrieval of word 

representations from the orthographic lexicon, activating phonological, syntactic, morphological, 

and semantic information. The number of lexical entries can increase in a variety of ways as 

children learn more words through oral and print exposure and their vocabularies grow. Firstly, 

as children learn decoding rules, the number of lexical entries increases. Secondly, the number of 

entries increases due to exposure to specific words that children acquire at the whole word level 

(Perfetti, 1992). According to Perfetti, the quality of the representations improves as the bond 

between phonemic and orthographic representations increase, thereby making the representation 

fully specified. Thus, two lexical acquisition systems are at work as a child learns to read—the 

addition of word-specific entries and the expansion of orthographic-phonological connections. 

These acquisition systems are mutually facilitative: “The more powerful the context-sensitive 

decoding rules (or analogic capabilities), the more entries the learner can acquire. And the more 

entries, the more powerful the decoding rules” (Perfetti, 1992, pp. 161–162).  

Lexical development has been examined within samples of students both with and 

without reading difficulties. The results of these studies suggest that there is variability in how 

students acquire word representations. It comes as no surprise that the course of lexical 

development is different for students with reading difficulties compared to their typically 

developing peers. According to Ehri (1995), students typically develop sight word 
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representations (i.e., fully specified lexical entries in the autonomous lexicon) by continually 

strengthening connections between phonemes and graphemes in words. Skilled readers 

successfully map all graphemes in a word onto all phonemes in pronunciations, thus binding the 

two systems to form a consolidated representation that allows automatic activation of the 

phonological and semantic representations associated with the specific letter string. Poor readers, 

on the other hand, tend to form partial connections between graphemes and phonemes in words 

that are less consolidated and do not lead to automatic access to the phonological and semantic 

representations. Thus the lexical representations of poor readers are considered less specified and 

of lower quality. This leads poor readers to rely on other sources of information (e.g., local text 

content), that are considerably less efficient, to facilitate word recognition (see Stanovich, 1980).  

Given that poor readers have difficulty developing highly specified word representations 

that can be added to the autonomous orthographic lexicon, a focus on efficiency is particularly 

important for the lowest readers. The number of exposures required to create a representation 

varies among individuals and is an important focus for early development (Ehri, 1994). Ehri 

offers that word representations are developed through a “connection-forming process” whereby 

developing readers gradually form connections at the specific word level based on their 

knowledge of grapheme-phoneme correspondences. By focusing on the sub-lexical features of 

the words on multiple occasions, they gradually build up their lexicons. Typically developing 

students can learn to read words with relatively few exposures. For example, Dutch students 

trained on unfamiliar words learned word-specific features surprisingly fast, with students being 

able to differentiate between standard spelling of a word and its homophonic alternate spelling in 

as little as four to six exposures (Reitsma, 1983). Students with reading disabilities, however, 
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typically require many more exposures than their typically developing peers and retain less 

complete representations of words in their lexicons (Ehri, 1997; Ehri & Saltmarsh, 1995).  

The role of Lexical Input  

Increasing evidence suggests that readers rely on word meaning (e.g. semantics, 

familiarity, or imageability) to aid in the development of word-specific links between 

orthography and phonology, thus allowing the word to be added to the autonomous orthographic 

lexicon. This evidence comes from multiple sources. Nation and Cocksey (2009) have reported 

that item-level familiarity (also known as lexical phonology) was a significant predictor of word 

reading in young developing readers, with the association being stronger for irregular words, but 

that deeper semantic knowledge did not predict word-reading success above and beyond 

familiarity with the phonological form. However, Taylor, Punkett, and Nation (2011) have 

reported that word learning of an artificial orthography in adults was enhanced by pre-exposure 

to item definitions but not item lexical phonology. Furthermore, this semantic benefit was 

specific to items containing low-frequency-inconsistent vowels.  

Support for the importance of semantics also comes from connectionist models of reading 

(e.g. Plaut, 1998; Plaut and Shallice, 1993; Figure 1). Evidence suggests that the addition of a 

semantic processor (represented as item-specific knowledge) to a model containing phonological 

and orthographic processors improves both nonword and irregular word recognition (see Plaut, 

McClelland, Seidenberg, & Patterson, 1996). Ricketts, Nation, and Bishop  (2007) also found 

that item-specific vocabulary knowledge accounted for unique variance in irregular word reading 

in developing readers. Furthermore, having item-specific vocabulary knowledge for a word has 

been shown to be a significant predictor of orthographic learning within a self-teaching model of 

reading development (Wang, Nickels, Nation, & Castles, 2013). Keenan and Betjemann (2006) 
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have speculated that item-specific semantic activation may help to “fill voids” in phonological-

orthographic processing in individuals with poor mappings, such as children with reading 

difficulties (p. 193). Furthermore, evidence from studies on context-free single word reading 

demonstrate that semantic word features such as concreteness, imageability, and meaningfulness 

all play a role in lexical decision tasks (see Keenan & Betjemann, 2007). Despite these findings, 

semantics, in particular imageability, has received little attention within in the word reading 

literature and the role of semantics at the word level requires more attention (Keenan & 

Betjemann, 2007). 

 

Figure 1. Connectionist model of reading.  

Child and Word Characteristics Related to Orthographic Lexicon Development. 

Child characteristics. Several important cognitive skills have been related to word 

recognition accuracy. Important factors include phonological awareness (Lambrecht Smith et al., 

2008; Torgesen, Wagner, Rashotte, Burgess, & Hecht, 1997; Wagner et al., 1997), rapid 

automatized naming (RAN; for reviews see Kirby, Georgiou, Martinussen, & Parrila, 2010; 

Norton & Wolf, 2012; Wolf, Bowers, & Biddle, 2000), letter knowledge (e.g. Lambrecht Smith 
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et al., 2008), and vocabulary (e.g. Ouellette, 2006). Given these important relationships, we 

include these skills in our experiments to examine the extent to which child-level measures of 

phonological awareness, RAN, vocabulary, and word reading skill predict the efficiency of 

learning new words and transfer to novel nonwords.  

Word regularity. Orthographic regularity refers to the degree to which the pronunciations 

of phonemes within a word reflect common spelling-sound correspondences (Metsala, Brown, & 

Stanovich, 1998). There has been consistent support for the important role regularity plays for 

both typically developing students and students with or at-risk for reading disabilities. Evidence 

from experimental designs of word reading (Balota & Ferraro, 1993, Seidenberg, Waters, 

Barnes, & Tanenhaus, 1984; Stanovich & Bauer, 1978; Waters & Seidenberg, 1985), eye-

movement studies (Sereno & Rayner, 2000), and a meta-analysis (Metsala, Brown, & Stanovich, 

1998) suggest that the impact of regularity on word reading for low frequency words is 

consistent across samples, ages, and ability groups. Furthermore, both children and adults are 

more likely to apply grapheme phoneme correspondences when reading nonwords, have a 

tendency to read regular words with more accuracy, and regularize irregular words (Coltheart & 

Leahy, 1992). Despite the importance of regularity in word reading development, there remains 

considerable variance to explain at the word level, suggesting that there may be other important 

word characteristics to consider (Griffiths & Snowling, 2002; Steacy et al., submitted; Wang, 

Nickels, Nation, & Castles, 2013). 

Word imageability. Imageability is a word specific feature that refers to the ease with 

which a word can elicit a mental image in the reader (Paivio, Yuille, & Madigan, 1968).  A high 

imageability word is farm, while a low imageability word is which. This word feature has 

received some attention given that it is a good predictor of word reading (Walker & Hulme, 
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1999). For instance, Strain & Herdman (1999) found that when adults read words low on the 

imageability scale, mean response time increases, particularly for irregular words. Furthermore, 

when high and low imageability regular and irregular words are read, adults make more errors on 

low imageability irregular words, particularly when individuals are identified as having medium, 

as opposed to high, reading skill. Even for the highly skilled readers, more errors were made on 

low imageability irregular words than highly imageable words. There were no significant 

differences between skill groups or word types on highly imageable words. Furthermore, 

imageability did not seem to play an important role in reading regular words for either skill 

group (Strain & Herdman, 1999). 

In other studies of the role of imageability in word reading, there has been a focus placed 

on the role of imageability in learning nonwords. Laing and Hulme (1999) approached this issue 

using word abbreviations that children were encouraged to pair with spoken English words. This 

study illustrates that when children are primed with the phonetic structure of words, the 

abbreviations are easier to learn. Furthermore, high imageability abbreviations (e.g.,ltr for ladder; 

lzn for listen) were learned more easily than low imageability abbreviations.  In a further study, 

Duff and Hulme (2012) found that when students learned words that varied in imageability and 

spelling sound consistency, imageability impacted word reading accuracy, particularly in later 

trials and for words that were irregular. Furthermore, imageability has been reported to be a 

particularly important word feature for poor readers (Coltheart, Laxon, & Keating, 1988). Also, 

having item-specific vocabulary knowledge for words has been shown to be a significant 

predictor of orthographic learning (Wang, Nickels, Nation, & Castles, 2013) and having passage 

specific prior knowledge of the content of a text decreases the number of word reading errors in 

poor readers (Priebe, Keenan, & Miller, 2012).  
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Attempts to Intervene for Imageability  

Although research indicates that imageability can play an important role in word reading, 

there have been very few attempts to intervene and support students in their learning of low 

imageability words. One interesting study by Duff and Hulme (2012), attempted to make 

nonwords imageable using sentences (experiment 2). They compared two conditions, one with 

only phonological information for nonwords and one with both phonological and semantic 

information. They found no added benefit for semantic knowledge over and above the benefit of 

phonological information. In another study, Wang, Nickels, Nation, and Castles (2013) used a 

vocabulary training condition that included picture supports. They found that vocabulary 

knowledge of the words was only advantageous for irregular words. This study did not, however, 

focus only on low imageability or abstract words. One of our goals in the present study was to 

address this gap in the literature for real words. 

Research Questions  

The proposed study addresses important gaps within the word learning literature by 

presenting results from two experiments exploring the efficiency and transfer of word learning in 

developing readers. Specifically, the two studies focus on the role of imageability in word 

learning efficiency and transfer among first and second grade children. These studies add to the 

literature in six distinct ways: (1) it is the first study of imageability effects that focuses on 

students with or at-risk for reading disabilities, (2) it addresses the role of both imageability and 

regularity in word learning and rate of mastery, (3) it focuses on real words rather than 

nonwords, (4) it compares the impact of two different corrective feedback techniques, (5) it 

includes maintenance of learning measures and transfer measures, and (6) it examines the 

malleability of imageability for instruction. We extend the literature on word reading efficiency 
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and transfer by answering the following research questions over two studies: (a) what role do 

regularity and imageability play in initial word learning for at-risk first and second graders?, (b) 

what roles do imageability and regularity play in the efficiency of word learning mastery?, (c) 

does maintenance of word learning differ depending on regularity and imageability controlling 

for pretest?, (d) does maintenance of word learning differ depending on regularity and 

imageability controlling for posttest?, (e) does transfer to orthographically similar nonwords 

differ depending on regularity and imageability?, (f) after word learning, do skills transfer to 

spelling?; does this relationship differ depending on the regularity and/or imageability of the 

words?, (g) does imageability training impact posttest performance on low imageability words 

over and above word only and/or vocabulary training?, (h) does word regularity impact posttest 

performance on low imageability words?, (i) do children in the imageability condition 

outperform others on posttest spelling of target words? , (j) does imageability training impact the 

number of exposures necessary for mastery?, and (k) does imageability training impact the 

number of exposures necessary for mastery differentially for students who start with poor word 

reading skills? A detailed description of our hypotheses for each of these questions can be found 

in Appendix A. 
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CHAPTER II 

EXPERIMENT 1 

Method 

Participants. For Experiment 1 forty-seven at-risk children were drawn from one rural 

school district in the Southeastern region of the United States. Fifteen first and second grade 

teachers nominated their lowest five to eight students in reading and were asked to send consent 

forms home with these students. We pretested all students using measures of word reading, 

pseudoword reading, phonemic awareness, rapid naming, rapid letter naming, rapid sound 

naming, and vocabulary. Students were also pretested for their knowledge of the study target 

words to ensure sufficient room for growth. We excluded students who knew all or nearly all 

words.   

Measures.  

 Word reading. The word reading task from the Wechsler Individual Achievement Test 

(WIAT-III; Wechsler, 2009) is a measure of both word reading accuracy and speed. From this 

task, we extracted two scores. First, students were given an overall accuracy score for all items 

read correctly and fluently before they reached the ceiling of four consecutive incorrect items. 

Second, students were given a timed score, reflecting the number of items read correctly in 30 

seconds. The split-half reliability reported in the manual for word reading in both first and 

second grade is .98.  

 Pseudoword decoding. The pseudoword decoding task from the WIAT-III (Wechsler, 

2009) is a measure of nonsense word reading, which is designed to measure speed and accuracy 

of decoding skill. The first score this test yields is the total number of items read correctly before 

the ceiling of four consecutive incorrect items was met. The second score is the number of items 
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decoded correctly in 30 seconds. The split-half reliability reported in the manual for pseudoword 

reading in both first and second grade is .97.  

 Picture vocabulary. The picture vocabulary test of the Woodcock Johnson-III  

(Woodcock, McGrew, & Mater, 2001) is a measure of oral language development and 

vocabulary knowledge. This is primarily an expressive language task in which students were 

asked to identify pictured objects. The items become increasingly difficult as the test goes on. 

The ceiling rule for this test is the six highest-numbered items on a page incorrect. The manual 

reports a split-half reliability of .70 for six year olds and .71 for seven year olds.  

Word identification. The Word Identification task from the Woodcock Reading Mastery 

Test (WRMT-III; Woodcock, 2011) requires children to read isolated real words aloud. The test 

was discontinued when the test-taker incorrectly identified four consecutive items. Woodcock 

(2011) reported a split-half reliability of .96 and .94 for first and second grade, respectively.  

Word attack. The Word Attack task from the WRMT-III (Woodcock, 2011) requires 

children to read isolated pseudowords aloud (e.g., ree, ip, and weaf). The test was discontinued 

after four consecutive errors. Reported split-half reliabilities were .96 and .92 for first and second 

grade, respectively (Woodcock, 2011).   

Phonemic awareness (PA). The phonemic awareness task we used in this study was an 

elision task that required students to delete phonological units from words. The items became 

increasingly difficult as the test went on. The task began with syllable deletion and transitioned 

to deletion of initial, final, and medial phonemes. The task was developed based on the elision 

task from the Rosner Test of Auditory Awareness Skills (TAAS; Rosner, 1979).  
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Rapid letter naming. For the rapid letter naming task (Fuchs et al., 2001), we asked 

students to name an array of 52 letters (all 26 letters upper and lower case) in random order in 

one minute. The score for this task was the number of letters correctly identified in one minute.  

Rapid sound naming. The rapid letter sound naming task (Fuchs et al., 2001), requires 

students to rapidly name letter sounds. After four practice items in which the tester modelled 

how to name the sounds of the letters, students were given one minute to name an array of 26 

letter sounds in random order. The score for these tasks was the number of sounds correctly 

identified in one minute.  

Rapid automatized naming (RAN). For this naming task, developed by Denckla and 

Rudel (1976), we gave students one practice item with five letters. We then presented them with 

a page of these five letters in random order and we asked them to name the letters as quickly as 

possible.   

Target word reading. The target word reading task was a researcher developed task that 

required students to read a list of 32 words. These words were selected by the researcher to meet 

the goals of this study. The words were chosen based on a factorial design in which words were 

selected based on regularity and imageability. Eight words were selected to be highly imageable 

regular words, eight were selected to be highly imageable irregular words, eight were selected to 

be regular, low imageability words, and eight were selected to be irregular, low imageability 

words. These words are provided in Figure 2. Every attempt was made to control for frequency, 

number of letters, and initial phoneme when selecting the words. The target word reading 

measure was administered at pretest, posttest, and maintenance.  
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  Regular Irregular 

High Imageability brain 

birth 

coast 

farm 

ground 

hunt 

space 

wife 

bowl 

eye 

foot 

guard 

laugh 

soup 

world 

young 

Low Imageability  choice 

cost 

lie 

plus 

real 

stuff 

trust 

went 

broad 

build 

false 

learn 

lose 

none 

once 

worse  

 

Figure 2. Word factorial design for Experiment 1.  

Nonword reading. The nonword reading task was a researcher developed measure that 

examines transfer of word learning to words that were orthographically similar to the trained 

target words. These words had the same rime unit as the target words, with different onsets (e.g. 

sowl for bowl; klain for brain). This task was administered at posttest only. 

Spelling. The spelling task required students to spell selected target words. Students were 

asked to spell 16 target words, four from each cell, which varied on orthographic regularity and 

imageability. This task was administered at posttest only. 

Imageability. Imageability is a word specific feature referring to the ease with which a 

word can elicit a mental image in the reader (Paivio, Yuille, & Madigan, 1968). These data were 

collected from 22 graduate students in special education. They were asked to rate the difficulty 

of bringing about a mental image for the 32 words used in this study. They were asked to rate 

this difficulty on the same seven-point scale used by Paivio, Yuille, and Madigan (1968).  
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Experimental Design. The design of this experiment was based on a design used in other 

word learning studies conducted by Martin-Chang and Levy (2005; 2006) and Martin-Chang, 

Levy, and O’Neill (2007). This experiment was conducted over the course of a two-week period. 

Students first participated in a brief pretesting session (30 minutes) on the first day, three training 

sessions, with four exposures per word each day on three consecutive school days (15-20 

minutes), one posttesting session on the fifth day (15-20 minutes), and maintenance testing one 

week after posttesting (five minutes). Students were rank ordered based on pretest performance 

and then randomly assigned to either whole word feedback or phoneme blending feedback. To 

prevent order effects in word learning words were randomized across student and session. This is 

a within subject design, where students act as their own control group (see Kirk, 1982). This 

experimental design is outlined in Figure 3. The feedback conditions are outlined below.  

 

 

Figure 3. Experimental design for Experiment 1. 

 

Feedback conditions. Students were randomly assigned to one of two feedback 

conditions. The first condition used a whole word (WW) feedback method, which focused on 

presenting words as singular units. This approach is supported by the dual route theory, which 

characterizes sight word reading and decoding as two independent skills (for review see Castles, 

2006). Furthermore, according to the psycholinguistic grain size theory (Ziegler & Goswami, 

 

Pretest 

3 Days of 

Training (4 

exposures/day) 

 

Posttest  

Blending 

Feedback  

Whole Word 

Feedback 

Maintenance 
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2005), students master word-level skills before syllable-level skills, onset-rime skills, and 

phoneme-level skills. The WW technique has been widely used and has had some empirical 

support. Martin-Chang and Levy (2006) explored this technique in comparison to learning words 

in context. Students in Grade 3 (24 average readers and 24 students with poor reading skills) 

were assigned to either a whole word or context condition. In the WW condition, when children 

made reading errors, they were provided with the correct word. They were taught the same 48 

new words in each group. Students with poor reading skills who participated in the WW 

condition retained more words read in isolation and read words faster at posttest than students 

who participated in the context condition. Further support for the WW technique is provided by 

the literature on auditory feedback. Students provided with auditory feedback at the word-level 

perform slightly better on posttest measures of word reading than students who receive 

phonologically segmented auditory feedback (Spaai, Ellerman, & Reitsma, 2004). 

The second technique for sight-word instruction, the phonological-analysis (PhA) 

method, focused on analyzing the sounds in each word. In this condition, feedback provided the 

student with the word and the word segmented into its sounds. This technique is supported by 

Ehri’s (1995) stages of sight word development, which suggests phonological decoding and sight 

word reading are intertwined. Such a technique is also supported by the self-teaching hypothesis, 

which predicts that increases in phonological awareness and phonological encoding are the 

central means by which orthographic representations are acquired (for review see Share, 2008). 

This approach is further supported by studies of phonological segmentation training resulting in 

improved word reading skills (for review see Nelson et al., 2003) and by studies that found direct 

teaching of two levels of phonological units, onset-rime and grapheme-phoneme, lead to similar 

gains in word reading skills (e.g., Walton & Walton, 2002). Furthermore, van Daal and Reitsma 
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(1990) found that feedback at the PhA level showed similar gains to the WW method when the 

outcome measure was word reading. 

Mastery. Mastery was defined as four out of five exposures correct. This decision was 

made due to the fact that students had four exposures per day. Setting mastery at four out five 

correct required students to demonstrate either all exposures correct on one day or mastery across 

days allowing for some error.  

Procedure. Test examiners were graduate research assistants who had been trained on 

tests until procedures were implemented with 90% fidelity. All tests were double-scored and 

double-entered; discrepancies were resolved by a third examiner. 20% of exposure data was 

double entered. The average kappa across exposures was approaching 1.0 and agreement 

exceeded 99%. Average fidelity of test administration procedures (based on a random selection 

of 20% of the taped assessment sessions) exceeded 92% for all tests and word exposure trials. 

Study data were entered and managed using REDCap electronic data capture tools hosted at 

Vanderbilt University (Harris et al., 2009).  

Data analysis. Crossed-random effects models were used to answer the research 

questions outlined above (Van den Noortgate, De Boeck, & Meulders, 2003). A diagram of these 

models is provided in Figure 4.These models are based on item response theory and allow for 

responses to be predicted by person and item level effects. These models are cross-classification 

multilevel models that allow variance to be partitioned across person and words. For these 

models, words and persons are assumed to be random samples from a population of words and a 

population of persons. Since words are not nested within persons, these models are not strictly 

hierarchical models. Words and persons are on the same level and crossed in the design. 

Responses are nested within persons and within words.   
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Figure 4. Crossed-random effects models for Experiment 1 and Experiment 2. 

 

The crossed-random effects models were built gradually in a stepwise fashion using 

model comparisons to determine the model that best fit the data. The first model (unconditional 

model) contained only random effects for the child and word, with no predictors. Next, an item 

level predictor of either pretest or posttest was added to the model. Child and word level fixed 

effects were added to the model and the model was compared to the base model with the item-

level predictor. After this step, random slopes were tested one at a time to determine those that 

needed to be included in the model. Random slopes were added for predictors based on 

theoretical decisions about which predictors might require a random slope. The following steps 

were used to establish the random effects structure: (a) fixed effects were added together, (b) 

appropriate random slopes for fixed effects were then added based on theory, and (c) final 

models were estimated based on iterations of these steps and model comparisons. A detailed 

description of the equations used for these models is provided in Appendix B.  

We examined the effect of each word level and child level covariate by calculating the 

probability of a correct response with the addition of the covariate to the intercept, following the 

formula 𝑝𝑗𝑖𝑘 =
1

1+exp(−�̂�000+�̂�𝑣)
, where v is the covariate of interest. The WW group was the 

Child Specific: 
Condition  
PA 

RAN 

Vocabulary 

(Word Reading) 

 

Word Specific: 

Regularity 

(Regular/Irregular) 

Imageability 

(High/Low) 

 

Item Specific: 
Pretest Target 
Posttest Target 
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referent category and predicted probabilities are given for an average item and an average child 

in the WW group where all other covariates are at their mean values for our sample. We 

calculated the variability explained by calculating the reduction in child and word variance from 

the base model containing only random effects for child and word and an item specific word 

reading predictor at either pre or posttest. The formulas were 
σr01(base)
2 −σr01(modeln)

2

σr01(base)
2   and 

σr02(base)
2 −σr02(modeln)

2

σr02(base)
2 , respectively, where n represents the model to which the base model was 

compared (Bryk & Raudenbush, 1992). For the final models that included random slopes in 

addition to the random intercepts, we calculated variance explained using the fixed slopes, 

random intercept models, a method supported by recent simulations by LaHuis, Hartman, 

Hakoyama, and Clark (2014).  

Results 

 Demographic data for the participants in this study (N=47) are provided in Table 1. Table 

2 provides child-level performance across measures disaggregated by condition with associated 

mean comparisons (ANOVAs). As noted in the table, there were no significant differences 

across groups on any of the pretest measures.  Table 3 provides the zero order correlations 

amongst the child level predictors of posttest word recognition. There were significant 

correlations between all child level predictors of word reading. The child level predictors were 

correlated with posttest reading performance with correlations ranging from .19 to .56.  
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Table 1 

    Demographic Statistics for Experiment 1     

Variable 

N = 47 

n % Mean (SD) 

      Age (years) 

  

7.08 (.60) 

Gender 

    

 

Male 28 59.57 

  

 

Female 19 40.43 

  Grade 

     

 

1 29 61.70 

  

 

2 18 38.30 

  

 

   

  Group    

  

 

Whole Word  25 53.19 

  

 

Blending 22 46.81 

  

 

   

  Race 

     

 

African 

American 3 6.38 

  

 

Hispanic 3 6.38 

  

 

Caucasian 40 85.12 

  

 

Biracial 1 2.12 

  
      
Note: Age was calculated based on age at the outset of the study. 
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Table 2 

Child Level Descriptive Statistics for Experiment 1 

 

Whole Word 

 

Blending 

 

All children 

 
Pairwise 

comparisons
a
  Variable M (SD)   M (SD)   M (SD)   

          

  

 

n = 25 

 

n = 22 

 

n = 47 

 

 

 Word 

Identification 
10.92 (6.09) 

 
10.95 (6.07) 

 
10.94 (6.01) 

 
WW= PhA 

 

Word Attack 3.76 (3.47)  4.59 (3.58)  4.15 (3.51)  WW= PhA  

RLN 56.44 (17.86)  52.50 (16.77)  54.60 (17.28)  WW= PhA  

RSN 38.24 (11.86)  37.77 (15.20)  38.02 (13.38)  WW= PhA  

PA  9.00 (3.74)  7.77 (3.96)  8.43 (3.85) 

 

WW= PhA 

 RAN 42.00 (9.56)  51.09 (29.33)  46.26 (21.48) 

 

WW= PhA 

 VOC  17.56 (2.86)  18.05 (3.50)  17.79 (3.15) 

 

WW= PhA 

 
 

        
 

   
Note: RLN=Rapid Letter Naming; RSN=Rapid Sound Naming; PA = Phonological Awareness; RAN=Rapid 

Automatized Naming; VOC= Vocabulary; WW = Whole word feedback; PhA = Phonological Analysis Feedback. 
a 
Mean comparisons were conducted using ANOVA with Bonferonni post-hoc pairwise comparisons. 

 

Table 3 

    Zero Order Correlations between child variables: Experiment  1 

  1 2 3 4 

     1 Pretest Word Reading  –    

2 PA .56 –   

3 RAN -.46 -.37 –  

4 VOC .40 .22 -.19 – 

          
Note: p < .001 for all variables in bold. PA = Phonological Awareness; 

RAN=Rapid Automatized Naming; VOC= Vocabulary 

 

 Crossed-random effects models. There were two sets of research questions of interest in 

this study. The first related to predicting the probability of a correct response on a variety of 

posttest measures and the other was related to the number of exposures required for word 

learning mastery. Five models were constructed to answer the first set of questions. The final 

conditional models for each posttest outcome are presented in Table 4 (Models 1 – 5). As noted 

in the table, the first model predicted posttest recognition of the target words, controlling for item 

specific pretest performance, condition, PA, RAN, vocabulary, grade, and three planned 
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comparisons for words with low imageability irregular words as the referent group. The 

unconditional model for posttest performance included only a random effect for child and word 

had a mean intercept of γ000 = 1.28, corresponding to a predicted probability of a correct response 

of .78 for the average child on the average word. Variability around that estimate was evident for 

both the child (𝜎2𝑟010𝑗 = 5.63) and words (𝜎2𝑟020𝑖 = 1.81).  The next model in the model 

building process, which included a random effect for child and word and item-specific pretest as 

a predictor, significantly improved model fit over the base model (Δ𝜒1
2= 39.39, p < .0001). 

Further execution of the model building process, as outlined above, resulted in a model (Model 

1) that included a random effect for word and child, a fixed effect for item-specific pretest, fixed 

effects for all child level and word level predictors, and a random slope for grade across words. 

This final conditional model fit the data significantly better than the model with only random 

effects for child and word and fixed effects for item-specific pretest performance (Δ𝜒11
2 = , p < 

.0001). The fixed effects for this model indicate that significant predictors of item level posttest 

performance were item-specific pretest performance, PA, RAN, and the contrast between high 

and low imageability irregular words (see Model 1, Table 4). These effects correspond to a 

probability of .18 for an average child reading a low imageability word correctly at posttest if she  

did not read it correctly at pretest. A student who did not read the word correctly at pretest but 

performed one standard deviation above the mean on PA and was average on all other measures 

had a probability of .34 of reading a low imageability irregular word correctly at posttest. 

Conversely, a student who performed one standard deviation below the mean had only a 

probability of .08 of reading the word correctly. Likewise, a student who performed one standard 

deviation above the mean on RAN had a probability of .25 while a student who performed one 

standard deviation below the mean on RAN had a probability of .12 of reading a low 
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imageability irregular word correctly. Since low imageability irregular words were the referent 

group in the model, this indicates an imageability effect for irregular words, with high 

imageability words being easier to read than low imageability words. A child with average 

scores on all child-level variables would have a probability of .48 of reading high imageability  

irregular words correctly.  
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Table 4 

Fixed Effects and Variance Estimates for Target Word Recognition for Cohort 1 

     

 

 Model 1 

Posttest Model 

 Model 2 

Nonword Transfer 

Model 

 Model 3 

Spelling Model  

 Model 4 

Maintenance Model 

(Posttest) 

 Model 5 

Maintenance Model 

(Pretest) 

 

Fixed Effects Parameter   Est. (SE) z 

 

Est. (SE) z 

 

Est. (SE) z  Est. (SE) z  Est. (SE) z  

Intercept (γ000) 

 

-1.52 (.99) -1.53 

 
-3.59 (.55) -6.48  -6.10 (1.34) -4.54  -3.32 (.74) -4.50  -2.28 (.95) -2.39  

Item covariates                      

         λ1  pretest  1.65 (.32) 5.16  — — —  — — —  — — —  1.96 (.31) 6.24  

         λ2  posttest  — — —  1.63 (.27) 5.97  2.68 (.79) 3.41  3.10 (.27) 11.59  — — —  

Child covariates 

     

                

γ003 Condition 

 

.56 (.48) 1.16 

 
.60 (.21) 2.82  .51 (.39) 1.31  .60 (.38) 1.56  .69 (.48) 1.43  

γ004 PA 

 
.23 (.07) 3.15 

 
.11 (.03) 3.67  .23 (.06) 3.84  .13 (.06) 2.23  .19 (.07) 2.62  

γ005 RAN 

 
-.02 (.01) -2.01 

 
-.07 (.02) -4.39  -.07 (.03) -2.37  -.01 (.01) -1.13  -.02 (.01) -1.63  

γ006 Vocabulary 

 

.06 (.08) .71 

 
.09 (.04) 2.47  .01 (.07) .19  .02 (.06) .30  .03 (.08) .34  

γ007 Grade 

 

1.02 (.63) 1.63 

 

-.51 (.31) -1.66  .34 (.55) .64  1.27 (.49) 2.58  1.53 (.61) 2.49  

Word covariates 

 

   

 

                

γ008 High Imag./Irregular 

 
1.44 (.57) 2.52 

 

.62 (.42) 1.45  -.31 (1.14) -.27  .64 (.38) 1.70  1.30 (.59) 2.19  

γ009 High Imag./Regular 

 

.75 (.56) 1.34 

 
.91 (.42) 2.15  .51 (1.13) .45  .17 (.37) .65  .37 (.59) .64  

γ010 Low Imag./ Regular 

 

1.01 (.57) 1.79 

 
1.63 (.42) 3.88  1.40 (1.13) 1.25  .59 (.38) 1.57  .81 .59 1.37  

 

  % var explained   %  var explained  %  var explained  %  var explained  %  var explained  

Intercepts 

 

 

 

        

Person 

 

65.06  78.35  81.29  82.54  65.09  

Word 

 

30.64  38.51  21.21  75.50  31.71  

Note: PA = Phonological awareness (elision); RAN = Rapid automatic naming; Imag. = Imageability 

 p < .05 for variables in bold.  



THE ROLE OF IMAGEABILITY IN WORD LEARNING   
 

 The next model focused on the posttest nonword transfer task. This model was used to 

predict posttest nonword reading, controlling for posttest target word performance (see Model 2, 

Table 4). The unconditional model, which only included random effects for child and word, 

indicated a predicted probability of a correct response of .13 for the average child on the average 

word. The model that included item-specific posttest word reading resulted in an improved 

model fit (Δ𝜒1
2= 49.71, p < .0001). The final model for this research question included only a 

random effect for child and word and fixed effects for item-specific pretest performance, 

condition, PA, RAN, vocabulary, grade, and three planned comparisons for words with low 

imageability irregular words as the referent group. This main effect model fit the data 

significantly better than the model with only random effects for child and word and an item-

specific predictor for posttest word reading (Δ𝜒8
2= 62.78, p < .0001). Significant child-level 

predictors included: posttest items, condition, PA, RAN, and vocabulary. Whereas students who 

read low imageability irregular words incorrectly at posttest had a probability of .03 of reading 

the transfer nonword correctly, students who read the words correctly at posttest had a 

probability of .12 of reading the transfer nonword correctly. Furthermore, students in the PA 

feedback condition who were average on all other measures and read the target word correctly at 

posttest had a probability of .20 of reading transfer nonwords correctly, which represents a .08 

higher probability than students in the WW condition. Students who scored one standard 

deviation above the mean on PA increased their probability of reading the nonwords to .18 while 

students who scored one standard deviation below the mean had a probability of .08 of reading 

the transfer nonwords correctly. Likewise, students who scored one standard deviation above the 

mean on RAN, who read the target word correctly at posttest, and were at the mean on all other 

measures, had a probability of .38 of a correct response. Students who scored one standard 
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deviation below the mean had a probability of .03 of a correct response. Students who scored one 

standard deviation above the mean on picture vocabulary had a probability of .15 of a correct 

response and students who scored one standard deviation below the mean had a probability of 

.10 of a correct response. There was a regularity effect for the nonwords. Nonwords with target 

words that were regular were associated with a higher probability of a correct response. High 

imageability regular target words were associated with a probability of .26 of a correct response 

while low imageability regular words were associated with a probability of .42 of a correct 

response when performance on all other measures was at the mean and target words were read 

correctly at posttest.  

 The next model of interest was a posttest spelling model that examined the transfer of 

reading target words correctly to spelling. The unconditional model for this question indicated a 

predicted probability of .06 for the average word for the average child. The model that included 

item-specific posttest word reading resulted in an improved model fit (Δ𝜒1
2= 23.71, p < .0001). 

The final model from the model building process included a random effect for child and word, a 

random effect for the item level posttest predictor across words and children, and fixed effects 

for child-level and word-level predictors (see Model 3, Table 4). This model fit the data 

significantly better than the model with only random effects for child and word and an item-

specific predictor for posttest word reading (Δ𝜒8
2= 28.40 , p < .0001). These models indicated a 

predicted probability of a correct spelling response of .03 for low imageability irregular words if 

students read the target word correctly at posttest. Furthermore, these models indicate that the 

only child level predictors associated with response were PA and RAN. Students who scored one 

standard deviation above the mean (and at the mean on all other measures) on PA had a 

probability of .07 of a correct response, while students who scored one standard deviation below 
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the mean had a probability of just .01 of a correct response. Students who scored one standard 

deviation above the mean on RAN had a probability of .13 of a correct spelling response while 

students who scored one standard deviation below the mean had a probability of just .007.  

 The next models of interest were used to answer the research question regarding 

maintenance of word learning (see Models 4 & 5, Table 4). Two models were developed to 

answer this question, one controlling for item specific pretest performance and the other 

controlling for item specific posttest performance. The overall base model, which includes a 

random effect for child and word, indicates that the probability of reading a word correctly at 

maintenance testing for the average child and word is .75. The probability of a student reading a 

low imageability irregular word correct at maintenance if the student read it correctly at posttest 

was .45. The final model included a random effect for child and word, a random effect for the 

item level posttest predictor across words and children, and fixed effects for child-level and 

word-level predictors (see Model 4, Table 5). The model that included item-specific posttest 

word reading resulted in an improved model fit (Δ𝜒1
2= 236.59, p < .0001). This model fit the data 

significantly better than the model with only random effects for child and word and item-specific 

posttest word reading (Δ𝜒8
2= 28.23, p < .0001).  For students who scored one standard deviation 

above the mean on PA, the probability rose to .57, while for students who scored one standard 

deviation below the mean on PA had a probability of .33 of reading it correctly at maintenance. 

Likewise, when controlling for pretest, the probability of a first grade student reading a low 

imageability irregular word correctly at maintenance if they did not read the word correctly at 

pretest was .09. The model that included item-specific pretest word reading resulted in an 

improved model fit (Δ𝜒1
2= 53.27, p < .0001). The final model from the model building process 

included a random effect for child and word and fixed effects for child-level and word-level 
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predictors (see Model 5, Table 4). This model fit the data significantly better than the model with 

only random effects for child and word (Δ𝜒8
2= 35.99, p < .0001). If a student scored one standard 

deviation above the mean on PA and average on all other measures, the probability of a correct 

response increased to .17 while the probability decreased to .05 if a student was one standard 

deviation below the mean. For students in second grade, the probability of a correct response was 

.32 if they did not read the word correctly at pretest. Finally, if the word was high imageability 

and irregular, the probability of a correct response increased to .27 if a student did not read the 

word correctly at pretest, the student was in first grade, and was at the mean for all child-level 

measures.  

  



 

 28 

 Table 5 

Experiment 1: Fixed Effects and Variance Estimates for Number of 

Exposures Required for Mastery  

 

 Mastery Model 

(Model 6) 

 

Fixed Effects Parameter   Est. (SE) t  

Intercept (γ000) 

 

10.56 .47 22.59  

Item covariate      

         λ1  posttest  -2.13 .15 -14.08  

Child covariates 

 

    

γ002 Condition  -.52 .40 -1.30  

γ003 PA 

 

-.21 .06 -3.84  

γ004 RAN 

 

.03 .01 3.07  

γ005 Vocabulary 

 

-.11 .06 -1.76  

Word covariate 

 

    

γ006  High Imag./Irregular  -.99 .54 -1.85  

γ007  High Imag./Regular  -.80 .54 -1.49  

γ008  Low Imag./Regular 

 

-1.64 .54 -3.06  

 

  % var explained  

Intercepts 

 

  

Person 

 

44.70  

Word  29.82  

Note: PA = Phonological awareness (elision); RAN = Rapid automatic 

naming; Imag. = Imageability 

 p < .05 for variables in bold 

 The final research question in this experiment concerned the number of exposures 

necessary for mastery of each item. All students had 12 exposures to the words across three days. 

The mastery model predicted a continuous outcome, number of exposures required for mastery, 

with mastery defined as four out of five exposures correct. In the mastery model, item-level 

posttest performance was controlled for because not all children achieved mastery on all items in 

12 exposures. The unconditional model, which included only a random effect for word and child, 

indicated that an average of 8.28 exposures were required for mastery across items and children. 

In the model that controlled for posttest performance only, the number of exposures necessary 

for mastery was reduced to 7.31 if the word was read correctly at posttest. The model that 

included item-specific posttest word reading resulted in an improved model fit (Δ𝜒1
2= 226.51, p < 

.0001). The fixed effects model (see Model 6, Table 5) fit the data significantly better than a 
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model with just a random effect for words and children and an item-specific predictor of posttest 

word reading (Δ𝜒7
2= 44.43, p < .0001). The referent group was again irregular low imageability 

words. This model indicated a mean number of exposures to mastery of 8.43 for first grade 

students on low imageability irregular words. Students who scored one standard deviation above 

the mean on PA required 7.63 exposures, while students who scored one standard deviation 

below the mean on PA required 9.23 exposures. Students who scored one standard deviation 

above the mean on RAN required 9.07 exposures while students who scored one standard 

deviation below the mean required 7.79 exposures. There was a clear regularity effect for low 

imageability words. The number of exposures required to master low imageability regular words 

was 6.79, nearly two exposures less than low imageability irregular words.  

Discussion: Experiment 1 

 The results for the first study indicate that student word learning differed depending on 

child-level and word-level characteristics. These relationships were observed for both overall 

learning and rate of mastery and are consistent with other findings that both imageability and 

regularity impact word recognition mastery and efficiency (Duff & Hulme, 2012; Laing & 

Hulme, 1999). 

 We found a clear effect for word imageability for posttest word reading favoring high 

imageability words in addition to the child-level predictors that were expected. This is an 

interesting finding because there was no effect of general vocabulary skill but there was an item-

specific influence of imageability. This imageability effect was observed by comparing the 

words in the high imageability irregular word cell to the words in the low imageability irregular 

word cell. These results indicate that a word such as laugh had a higher probability of being read 

correctly at posttest than a word such as false. Consistent with this finding, we found a regularity 
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effect for mastery of low imageability words. When low imageability regular words are 

compared to low imageability irregular words, regular words required fewer exposures to 

mastery than irregular words. It was evident that there was still considerable variance left to 

explain at the word level across models. There may be other important word features missing 

from the model that we were not able to include due to small sample size. Although we could not 

include these in the models, we attempted to restrict the range of other important word 

characteristics (e.g. frequency) in the selection of the words.  

 We were interested in how the word learning in this study transferred to orthographically 

similar nonwords. The results from these models indicated that there were main effects for both 

child- and word-level characteristics. There was a significant effect for condition, with children 

in the phonological analysis feedback condition having a higher probability of reading nonwords 

correctly at posttest than students in the whole word feedback condition. There were also the 

expected main effects for PA and RAN. Additionally, there was a significant main effect for 

vocabulary on only the nonword transfer task. We speculate that vocabulary may be serving as a 

proxy for general intelligence because of the complexity of the orthographic task, with students 

required to apply their knowledge of previously learned words to novel nonwords, a task that 

proved very difficult for most children. The list of nonwords was orthographically complex, 

including both regular and irregular words.  

 The spelling models indicated that there was a significant main effect of PA and RAN on 

posttest spelling. There was no main effect for word-level characteristics. However, these models 

were likely underpowered and require further exploration. We performed two different analyses 

for maintenance of learning after one week. The first model controlled for posttest word 

knowledge while the second model controlled for pretest word knowledge. The first model 
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indicated that for words that were correctly identified at posttest, there was only a significant 

main effect for PA and grade, with students in second grade more likely to maintain the words. 

When we controlled for pretest, however, there was also a significant imageability effect. Results 

across the two models indicate that irregular words that were highly imageable were more likely 

to be learned and maintained than irregular words that were low on the imageability scale.  

 The final models for the first study examined the number of exposures that were 

necessary for mastery (defined as four out of five attempts correct) across word groups. These 

models controlled for posttest word reading, which means that the results are conditioned on 

posttest performance. This was done because not all students mastered all items but we wanted to 

include all students in the analyses. For the mastery model, there was a significant main effect 

for PA and RAN and a regularity effect. The regularity effect indicated that it took fewer 

exposures for students to master low imageability regular words than it did for them to master 

low imageability irregular words. These results were expected given that students could apply 

decoding rules to the regular words but not the irregular words. 

 In Experiment 2, we were interested in examining the potential for manipulating 

imageability to impact efficiency of word learning in an unselected sample of first grade 

students. We believe the unselected sample is representative of the typical distribution of first 

graders in the district. We took only the low imageability words (N=16) from Experiment 1 and 

assigned students to one of three instructional conditions: (1) word only (WO), (2) vocabulary 

(VOC), or (3) imageability (IMAG). 
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CHAPTER III 

EXPERIMENT 2 

Method 

Participants. For Experiment 2 seventy-eight first grade children were drawn from one 

urban school district in the Southeastern region of the United States. Six first grade teachers were 

asked to send consent forms home with all students. We pretested all students using measures of 

word reading, pseudoword reading, phonemic awareness, rapid automatized naming, rapid letter 

naming, rapid sound naming, and vocabulary. Students of all ability levels were included in the 

study. 

 Measures. 

 Word reading. The word reading task in this study was the Sight Word Efficiency task 

from the Test of Word Reading Efficiency (TOWRE; Torgesen, Wagner, & Rashotte, 2012). For 

this task, students were asked to read a series of words in order of increasing difficulty for 45 

seconds. The maximum score is 108 and the authors report an alternate forms reliability of .91.  

 Pseudoword decoding. To test pseudoword decoding skill, we used the Pseudoword 

Decoding Efficiency task from the TOWRE (Torgesen, Wagner, & Rashotte, 2012). For this 

task, students are asked to reading a list of pseudowords in order of increasing difficulty for 45 

seconds. The maximum possible score is 66 and the authors report an alternate forms reliability 

of .92. 

 Picture vocabulary. The picture vocabulary test of the Woodcock Johnson-III  

(Woodcock, McGrew, & Mater, 2001) is a measure of oral language development and 

vocabulary knowledge. This is primarily an expressive language task in which students were 

asked to identify pictured objects. The items become increasingly difficult as the test goes on. 
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The ceiling rule for this test is the six highest-numbered items on a page incorrect. The manual 

reports a split-half reliability of .70 for six year olds and .71 for seven year olds.  

Phonemic awareness (PA). The phonemic awareness task used in this study was the 

Elision task from the Comprehensive Test of Phonological Processing (CTOPP; Wagner, 

Torgesen, 2013). This task requires students to delete phonological units from words, starting 

with syllables, and increasing in difficulty to deleting initial, final, and medial phonemes. The 

authors report test-retest reliability of .93. 

Rapid letter naming. For the rapid letter naming task (Fuchs et al., 2001), we asked 

students to name an array of 52 letters (all 26 letters upper and lower case) in random order in 

one minute. The score for this task was the number of letters correctly identified in one minute.  

Rapid sound naming. The rapid letter sound naming task (Fuchs et al., 2001), requires 

students to rapidly name letter sounds. After four practice items in which the tester modelled 

how to name the sounds of the letters, students were given one minute to name an array of 26 

letter sounds in random order. The score for this task was the number of sounds correctly 

identified in one minute.  

Rapid automatized naming (RAN). To test for rapid automatized naming, we used the 

letter naming task from the CTOPP (Wagner, Torgesen, and Rashotte, 2013). For this task, 

students were asked to name a series of letters as fast as they could without making mistakes.  

The total score was the number of seconds students took to name all of the letters. The authors 

report a test-retest reliability of .85. 

Target word reading. The target word reading task was a researcher developed task that 

required students to read a list of 32 words, which was the same list administered in Experiment 
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1. This list was scored in two steps, first for all 32 words, and then for only the 16 words targeted 

in the intervention (low imageability; see Figure 5).  

 

  Regular Irregular 

Low Imageability  choice 

cost 

lie 

plus 

real 

stuff 

trust 

went 

broad 

build 

false 

learn 

lose 

none 

once 

worse  

 

Figure 5. Word lists for Experiment 2. 

Spelling. The spelling task required students to spell only the target words that were 

taught during the intervention. This task was administered at posttest only.  

Regularity. Words were considered irregular if they were not consistent with typical 

letter sound correspondences. Regularity was determined based on the criteria outlined by Rastle 

and Coltheart (1999).  

Experimental Design. The design of this experiment was similar to the design used in 

Experiment 1. Each student participated in the experiment for six consecutive days whenever 

possible, with everyone completing the experiment within 10 days and modifications being made 

to the experimental design when circumstances (i.e., attendance and school holidays) demanded 

it. Each group of students started the study on Friday and participated in a pretest battery of 

cognitive and reading related tests for approximately 30 minutes. Next, based on their pretest 

scores on the pretest target word reading test, they were randomly assigned to one of three 

conditions: (1) imageability (IMAG), (2) vocabulary (VOC), and (3) word-only (WO). Then, 
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they participated in four days of training from Monday to Thursday for approximately 15-20 

minutes per day. Students then completed a short posttest battery on Friday for approximately 

10-15 minutes. We only administered the target word reading task and the spelling task at post-

test. This was a within subject design, where students act as their own control group (see Kirk, 

1982). This design is illustrated in Figure 6.  

 

Figure 6. Experimental design for Experiment 2. 

Conditions. On the first day of training (Monday), students in the imageability and the 

vocabulary conditions were exposed to either pictures (imageability) or verbal definitions for the 

words (vocabulary). Students in the word only condition read storybooks with their tutors during 

that time. On the three remaining training days (Tuesday – Thursday), based on condition 

students spent 5 minutes reviewing pictures, reviewing definitions, or reading storybooks before 

being exposed to each target word 4 times each day. To prevent order effects words were 

randomized across student and session. The number of times the students heard the words was 

held constant across the imageability and vocabulary conditions. Corrective feedback was given 

at the whole word level across conditions.  

Imageability (IMAG). Materials for the imageability condition were created with a 

children’s illustrator. The illustrator helped us to make the low imageability words imageable 

 

First Grade 

Students 

Consented and 

Assented 

 

Pre Testing 

Session 

Students 

Randomly 

Assigned to 

Condition  

Word Meaning 

Training  

Imageability Pre-

Training  

Vocabulary Pre-

Training 

 

Post Testing  

Session 
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and she created the pictures for the training materials. On the first day of training, students in the 

imageability condition were exposed to each picture twice and were encouraged to think of the 

picture when they heard that word. They were then asked to identify each picture when provided 

the word and asked to produce the word when presented with a picture. These activities were 

done using an imageability flipbook and the game board provided in Appendix C. The game 

board receptive and expressive activities were done at the beginning of the word learning 

sessions on days 2-4 of training. During word learning, students were encouraged to think of the 

picture for each word.  

Vocabulary (VOC). On the first day of training, students in the vocabulary condition 

were exposed to each definition twice and were encouraged to think of the meaning when they 

heard that word. These definitions are provided in Appendix D. Students were then asked to do 

an oral multiple choice task in which they were asked to identify each meaning when presented 

with the word and asked to produce the word when presented with the meaning. The multiple 

choice receptive and expressive activities were done at the beginning of the word learning 

sessions on days 2-4 of training. During word learning, students were encouraged to think of the 

meaning for each word.  

Word only (WO). In the word only condition, students read story books for 15 minutes on 

the first day and then for 5 minutes at the beginning of each word learning session to equalize 

instructional time. During word learning, students were only given corrective feedback at the 

whole word level, with no encouragement to think of the meaning or a picture for the words.  

Procedure. Test examiners were graduate research assistants who had been trained on 

tests until procedures were implemented with 90% fidelity. All tests were double-scored and 

double-entered; discrepancies were resolved by a third examiner. 20% of exposure data was 
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double entered. The average kappa across exposures was approaching 1.0 and agreement 

exceeded 99%. Average fidelity of test administration procedures (based on a random selection 

of 20% of the taped assessment sessions) exceeded 94% for all tests and training sessions. Study 

data were entered and managed using REDCap electronic data capture tools hosted at Vanderbilt 

University (Harris et al., 2009).  

Data Analysis. The analytic technique used in Experiment 2 was similar to the technique 

used in Experiment 1 (see above). The same model building process was used and the structure 

of the models was the same as the model illustrated in Figure 4. The models, corresponding 

random effects structure, and corresponding research questions for each model are presented in 

Appendix B. The referent for these models was the imageability group. 

Results 

Demographic data for the participants in this study (N=78) are provided in Table 6. Table 

7 provides child-level performance across measures disaggregated by condition with associated 

mean comparisons. As noted in the table, there were no significant differences across groups on 

any of the pretest measures.  Table 8 provides the zero order correlations amongst the child level 

predictors of posttest word recognition. There were significant correlations between child level 

predictors of word reading. The child level predictors were correlated with posttest reading 

performance with correlations ranging from .11 to .69.  
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Table 6 

    Demographic Statistics for Experiment 2     

Variable 

N = 78 

n % Mean (SD) 

      Age (years) 

  

7.08 (.60) 

Gender 

    

 

Male 42 47.73 

  

 

Female 33 42.31 

   Unreported 3 3.85   

      

Group    

  

 

Word Only 26 33.33 

  

 

Vocabulary 26 33.33 

  

 

Imageability 26 33.33 

        

Race 

 

  

  

 

African American 14 17.95 

  

 

Hispanic 8 10.26 

  

 

Caucasian 51 65.38 

   Unreported  8 10.26   

            

      
Note: Age was calculated based on age at the outset of the study. 

 

  



 

 39 

Table 7 

Child Level Descriptive Statistics for Experiment 2 

 

Word Only 

 

Vocabulary  Imageability 

 

All children 

 
Pairwise 

comparisons
a
  Variable M (SD)   M (SD)  M (SD)   M (SD)   

      

   

    

  

 

n = 25 

 

n = 22  n = 22 

 

n = 47 

 

 

 SWE 10.92 (6.09)  10.95 (6.07)  34.12 (16.44)  10.94 (6.01)  WO=VOC=IMAG  

PDE 3.76 (3.47)  4.59 (3.58)  12.08 (8.48)  4.15 (3.51)  WO=VOC=IMAG  

RLN 56.44 (17.86)  52.50 (16.77)  58.96 (18.21)  54.60 (17.28)  WO=VOC=IMAG  

RSN 38.24 (11.86)  37.77 (15.20)  34.62 (9.29)  38.02 (13.38)  WO=VOC=IMAG  

PA  9.00 (3.74)  7.77 (3.96)  17.42 (7.63)  8.43 (3.85) 

 

WO=VOC=IMAG 

 RAN 42.00 (9.56)  51.09 (29.33)  33 (12.31)  46.26 (21.48) 

 

WO=VOC=IMAG 

 VOC  17.56 (2.86)  18.05 (3.50)  18.31 (3.06)  17.79 (3.15) 

 

WO=VOC=IMAG 

 
 

           
 

   
Note: SWE=TOWRE Sight Word Efficiency; PDE=TOWRE Pseudoword Decoding; RLN=Rapid Letter Naming; RSN=Rapid Sound 

Naming;  PA = Phonological Awareness; RAN=Rapid Automatized Naming; VOC= Vocabulary 
a 
Mean comparisons were conducted using ANOVA with Bonferonni post-hoc pairwise comparisons. 

 

Table 8 

    Zero Order Correlations between child variables: Experiment 2 

  1 2 3 4 

     1 Pretest Word Reading  –    

2 PA .69 –   

3 RAN -.43 -.35 –  

4 VOC .37 .41 -.11 – 

          
Note: p < .001 for all variables in bold. PA = Phonological Awareness; 

RAN=Rapid Automatized Naming; VOC= Vocabulary 

 

 Crossed-random effects models. Similar to the first study, there were two sets of 

research questions of interest in this study. The first related to predicting the probability of a 

correct response on posttest target word reading and spelling.  The other research questions were 

related to the number of exposures required for mastery. Two models were constructed to answer 

the first set of questions. These models are presented in Table 9. As noted in the table, the first 

model was used to predict posttest recognition of the target words, controlling for item-specific 

pretest word reading accuracy. Child-level variables related to posttest performance were: item-
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specific pretest target word reading, condition, PA, vocabulary, and RAN. The only word-level 

predictor was regularity. The unconditional model for posttest performance included only a 

random effect for child and word and had a mean intercept of γ000 = 3.43, corresponding to a 

predicted probability of a correct response of .97 for the average child on the average word. 

Variability around that estimate was evident for both the child (𝜎2𝑟010𝑗 = 10.38) and items 

(𝜎2𝑟020𝑖 = 1.71).  The next model in the model building process, which included an item-specific 

predictor for pretest word recognition, significantly improved model fit over the base model 

(Δ𝜒1
2= 5.13, p =.02). Further execution of the model building process outlined in Experiment 1 

resulted in a model that included a random effect for word and child, and fixed effects for all 

child level and word level predictors. This model fit the data significantly better than the model 

with only random effects for child and word and an item-specific predictors for posttest word 

reading (Δ𝜒6
2=46.40 , p < .0001). The fixed effects for this model indicate that significant 

predictors of item level posttest performance were PA, RAN, and word regularity. These effects 

correspond to a probability of .93 for an average child reading a low imageability word correctly 

at posttest if she did not read it correctly at pretest. A student who did not read the word correctly 

at pretest but performed one standard deviation above the mean on PA who was average on all 

other measures had a probability of .98 of reading a low imageability irregular word correctly at 

posttest. Conversely, a student who performed one standard deviation below the mean had only a 

probability of .73 of reading the word correctly. Likewise, a student who performed one standard 

deviation above the mean on RAN had a probability of .97 while a student who performed one 

standard deviation below the mean on RAN had a probability of .83 of reading a low 

imageability irregular word correctly. Furthermore, there was a significant main effect for 

regularity. This indicates that a student with average scores on all child-level predictors who did 
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not read the word correctly at pretest had an increased probability of .99 of reading a regular low 

imageability word at posttest, compared to a predicted probability of .93 for low imageability 

irregular words.  

Table 9 

Fixed Effects and Variance Estimates for Target Word Recognition for Experiment 2 

 

 

 Model 7 

Posttest Model 

 Model 8 

Spelling Model 

 

Fixed Effects Parameter   Est. (SE) z 

 

Est. (SE) z 

 Intercept (γ000) 

 
2.56 (.67) 3.83  -2.80 (.70) -3.98  

Item covariates          

         λ1  pretest  .58 (.34) 1.69  — — —  

         λ2  posttest  — — —  1.03 (.37) 2.77  

Child covariates 

 

        

γ003 WO vs. IMAG Cond. 

 

.17 (.78) .21  -.32 (.45) -.72  

γ004 VOC vs. IMAG Cond. 

 

-.89 (.78) -1.14  -.19 (.45) -.42  

γ005 PA 

 
.22 (.06) 3.48  .16 (.03) 5.12  

γ006 RAN 

 
-.08 (.03) -3.08  -.03 (.02) -1.59  

γ007 Vocabulary 

 

.06 (.12) .47  .05 (.07) .75  

Word covariate 

 

        

γ008 Regularity 

 
1.66 (.53) 3.15  2.20 (.77) 2.84  

 

  % var explained   %  var explained  

Intercepts 

 

 

 

  

Person 

 

50.84  55.70  

Word 

 

48.28  38.46  

Note: PA = Phonological awareness (elision); RAN = Rapid automatic naming; IMAG. =  Imageability; VOC = 

Vocabulary; WO = Word Only; Cond.=Condition 

p < .05 for variables in bold 

 

 The same model building process was used for the spelling model. The model that 

included item-specific posttest word reading resulted in an improved model fit (Δ𝜒1
2= 11.05, p < 

.0001) when compared to the base model with only a random effect for word and child. The final 

spelling model included both child-level and word-level predictors, controlling for posttest item-

specific target word reading. The model building process resulted in a main effect model that 

included only a random effect for child and word. This model fit the data significantly better than 

the model with only random effects for child and word (Δ𝜒6
2= 47.90, p < .0001). The results of 

this model indicated a significant main effect for item-specific posttest target word reading, PA, 
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and word regularity. The unconditional model indicated that the overall predicted probability of a 

correct response on the spelling task was .27. When controlling for posttest item-specific word 

reading, that probability increased to .31. For irregular low imageability words, students who 

read the word correctly at posttest and who were average on all other child level measures had a 

predicted probability of .15 of spelling the word correctly. Students who scored one standard 

deviation above the mean on the PA task had a probability of .34 of spelling low imageability 

irregular words while students one standard deviation below the mean had a probability of .05 of 

spelling it correctly. The regularity effect indicated that students average on all other measures 

who read target words correctly at posttest had a predicted probability of .61 of spelling low 

imageability regular words correctly.  

 Similar to Experiment 1, the second set of research questions in this experiment 

concerned the number of exposures required for mastery. These models are presented in Table 

10. The unconditional model to address this question contained only a random effects for child 

and word. The mean intercept for this model was γ000 = 5.95, representing the average number of 

exposures required for mastery for the average child on the average word. Variability around that 

estimate was evident for both the child (𝜎2𝑟010𝑗 = 2.15) and items (𝜎2𝑟020𝑖 = 0.72).  The next 

model in the model building process, which included an item specific predictor for posttest word 

recognition, significantly improved model fit over the base model (Δ𝜒1
2= 227.17, p <.001). The 

model building process resulted in a final model that included a random effect for word and 

child, a random slope for PA across words, and a random slope for TOWRE across words. This 

model fit the data significantly better than the model with only random effects for child and word 

(Δ𝜒13
2 = 153.94 , p < .0001). Significant main effects include posttest target word reading, 

TOWRE Sight Word Efficiency, and the WO vs. imageability condition comparison. The 
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average number of exposures necessary for mastering low imageability irregular words for 

students in the imageability condition was 5.36 for students who read the word correctly at 

posttest. For students who scored one standard deviation above the mean on TOWRE, the 

average number of exposures for irregular words was 4.28 while the average number of 

exposures for students who scored one standard deviation below the mean was 6.44. Students 

who were in the word only condition who were average on all other measures required, on 

average, 6.08 exposures to low imageability irregular words. The interaction model indicated 

that there was a significant interaction between condition and initial word reading skill on the 

TOWRE task. Students who started the intervention with low word reading skills benefited more 

from the imageability training than the word only training. This interaction is illustrated in 

Figure 7. 
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Figure 7. Interaction between initial word reading (TOWRE Sight Word Efficiency) and 

condition in Experiment 2. 
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Table 10 

Experiment 2: Fixed Effects and Variance Estimates for Number of Exposures Required for Mastery  

 

 Model 9 

Mastery Model 

 Model 10 

Interaction Model 

 

Fixed Effects Parameter   Est. (SE) t  Est. (SE) t 

 Intercept (γ000) 

 
7.51 (.29) 25.85  7.49 (.29) 26.02  

Item covariate          

         λ1  posttest  -2.15 (.18) -11.87  -2.16 (.18) -11.98  

Child covariates 

 

        

γ002 TOWRE  -.07 (.01) -4.98  -.05 (.02) -3.22  

γ003 WO vs. IMAG Condition 

 
.72 (.29) 2.50  .69 (.28) 2.44  

γ004 VOC vs. IMAG Condition 

 

.14 (.29) .49  .16 (.28) .58  

γ005 PA 

 

-.04 (.02) -1.79  -.04 (.02) -1.86  

γ006 RAN 

 

.01 (.01) .98  .01 (.01) .98  

γ007 Vocabulary 

 

.00 (.04) .00  .01 (.04) .33  

Word covariate 

 

        

γ008 Regularity 

 

-.22 (.15) -1.51  -.22 (.15) -1.51  

Interactions          

γ009 TOWRE*WO vs. IMAG  — — —  -.04 (.02) -2.24  

γ010 TOWRE*VO vs. IMAG  — — —  -.01 (.02) -.76  

 

  % var explained  % var explained   

Intercepts 

 

   

 Person 

 

59.66  61.00  

Item 

 

27.81  27.86  

Note: PA = Phonemic awareness (elision); RAN = Rapid automatized naming; IMAG. =  Imageability; VOC = 

Vocabulary; WO = Word Only. 

p < .05 for variables in bold. 

 

Discussion: Experiment 2 

 The results of Experiment 2 were consistent with the findings from Experiment 1 and 

other studies that have explored the role of imageability in word learning. The first set of models, 

which were used to predict the probability of reading and spelling words correctly at posttest, 

indicated that there were several child- and word-level measures associated with performance. 

The first model, which predicted posttest reading of the target words, indicated that PA and RAN 

were significant predictors of item-specific posttest performance. Furthermore, there was the 

expected regularity effect that was also found in Experiment 1. Students were more likely to read 

words at posttest if words contained regular spelling patterns. We observed similar effects for 
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spelling, with a main effect for posttest item specific word recognition, PA, and regularity. 

Again, these results indicate that students had a higher probability of spelling regular low 

imageability words correctly at posttest than they did for spelling low imageability irregular 

words. We did not observe a main effect for condition on posttest reading or spelling 

performance. That is, the probability of a student reading or spelling the words correctly at 

posttest was not dependent on which of the three instructional groups they were in. 

 The same regularity effect was not observed for rate of mastery. We found that there was 

a main effect for pretest general word reading (TOWRE) and a main effect for condition (WO 

vs. IMAG), with students in the imageability group outperforming students in the word only 

condition. There was also a significant interaction effect for initial general word reading and 

condition meaning that students who started with low performance on general word reading 

benefited more from the imageability condition than they did from the word only condition. For 

the interaction between initial general word reading and the IMAG vs. VOC comparison, the 

same pattern was not observed. 
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CHAPTER IV 

GENERAL DISCUSSION 

 The results from these experiments both confirm and extend previous findings from the 

literature on the role of imageability in word reading. We found that imageability was an 

important factor for both establishing a precise final lexical representation and for promoting 

efficient word learning. These findings are consistent with others who have found that 

imageability ratings impact word learning differently across time (Duff & Hulme, 2012; Laing & 

Hulme, 1999). Furthermore, the results from Experiment 2 offer some preliminary findings that 

suggest that imageability instruction may allow for adding an additional word feature to a word’s 

lexical representation.  

The role of Imageability in the Development of the Orthographic Lexicon  

The first important finding from these experiments is that imageability seems to play a 

role in the development of word specific representations. Results from both studies suggest that 

imageability impacts the strength of a word representation across exposures. The findings for the 

posttest measure of word reading in the first experiment indicated that imageability was 

particularly important for irregular words. These results are similar to those of Duff and Hulme 

(2012), who found that imageability did not matter for earlier trials but did matter for later trials, 

with low imageability irregular words being the hardest of all words to learn and the low 

imageability regular words being harder to learn than high imageability regular words. Our 

finding is also in line with the work of Strain, Patterson, and Seidenberg (1995) who found that 

imageability facilitates recognition of low-frequency irregular words and the findings of Strain 

and Herdman (1999), who found that reaction time for reading low imageability irregular words 

was much greater than reaction time for reading high imageability irregular words in adults.  
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According to Perfetti, “the major essential development in learning to read is the 

acquisition of individual word representations” (pp.154) and “a word, once acquired, may be 

represented strictly as a specific unit” (pp. 155). The impact of imageability over the two studies 

could be interpreted as supporting children (particularly those with poor word reading skills) in 

creating these specific word representations. The results for the posttest word reading measure 

for the second study also fit with this interpretation. Although we did not find a main effect for 

the imageability training for posttest word reading, we did find a main effect for the imageability 

training in predicting the number of word exposures required for mastery. Perhaps the visual and 

auditory supports in the imageability training serve as an added support in the word learning 

process, allowing students to establish stronger representations for words with fewer exposures 

than students in the word only condition. According to Perfetti’s theory, we would expect that 

after several exposures, students would no longer require such supports once they created a word 

specific representation. It is possible that 12 exposures were adequate for students to create a 

word specific representation even in the word only condition, thereby resulting in no difference 

between the groups at posttest.   

The Role of Imageability in Transfer of Learning  

We also addressed the development of the orthographic lexicon and the strength of these 

lexical representations through several transfer and maintenance tasks across Experiments 1 and 

2. The nonwords we included in the first experiment were words that shared a rime unit with the 

target words but differed in onset. This task allowed us to test the students’ ability to apply their 

orthographic learning of the target words to these novel nonwords that shared orthographic units 

(i.e., rime units). Our findings from the first experiment suggested that while there was no 

imageability effect for transfer, there was an effect for condition, with students in the 
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phonological analysis condition more likely to read the nonwords correctly. It was expected that 

students who received blending feedback would be more likely to decode these words. As 

discussed earlier, we speculate that vocabulary may be serving as a proxy for general intelligence 

in this case. A second transfer task in the both experiments was the spelling task. Perfetti (1992) 

also noted that as lexical knowledge increases there is increasing convergence of reading and 

spelling. Thus, as the quality of a lexical entry increases a single representation serves both 

reading and spelling. The spelling task, though underpowered, did not indicate an advantage for 

highly imageable words. These transfer measures are a unique contribution to the literature and 

offer some insight into the strength of the lexical representations after 12 exposures. It is possible 

that we did not find an effect of imageability on transfer to nonwords because imageability may 

be specific to the item. While imageability may help to strengthen the representation for a 

specific word, this knowledge likely does not transfer to other orthographically similar words. 

Despite the speculated effect that imageability has on the strength of the representation, it is still 

likely that the representation is not strong enough to see this kind of transfer.  

The Role of Imageability in Learning Efficiency  

A focus for both experiments was the efficiency of word learning and the role of child and 

word characteristics in the number of exposures children require for mastery. Using a criterion of 

four out of five exposures correct, we measured the number of exposures children required to 

master words. As we noted earlier, Ehri (1995) has demonstrated in the past that students at-risk 

for reading disabilities require more exposures to master words. Though our criterion for mastery 

was different than that for experiments done by Reitsma (1983) and Ehri (1995), our findings are 

in line with their general findings. Our studies extend previous work by exploring both child and 

word characteristics related to this continuous outcome. We found several factors that contribute 
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to mastery at both the child- and word-levels. Interestingly, we found in the first experiment that 

when we controlled for pretest performance, low imageability regular words were easier to 

master than low imageability irregular words. In our second study when we intervened for 

imageability, we found an effect of condition, with students receiving imageability training 

requiring fewer exposures for mastery than students who were in the word only condition. In the 

second experiment, we did not find an effect for regularity on mastery, although results were 

approaching significance.  

Lexical Involvement in Word Learning  

The results of our study and others suggest that imageability is particularly important for 

irregular words. Irregular words present unique challenges to students because they cannot rely 

exclusively on their knowledge of decoding rules to access irregular words. The results of our 

study seem to support others that associate lexical knowledge (e.g. semantic or lexical 

phonology) with learning to read irregular words. The importance of lexical knowledge has been 

demonstrated from several areas of the literature. The significant role of imageability in these 

two studies is consistent with the findings from studies on connectionist models of word 

recognition (e.g. Harm & Seidenberg, 2004; Plaut et al., 1996), which have been more successful 

at reading irregular words when a semantic processor is included in the model in addition to the 

orthographic and phonological processors.  These findings are also consistent with studies that 

have found that either item-specific vocabulary knowledge (Ricketts, Nation, & Bishop, 2007) or 

familiarity with lexical phonology (McKague, Pratt, & Johnston, 2001; Nation & Cocksey, 2009; 

Taylor et al., 2011) are good predictors of reading irregular words correctly. These results may 

provide further support for Keenan and Betjemann’s  (2008) speculations that item-specific 

semantic activation may help to “fill voids” in phonological-orthographic processing in 
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individuals with poor mappings, such as children with reading difficulties (p. 193). Our results 

seem to support a developmental word-reading model in which orthographic-to-phonological 

pathways become at least partially dependent on lexical input, with this influence being 

increasingly important for irregular words (Nation & Snowling, 1998; Ricketts et al., 2007; 

Tumner & Chapman, 2012). We speculate that imageability is related to the lexical input in word 

reading, which makes high imageability words easier to read.  

Intervening for Imageability  

Our attempt to increase imageability through imageability training in Experiment 2 is one 

of several attempts to address imageability experimentally. As mentioned above, Duff and 

Hulme (2012) used nonwords to manipulate both phonological and semantic knowledge of their 

target words. They compared two conditions, one with only phonological information for the 

nonwords and one with both phonological and semantic information. They found no added 

benefit for semantic knowledge over and above the benefit of phonological information. 

Similarly, in our second experiment, we did not find a significant difference between the 

vocabulary and imageability groups. As noted earlier, the number of times students heard the 

words was equalized across these two conditions. It is possible that hearing the phonological 

representation was enough to reduce the number of exposures required for mastery. We speculate 

that the overall pool of words students had to choose from was reduced by the pretraining in both 

imageability and vocabulary, thus helping students to identify the words with fewer exposures. 

These findings are consistent with the findings of Wang, Nickels, Nation, and Castles (2013), 

who found that item-specific vocabulary knowledge was a predictor of orthographic learning 

only for irregular words. Although they did not focus only on the imageability, they trained on 

vocabulary using visual supports and thus have the same issue separating the benefits of 
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vocabulary and imageability training as we do. It is clear that there remains a question within the 

literature regarding whether students only require phonological experience with words or 

whether visual supports and/or vocabulary definitions contribute something unique to the word 

learning process. Furthermore, the fact that we found an interaction favoring the imageability 

group for poor readers suggests that imageability supports may be beneficial only for our poorest 

readers. Further exploration of these questions is required.  

Limitations and Future Directions  

The results from this study suggest that lexical input plays a role in overall word learning 

and efficiency of learning. The results also suggest that imageability is a potentially malleable 

word feature for instruction. There were several limitations, however, that should be considered 

when interpreting these results. First, this study focuses on only 32 words sampled from a large 

corpus of regular and irregular words. We are uncertain about how representative these words 

are of the entire corpus and thus we should exercise caution when generalizing these results to 

other words. Likewise, the sampling of children for both the at-risk sample and the representative 

sample was limited to the scope of the study. Both samples were relatively small and the results 

should be interpreted with this in mind. From an instructional perspective, there are several areas 

of interest for future studies. First, future studies could include a condition that pairs pictures 

with words rather than doing imageability training prior to word exposures. The experimental 

design and comparisons in the present study did not allow us to answer this question but it may 

be beneficial for instruction. Next, a study exploring other feedback conditions is warranted. The 

feedback conditions in Experiment 1 may not have been the best forms of feedback and studies 

examining alternative feedback methods may be helpful. Finally, a study that examines irregular 

word reading instruction in more detail is warranted. For example, a study that encourages 
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students to decode irregular words and look more carefully at the words at a subword level could 

be informative for both instruction and theory.       
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APPENDIX A 

Our hypotheses for all research questions are listed below. 

1) What role do regularity and imageability play in initial word learning for at-risk first and 

second graders? 

Based on previous research, we anticipated that imageability would play an important role, 

particularly for irregular words. 

2) What role does imageability and regularity play in the efficiency of word learning 

mastery? 

After controlling for posttest target word performance, we hypothesized that both 

imageability and regularity would play a role in the number of exposures required for 

mastery. We anticipated the regular, highly imageable words would be the easiest to learn 

and low imageability, irregular words would be the hardest to learn. 

3) Does maintenance of word learning differ depending on regularity and imageability? 

To answer this question we controlled for both preteset and posttest word reading. We anticipated 

that highly imageable words would be easier to maintain than low imageability words. 

4) Does transfer to orthographically similar nonwords differ depending on regularity and 

imageability? 

The outcome measure for this model was posttest target nonword reading. We anticipated 

that the highly imageable words would have a stronger lexical representation according to 

Perfetti’s theory and thus students would be more likely to apply their knowledge to 

orthographically similar nonwords.  

5) After word learning, do skills transfer to spelling? Does this relationship differ depending 

on the regularity and/or imageability of the words?  
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We anticipated that regular words would be easier to spell than irregular words and 

highly imageable words would be easier to spell that low imageability words. This 

hypothesis was based on our thinking that students would have a stronger lexical 

representation for high imageability and regular words. 

6) Does imageability training impact posttest performance on low imageability words over 

and above a word only and/or vocabulary training?  

We hypothesized that the visual supports provided in the imageability condition would 

support word learning and would result in higher posttest performance. 

7) Does word regularity impact posttest performance on low imageability words? 

We hypothesized that the probability of reading a low imageability regular word would 

be higher than the probability of reading a low imageability irregular word. 

8) Do children in the imageability condition outperform other groups on posttest spelling of 

the target words?   

We expected that students in the imageability condition would gain stronger lexical word 

representations, which they would be able to apply to spelling the words at posttest. For 

this reason, we expected a significant main effect for group for posttest spelling.  

9) Does imageability training impact the number of exposures necessary for mastery? 

We hypothesized that the imageability training would reduce the number of exposures 

required for mastery. For this reason, we hypothesized that the students in the 

imageability condition would outperform students in the word only condition. The 

comparison between the vocabulary condition and imageability condition was 

exploratory and we did not have a firm hypothesis based on theory or previous research.  
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10) Does imageability training impact the number of exposures necessary for mastery 

differentially for students who start with poor word reading skills? 

We hypothesized that imageability training would be most effective for students who 

started with poor word reading skills. Given that typically developing students are able to 

add lexical representations with more ease, we expected that they would not require the 

additional support of the imageability training.  
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APPENDIX B 

Table 1B 
 

Crossed-Random Effects Models Used in Experiments 1 & 2 

Base Models 

Posttest 

 
Level 1 (Responsesjik): Logit (𝜋𝑗𝑖𝑘) =  𝜆0𝑗𝑘 

Level 2 (Personj & Wordi): 𝜆0𝑗𝑘 =𝛾00 + 𝑟01𝑗 + 𝑟02𝑖, 

   𝑟01𝑗~𝑁(0, 𝜎
2
𝑟01)&𝑟02𝑖~𝑁(0, 𝜎

2
𝑟02) 

Mastery 

 
Level 1 (Responsesji): Yij = 𝜆0𝑗𝑖𝑘 +𝑒𝑖𝑗𝑘 

Level 2 (Personj & Wordi): 𝜆0𝑗𝑘 = 𝛾00 +𝑟01𝑗 + 𝑟02𝑖, 

  𝑟01𝑗~𝑁(0, 𝜎
2
𝑟01)&𝑟02𝑖~𝑁(0, 𝜎

2
𝑟02)&𝑒𝑖𝑗𝑘~𝑁(0, 𝜎

2
𝑒) 

Main Effects Models 

Posttest, 

Spelling, 

Maintenance 

(Models 1-5, 7-

8) 

Level 1 (Responsesji):  

𝐿𝑜𝑔𝑖𝑡(𝜋𝑗𝑖) =  𝜆0𝑗𝑘 +∑𝛾𝑐𝑃𝑐𝑖𝑗

𝐶

𝑐=1

 

Level 2 (Personj & Wordi):  

𝜆0𝑗𝑘 =𝛾00 +∑𝛾𝑎𝑀𝑎𝑖 +∑𝛾𝑏𝑁𝑏𝑗

𝐵

𝑏=1

𝐴

𝑎=1

+ 𝑟01𝑗 + 𝑟02𝑖 , 

   𝑟01𝑗~𝑁(0, 𝜎
2
𝑟01)&𝑟02𝑖~𝑁(0, 𝜎

2
𝑟02) 

Mastery 

(Models 6, 9) 

Level 1 (Responsesji):   

𝑌𝑖𝑗 =  𝜆0𝑗𝑘 +∑𝛾𝑐𝑃𝑐𝑖𝑗

𝐶

𝑐=1

+ 𝑒𝑖𝑗𝑘 

Level 2 (Personj & Wordi):  

𝜆0𝑗𝑘 =𝛾00 +∑𝛾𝑎𝑀𝑎𝑖 +∑𝛾𝑏𝑁𝑏𝑗

𝐵

𝑏=1

𝐴

𝑎=1

+ 𝑟01𝑗 + 𝑟02𝑖, 

 𝑟01𝑗 ~𝑁(0, 𝜎
2
𝑟01)&𝑟02𝑖~𝑁(0, 𝜎

2
𝑟02)&𝑒𝑖𝑗𝑘~𝑁(0, 𝜎

2
𝑒) 

Interaction Models 

Mastery 

(Model 10) 

Level 1 (Responsesji):   

𝑌𝑖𝑗 =  𝜆0𝑗𝑘 +∑𝛾𝑐𝑃𝑐𝑖𝑗

𝐶

𝑐=1

+ 𝑒𝑖𝑗𝑘 

Level 2 (Personj & Wordi):  

𝜆0𝑗𝑘 = 𝛾00 +∑𝛾𝑎𝑀𝑎𝑖 +∑𝛾𝑏𝑁𝑏𝑗

𝐵

𝑏=1

𝐴

𝑎=1

+ 𝑟01𝑗 + 𝑟02𝑖 + 𝛾𝑑𝑀1𝑖𝑀2𝑖 + 𝛾𝑑𝑀1𝑖𝑀3𝑖 , 

 𝑟01𝑗 ~𝑁(0, 𝜎
2
𝑟01)&𝑟02𝑖~𝑁(0, 𝜎

2
𝑟02)&𝑒𝑖𝑗𝑘~𝑁(0, 𝜎

2
𝑒) 

Note. 𝜋𝑗𝑖 = probabilityofacorrectresponsefromperson𝑗onword𝑖, 𝑘 = item, 𝛾00 = intercept,Ma = item 

covariate, Nb = person covariate, Pc = person-by-item covariate. Main effects models are shown with random 

intercepts only for simplicity but random slopes were included in some models, as described in the text. 
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Table 2B 

 

Research Questions and Associated Covariates 

  

 

 

Research Question Model Outcome Covariates 
Experiment 1    

What role do regularity and imageability play in 

initial word learning for at-risk first and second 

graders? 

1 Post Level 1 (person  x word): pretest target words 

Level 2 (person): Con, PA, RAN, VOC, GR 

Level 2 (word): Hi/Irreg, Hi/Reg, Low/Reg 

 

Does transfer to orthographically similar nonwords 

differ depending on regularity and imageability?, 

2 Nonwords Level 1(person  x word):  post target words 

Level 2 (person): Con, PA, RAN, VOC, GR 

Level 2 (word): Hi/Irreg, Hi/Reg, Low/Reg 

 

After word learning, do skills transfer to spelling? 

Does this relationship differ depending on the 

regularity and/or imageability of the words? 

3 Spelling Level 1(person  x word):  post target words 

Level 2 (person): Con, PA, RAN, VOC, GR 

Level 2 (word): Hi/Irreg, Hi/Reg, Low/Reg 

Does maintenance of word learning differ depending 

on regularity and imageability controlling for 

posttest? 

4 Main. Level 1(person  x word):  post target words 

Level 2 (person): Con, PA, RAN, VOC, GR 

Level 2 (word): Hi/Irreg, Hi/Reg, Low/Reg 

 

Does maintenance of word learning differ depending 

on regularity and imageability controlling for 

pretest? 

5 Main. Level 1 (person  x word): pretest target words  

Level 2 (person): Con, PA, RAN, VOC, GR 

Level 2 (word): Hi/Irreg, Hi/Reg, Low/Reg 

 

What role does imageability and regularity pay in 

the efficiency of word learning mastery? 

6 Mastery Level 1(person  x word):  post target words 

Level 2 (person): Con, PA, RAN, VOC, GR 

Level 2 (word): Hi/Irreg, Hi/Reg, Low/Reg 
    

Experiment 2    

Does imageability training impact posttest 

performance on low imageability words over and 

above a word only and/or vocabulary training?  

 

7 Post Level 1 (person  x word): pretest target words 

Level 2 (person): WR, PA, RAN, VOC, WO, VOCAB 

Level 2 (word): Regularity 

Does word regularity impact posttest performance 

on low imageability words? 

7 Post Level 1 (person  x word): pretest target words 

Level 2 (person): WR, PA, RAN, VOC, WO, VOCAB 

Level 2 (word): Regularity 

 

Do children in the imageability condition 

outperform other on posttest spelling of the target 

words?   

8 Spelling Level 1(person  x word):  post target words 

Level 2 (person): WR, PA, RAN, VOC, WO, VOCAB 

Level 2 (word): Regularity 

 

Does imageability training impact the number of 

exposures necessary for mastery? 

9 Mastery Level 1(person  x word):  post target words 

Level 2 (person): WR, PA, RAN, VOC, WO, VOCAB 

Level 2 (word): Regularity 

 

Does imageability training impact the number of 

exposures necessary for mastery differentially for 

students who start with poor word reading skills? 

10 Mastery Level 1(person  x word):  post target words 

Level 1 (person x person interaction): WR* IMAG, 

WR*VOCAB 

Level 2 (person): WR, PA, RAN, VOC, WO, VOCAB 

Level 2 (word): Regularity 

       

Note. Con= condition, PA=phonological awareness, RAN=rapid automatized naming, VOC=vocabulary, GR=grade, 

Hi=high imageability, Low=low imageability, Irreg.=irregular, Reg. = regular, WR=word reading, WO=word only, 

VOCAB=vocabulary training
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APPENDIX C 

              

   

 

 

 

 

  

 

 

 

  

    

Figure 1C. Imageability training pictures.  
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Appendix D 

The word is… It means… Read sentence When you hear the word… 

went to leave Sally went to the store. went, remember that 
went means to leave. 

trust to have faith in I trust my friends. trust, remember that trust 
means to have faith in. 

plus adding together I added two plus two. plus, remember that plus 
means adding together. 

worse more bad I feel worse than I did 
yesterday. 

worse, remember that 
worse means more bad. 

learn to find out about 
something 

We have so many things to 
learn at school.  

learn, remember the word 
learn means to find out 
about something. 

cost the amount paid for 
something 

Before you buy something, 
you find out the cost.  

cost, remember the word 
cost means the amount 
paid for something. 

choice the act of choosing You can have a choice 
between two things.  

choice, remember the 
word choice means the act 
of choosing.  

stuff things that people need or 
use 

We have lots of stuff in our 
garage. 

stuff, remember that stuff 
means things that people 
need or use. 

lie to say something that is 
not true 

I was taught to never tell a 
lie. 

lie, remember that lie 
means to say something 
that is not true. 

none not any I had lots of bananas and 
now I have none. 

none, remember that 
none means not any. 

broad stretching far and wide The eagle’s wings are 
broad. 

broad, remember the 
word broad means 
stretching far and wide. 

false not true If something is untrue, it is 
false. 

false, remember the word 
false means not true.  

lose to not be able to find I hope I don’t lose my 
favorite toy. 

lose, remember that lose 
means to not be able to 
find. 

build to put together Birds build nests for their 
homes. 

build, remember that 
build means to put 
together. 

once one time only Dinosaurs were once the 
largest creatures living on 
Earth. 

once, remember that once 
means one time only. 

real not imaginary I saw a real panda at the 
zoo. 

real, remember that real 
means not imaginary. 

Figure 1D. Vocabulary training definitions 
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