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Chapter 1

Introduction

The ability to store and read information is critical for reliable system operations in

modern electronics. Information is stored in dense arrays of devices and circuits whose

purpose is to maintain mission critical instructions, record data, and return that

information for further computation or analysis. Circuit- and device-level memories

exist in the form of volatile and non-volatile elements. The static random access

memory (SRAM) is a semiconductor memory that uses cross-coupled latching circuits

to store information

SRAMs are renowned for fast read and write times, small areal density, exhibit a

non-destructive read operation, and do not require periodic refreshing of data since

information persists while the memory is powered. The SRAM represents a stable

memory that has become an essential circuit-level cell because of its rapid read and

write times, making it ideal high-performance reconfigurable logic as well as micro-

processor and system level cache. Radiation sensitivity of circuit-level memory is an

important consideration when evaluating reliability concerns of modern technology

in a variety of hazardous environments including military, space, nuclear, and the

terrestrial level. Single-event upset (SEU) is an example of the sensitivity of modern

microelectronics to ionizing radiation. SEUs are defined as the erroneous change of

state of a semiconductor memory, such as an SRAM, stemming from energy deposi-

tion by an ionizing particle that results in charge generation within a sensitive region

of the microelectronic element.

In pursuit of performance and density goals, the semiconductor industry continues

to scale complementary metal–oxide– semiconductor (CMOS) technologies to smaller
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feature sizes with reduced operating voltages. Continuing decreases in device dimen-

sions and operating voltage reduce the critical charge required to produce a SEU,

affecting the reliability of modern technologies in space and terrestrial environments.

Decreasing critical charge has led to the emergence of SEUs induced by lightly ioniz-

ing particles, such as low-energy protons and muons [1,2]. Traditionally, the primary

radiation effects caused by energetic electrons in the trapped radiation environments

of Earth and Jupiter were considered to be total-ionizing dose (TID), displacement

damage (DD), and spacecraft charging (or electrostatic discharge (ESD)) [3,4]. How-

ever, there has been increasing interest in the spatial distribution of charge produced

by lightly ionizing particles, including high-energy secondary electrons [5–11]. These

secondary electrons, also called δ-rays, lose their kinetic energy through ionization,

producing electron-hole (e-h) pairs that may cause SEUs. Attempts to quantify

contributions from energetic electrons to the upset rate in memories fabricated in

advanced technology nodes through simulation has obtained in conflicting conclu-

sions [5–11]. Despite extensive simulation efforts [5–11], lack of experimental data

has left the role of energetic electrons in the SEU response of modern SRAMs an

open question.

In this dissertation, a low-energy X-ray source is used to generate energetic elec-

trons to evaluate the susceptibility of CMOS SRAMs fabricated in the 28 nm and

45 nm technology nodes to electron-induced SEUs. Throughout this dissertation,

“electron-induced SEUs” refer to events in which the initiating particle is a high-

energy electron (δ-ray); the eventual upsets are produced by thermalized e-h pairs

generated as the δ-rays lose their energy through ionization. The sequence of events

in electron-induced SEUs is depicted in a series of image panels shown in Figure 1.1.

The top left image of Figure 1.1 shows a particle strike on the sensitive node of an

SRAM indicated by a lightning bolt striking the drain of the nMOSFET M1. The

2



Figure 1.1 The sequence of events in electron-induced SEUs is depicted
in a series of image panels. The top left image shows a particle strike on
the sensitive node of an SRAM indicated by a lightning bolt striking the
drain of the nMOSFET M1. The top right image shows the absorption
of the incident particle, in this case a 10 keV X-ray, and the generation
of an energetic photo-electron. This energetic electron undergoes multiple
scattering events eventually thermalizing within the sensitive volume of the
SRAM. The energy loss of the energetic electron results in the generation of
electron-hole pairs that are subsequently collected, as seen in the bottom left
panel. Finally, the device- and circuit-level response is shown in the bottom
right, where the SRAM transient response on the BL and BL nodes latch
an error into the memory, after [12].
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top right image of Figure 1.1 shows the absorption of the incident particle, in this

case a 10 keV X-ray, and the generation of an energetic photo-electron. This ener-

getic electron undergoes multiple scattering events eventually thermalizing within the

sensitive volume of the SRAM. The energy loss of the energetic electron results in the

generation of electron-hole pairs that are subsequently collected, as seen in the bot-

tom left of Figure 1.1. Finally, the device- and circuit-level response is shown in the

bottom right, where the SRAM transient response on the BL and BL nodes latch an

error into the memory. It is the energetic photo-electron shown in the top-right panel

of Figure 1.1 that is responsible for initiating the error that is ultimately latched into

memory and the reason this phenomenon is referred to as “electron-induced SEU”.

Upsets are observed within 10% of nominal supply voltage for the 28 nm technol-

ogy node. That these memory upsets are indeed electron-induced SEUs is supported

by Monte Carlo radiation-transport simulations, which show that single energetic

electrons deposit sufficient ionizing energy to generate charge in the sensitive volume

of the device that is well in excess of estimated critical charge values. The relative

importance of electron-induced SEUs is compared to other physical processes, such as

direct ionization from low-energy protons [1, 13–15] and muon-induced upsets [2, 16]

in determining error rates of selected SRAMs fabricated in 28 nm and 45 nm technol-

ogy generations. The impact of electron-induced SEU on scaling of feature size and

voltage in modern CMOS processes, ultra-low power applications, and error rates in

the space radiation environment is discussed in detail.

The organization of this dissertation is as follows. Chapter 2 presents background

material including a review of SRAM topology, operation, stability, discussion of

relevant topics of radiation effects in SRAMs, a review of the space radiation envi-

ronment, and a summary of past work on ionizing particle track structure. Chapter 3

presents the experimental setup and methods used in this work, show and discuss
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experimental results of SEUs observed during X-ray irradiation of 28 nm and 45 nm

bulk silicon SRAMs, and compare electron-induced SEUs to low-energy proton and

muon data. Chapter 4 presents results of simulations supporting the X-ray investiga-

tions of Chapter 3 that show good agreement with experimental results. Single-event

upset error rates are estimated using simulation techniques. The consequences and

importance of these results are discussed for the space radiation environment. Anal-

ysis of the contribution of δ-rays generated in heavy-ion irradiation to single- and

multiple-bit upset rates is also discussed. Finally, Chapter 5 presents conclusions and

discusses the significance of these results for modern technology nodes.
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Chapter 2

Background

Reliable operation of electronic memories is a primary concern for the semicon-

ductor industry. Electronic components used in space applications experience harsh

environments and hazards when compared to applications at the terrestrial level, in-

cluding additional risk of fault or failures in electronics due to the presence of ionizing

radiation. The interaction of ionizing radiation with microelectronics in the space en-

vironment and at the terrestrial level has been observed to cause both temporary and

permanent damage to semiconductor devices, circuits, and systems. Remote satellites

and planetary exploration probes, such as the Juno spacecraft, whose mission is to

explore the Jovian environment and moons, cost in excess of 1.1 billion USD [17], or

in the case of the James Webb Space Telescope, 8.7 billion USD [18]. The construc-

tion and operation of such equipment necessitates the use of cost-effective electronics,

placing a premium on reliability while balancing the expense of implementing and

ensuring the quality of flight components.

This chapter presents background information essential for the discussions and

topics presented in Chapters 3 and 4. Section 2.1 covers basic interaction mecha-

nisms of heavy-ion, electron, and photon transport processes. Section 2.2 presents

a review of the topology, operation, and stability of the six-transistor (6-T) SRAM.

Section 2.3 discusses the broad topic of ionizing radiation effects in SRAMs. These

topics are further broken down into single-event effects (SEEs), TID effects, and tran-

sient radiation effects. Subcategories include SEUs, the observation of SEUs due to

low-energy protons and muons, SRAM cell imprinting, and the impact of transient

radiation environments on SRAMs. Section 2.4 presents information related to so-
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lar particle events, galactic cosmic rays, and trapped particles in the space radiation

environment. Finally, Section 2.5, covers heavy-ion track structure and presents an

overview of recent studies regarding the effects of δ-rays on microelectronics.

A large segment of Section 2.3 focuses on SEUs, which are the erroneous change

of state of an electronic memory due to ionizing radiation depositing energy within

a sensitive region of the circuit/device element. The change of information state is

due to energy deposited within a sensitive region of an SRAM cell. The collection of

generated e-h pairs within the sensitive region then results in the SRAM transitioning

from one state to the complement, producing an erroneous information state. In the

context of an SRAM cell this corresponds to the change in state of the memory, either

from a 0 to 1 state or 1 to a 0 state. For applications in space, SEUs have been

attributed to particles emanating from the galactic cosmic ray (GCR) environment,

energetic protons and alpha particles, which can be found in the trapped radiation

environments near Earth and the Jovian environment, and particles eminating from

the sun in solar particle events. For satellites ranging from geostationary to low Earth

orbits, the primary radiation concerns are solar particle events and particles trapped

by the Earth’s magnetic field. Interplanetary probes are exposed to the solar particle

environment, the GCR environment, and the radiation environment specific to the

mission destination.

The large financial expense associated with space applications introduces ad-

ditional stringent reliability requirements due to the high cost of mission failure.

Higher reliability requirements in the space radiation environment have often neces-

sitated the use of electronic components that are “radiation-hardened” or at best

“radiation-tolerant” devices that have increased resistance to the effects of radiation.

Commercial-off-the-shelf parts are appealing to designers as a venue to reduce cost

of production and power consumption, however, these trade-offs often come with an
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increase sensitivity to ionizing radiation and mission risk.

In the terrestrial environment, commercial enterprise depends on cloud comput-

ing, routers, and servers for computation, transactions, and communications. Faults

in these types of systems represent unacceptable losses of time, financial transactions,

and connectivity. Traditionally, SEUs in the terrestrial environment have been domi-

nated by neutrons and alpha particles emitted by packaging contaminants [2,19–21].

However, recent studies have shown that modern SRAMs fabricated in sub-65 nm

technology nodes are susceptible to direct ionization effects from lightly ionizing

muons [2, 16, 21], by far the most abundant particle species in the terrestrial radi-

ation environment [2, 22,23].

The particle spectrum present in the space and terrestrial radiation environment

have different characteristics and therefore introduce reliability concerns unique to the

application. Understanding the threat and source of reliability concerns is essential for

effective mitigation strategies and maintaining stable operation of critical electronic

systems.

2.1 Basic Interaction Mechanisms

Radiation interacts with semiconductor device materials through many physical pro-

cesses. Those interactions, in turn, determine the energy deposition profile in an

ionizing particle event. The magnitude and spatial distribution of energy deposited

in a single ionizing particle event determines the device and circuit level response.

The average energy lost per unit path length (dE/dx) by an incident ionizing

particle in a target medium can be described by the stopping power metric, or mass

stopping power when normalized to the density of the target medium, and is rep-

resented in units of MeV-cm2/mg. Stopping power is also referred to as linear en-

ergy transfer (LET). Stopping power can further be broken down into electronic and
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nuclear stopping power components. The electronic stopping power component cor-

responds to energy lost by the incident particle to the electron gas of the medium.

The nuclear stopping power component involves any elastic ion–nucleus interactions,

also known as Coulomb scattering. The total stopping power can be described as the

superposition of the electronic and nuclear stopping power components.

In this section, the transport of ions, electrons, and photons are discussed. While

nuclear processes are significant and the dominate interaction mechanism for a wide

variety of particles and energies, the focus of these discussions revolve around elec-

tronic energy loss mechanisms.

2.1.1 Ion Transport

Energetic particles, in the form of solar protons, trapped protons, and heavier ele-

ments from the GCR environment, are highly ionizing and frequently interact with

semiconductor device materials in the space radiation environment. These particles

interact with the electron gas of the target material through the electromagnetic force.

Interactions result in energy loss by the incident particle and ionization of the target

material, exciting some valence band electrons into the material conduction band. In

the presence of an electric field, these electrons can be collected and contribute to an

ion-induced transient current.

The mean energy loss for an incident particle, S or LET, is described by the

modified Bethe-Bloch equation [24]

− dE

dx
=

4π

mec2
NAZρ

A

z2eff
β2

(
e2

4πε0

)2

L(v) (2.1)

L(v) =
1

2
ln

(
2meγ

2c2β2Wmax

I2

)
− 2β2 − δ(βγ)

2
− C(I, βγ)

Z
(2.2)

where e is elementary charge, zeff is the effective charge state of the incident particle,

β is relative velocity, v
c
, where v is the incident particle velocity, me is the electron
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mass, c is the speed of light, γ is the Lorentz factor, (1−β2)−1/2, ε0 is the permittivity

of free space, I is the mean ionization energy, Wmax is the maximum energy transferred

to an electron, NA is the Avogadro number, ρ, Z, and A are the target material

density, proton number, and molar mass constant, respectively. The modified Bethe-

Bloch equation is valid for heavy charged particles less than 100 GeV where β � z
137

[24]. Additional corrections to the Bethe-Bloch equation correct less than 1% error

for low-energy charged particles [24].

Equation 2.1 shows that the LET of an incident particle depends on many param-

eters of the incident particle and target material. Correction terms are necessary to

accurately represent the stopping power of ions at low energy. The δ(βγ) term cor-

responds to density corrections necessary for relativistic particles with kinetic energy

greater than the incident particle rest mass [24]. The C(I, βγ) terms corresponds

to shell corrections for non-relativistic protons, accounting for detailed interactions

between bound state electrons and incident protons [24].

From Equation 2.1 the LET of an incident particle in a target material depends on

the effective charge state and relative velocity. It can be concluded that for similar

velocity (β = v
c
), singly-charged particles (i.e. muons, pions, protons, electrons,

and positrons) have approximately equivalent LETs. It is, however, necessary for

additional corrections to be made for singly-charge particles and their corresponding

antiparticles due to the Barkas effect, the most notable example of this is positrons

and electrons [25].

Stopping power curves in silicon are shown as a function of incident ion energy per

unit mass in Figure 2.1 for protons, alpha particles, carbon, oxygen, and iron. The

stopping power curves shown in Figure 2.1 were calculated using the SRIM/TRIM

radiation transport codes [24]. The maximum value of stopping power for a given

particle species is known as the Bragg peak. The stopping power curves shown in
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Figure 2.1 Stopping power in silicon is plotted as a function of energy per
unit mass (MeV/u) for protons, alpha particles, carbon, oxygen, and iron.
Stopping power was calculated using the SRIM/TRIM codes [24].

Figure 2.1 are approximately maximum when the velocity of the incident particle

energy approaches the Fermi velocity, the velocity corresponding to electrons with

energy equal to the Fermi energy, Ef , of the target material. Furthermore, equivalent

stopping power can be obtained for a given ion species with different incident energies.

This indicates that identical particle species with different energy on average lose the

same amount of energy for equivalent penetration into the target material. Since the

particle energies available at terrestrial based accelerators cannot replicate the high

energy spectra of particles in the space radiation environment this principle forms the

basis of most ground-based parts qualifcation testing for space applications.
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The energy lost to the target material through direct ionization generates e-h

pairs in semiconductor materials. The average energy to create an e-h pair in silicon

is 3.6 eV [26–28]. In this sense, one can equate the energy lost by ionizing particles

with the generation of charge in semiconductor devices.

The average range of an energetic particle in a target material as its trajectory

terminates can be accurately described by the continuous slowing down approxima-

tion (CSDA). The CSDA range assumes that particles transport in a straight line

trajectory and variations in energy loss are negligible compared to the total stopping

power [29]. It is difficult to define a CSDA range for particles with erratic trajectories

due to interactions where large energy loss and large angle deflections occur, this is a

valid consideration for energetic electrons with energy less than 10 keV. The CSDA

range is obtained by integrating the reciprocal of the total stopping power from the

Bethe-Bloch equation, Equation 2.1, with respect to the incident ion energy.

R(E) =

∫ E

Eabs

dE ′

S(E ′)
(2.3)

Equation 2.3 describes the CSDA range calculation, where R(E) is the range of a

particle with energy E, S(E) is the stopping power as described by Equation 2.1 and

Eabs is the energy at which the particle is assumed to be absorbed (i.e. at rest) within

the target material. It should be noted that Equation 2.3 is only valid for the energy

range and conditions where the modified Bethe–Bloch equation is also valid.

The resulting CSDA range approximations in silicon as a function of incident ion

energy per unit mass for protons, alpha particles, carbon, oxygen, and iron ions are

shown in Fig 2.2. The CSDA range curves shown in Figure 2.2 were calculated using

the SRIM/TRIM radiation transport codes [24].

The range of many of these ion species at energies corresponding to the radiation

belts around Earth and Jupiter, GCR, and solar wind environments is much greater
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Figure 2.2 CSDA range in silicon as a function of incident ion energy per
unit mass for protons, alphas, carbon, oxygen, and iron ions.

than that of the spacing, pitch, and thicknesses of modern semiconductor device

structures. This indicates that single ionizing particle radiation events that occur at

large angle of incidence can interact with and perturb multiple devices and circuits.

In 1988, Stapor et al. illustrated the potential for differences in the response of

microelectronics for two incident ions with similar LET due to differences in the re-

sulting energy deposition profiles [30]. These conclusions were supported by analyzing

the transient response of devices to ions having the same LET but different energies

in [31]. Similar conclusions were reached by Weller and Kobayashi in works published

in 2003 and 2004, respectively, which illustrated the importance of energy deposition
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profiles for proton and alphas in determining the device response to ionizing radiation

[5, 32].

The LET metric has been robust and effective for understanding and modeling

the SEU response of SRAMs for many years and continues to serve as the basis for

the majority of SEE analysis [33–35]. The application of LET to SEU/SEE analysis

relies on the assumption that knowledge about the average energy deposition event

is sufficient to predict the circuit response to an ionizing particle event. In recent

years however, additional physical mechanisms have been required to explain SEU

cross sections where LET alone has been insufficient [36–40]. With the observation

of low-energy proton- and muon-induced SEUs the SRAMs fabricated in sub-65 nm

technology nodes show trends of increased device SEU sensitivity to ionizing radiation

that does not appear to be slowing. The sensitivity of SRAMs to lightly ionizing

particles and the concept of critical charge is be discussed in Section 2.3.

2.1.2 Electron Transport

Electrons are negatively charged elementary subatomic particles with a mass of 0.511

MeV/c2. By comparison, the proton mass is 938.23 MeV/c2 and the muon mass is

105.7 MeV/c2, making the electron approximately 1836 and 206 times lighter than

other common singly-charged particles. Energetic electrons interact with a target ma-

terial predominantly through electromagnetic processes. Two energy loss mechanisms

are important for electrons interacting with a target medium, inelastic scattering with

atomic electrons and elastic scattering with target nuclei.

Collisions are the dominant energy loss mechanism for low and intermediate elec-

tron energies, where the incident electron interacts with atomic electrons of the target

material. These are interactions that produce e-h pairs, ionization, or result in the

ejection of additional energetic electrons from the band structure of the material. The
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Figure 2.3 Scattering of an incident electron resulting in generation of a
secondary electron

initial formalism of inelastic scattering with single atoms or molecules was made by

Bethe in [41, 42] by considering a plane-wave using the Born approximation. This

theory was later extended by Fano for inelastic scattering of electrons in condensed

matter [43]. The impact on the incident electron can be accurately described by the

energy loss, W , and the polar and azimuthal scattering angles, φ and θ.

A cartoon of electron scattering can be seen in Figure 2.3. The incident energetic

electron interacts with an atomic system resulting in energy transfer, W . Most inter-

actions with atomic electrons result in the generation of e-h pairs in semiconductors.

If the energy loss by the incident electron is in excess of the shell binding energy,

Eb, the interaction results in the emission of an energetic electron that is free of the

material band structure, also called a δ-ray. The energy of the generated secondary

electron is equal to the difference between the energy lost by the incicident electron
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and the binding energy of its original shell, W − Eb. The relaxation of the excited

atomic state, the vacancy of the ith shell state, involves the emission of fluorescent

radiation in the form of soft X-rays with energy equal to the ith shell binding energy

or the emission of Auger electrons. The equal masses involved in inelastic scattering,

which are electron–electron interactions, result in angular deflections of the incident

electron. Angular deflections of energetic electrons transporting through material are

important parameters that make determining the range of low energy electrons, lower

than a few tens of keV, difficult.

The second important interaction mechanism for electrons in this work is the

elastic scattering of incident electrons with atomic nuclei. Here the elastic scattering

event is defined to be an interaction between an energetic electron and a target nuclei

where the initial and final quantum states of the target atom are the same, usually

this is the ground state. The elastic scattering with target nuclei result in large angle

deflections of incident energetic electrons.

A cartoon of an elastic scattering event is shown on the left hand side of Figure 2.3.

For elastic scattering events, there is a small transfer of energy from the incident

electron to the target nuclei, potentially resulting in the emission of a recoil atom.

Because of the large mass of the target nuclei relative to the electron mass, the average

energy lost by an incident electron in elastic scattering events is a small fraction of

its initial energy. For electrons with energy of 30 keV, the energy lost in elastic

scattering events is on the order of a few meV [44]. Scattering events, of the elastic

and inelastic variety, both contribute to large angle deflections of energetic electrons.

These large angle deflections make approximating the range of electrons in matter

through methods like the CSDA range difficult at low energies (less than a few 10s

of keV).

Because of their small mass, electrons undergo Bremsstrahlung and Cerenkov
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radiative processes. The total stopping power of electrons is represented as the su-

perposition of the collision and radiative stopping power processes.

−
(
dE

dx

)
total

= Scoll(E) + Srad(E) (2.4)

In Equation 2.4, Scoll(E) and Srad(E) are the stopping power contributions from

collisions and radiative processes respectively. The total stopping power of electrons

in silicon is plotted as a function of energy on the left axis in Figure 2.4. Radiative

energy loss processes do not occur for heavier particles (at least until extremely high

energies) and are important for understanding electron transport. Generation of

Bremstrahhlung and other radiative processes and have consequences for electrons

with energies in excess of 10 MeV in silicon. Radiative energy loss processes are

an important considerations when evaluating the consequences of electrons in the

space-radiation environment. This dissertation considers the contribution of electron

scattering interactions between the incident electron and the target material. With

appropriate modifications to the Bethe-Bloch formula of Equation 2.2 it can be shown

that the maximum single electron–electron scattering event energy loss is one half of

the initial electron energy, Ei/2 [44–46]. Electrons are therefore capable of depositing

large amounts of energy within small spatial regions.

The range of energetic electrons in a target material can be approximated using

Equation 2.3. The approximate CSDA range of electrons is shown in Figure 2.4.

Below energies of approximately 1 MeV, electrons follow a similar trend as the heavy

ions shown in Figure 2.2, where the incident particle range increases with increasing

energy. Electrons exhibit a decrease in range with increasing energy above energies of

10 MeV due to the radiative energy loss processes (Bremsstrahlung and Cerenkov).

17



10-6

10-5

10-4

10-3

10-2

10-1

St
op

pi
ng

 P
ow

er
 (

M
eV

 c
m

2 /m
g)

0.01 0.1 1 10 100 1000

Energy (MeV)

10-5

10-4

10-3

10-2

10-1

100

101

102
Range (cm

)

 Collisions 
 Radiative
 Total
 Range

Figure 2.4 Total stopping power, −
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total

, and CSDA range are plotted
as a function of energy in silicon. Collisions dominate energy loss at electron
energies less than 1 MeV. Radiative processes are more prevalent at higher
electron energies.

2.1.3 Photon Transport

Photons are elementary particles, the quantum of light, and the force carrier of the

electronmagnetic force. Three physical processes dominate energy loss by incident

photons in matter, the photoelectric effect, Compton scattering, and pair production.

While pair production is an important interaction mechanism, this discussion focuses

on the photoelectric and Compton scattering effects, which are most relevant to the

work presented in Chapters 3 and 4. Figure 2.5 shows the energy dependence of the

three dominant physical processes for photons incident in material.
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Figure 2.5 The energy dependence of the three major types of photon in-
teractions are shown. The lines shows the values of material Z and photon
energy ~ω for which the two neighboring effects are approximately equal [47].

In silicon, the dominant interaction of photons with energy less than 70 keV is the

photoelectric effect. The photoelectric effect is a point interaction where the incident

photon is absorbed by a target atom, leaving the atom in an excited state. Figure 2.6

shows a cartoon description of a photoabsorption event from [48]. An energetic photo-

electron is ejected from the material band structure as a result of the excited atomic

state. Subsequently, an X-ray is emitted with energy equal to the binding energy,

Eb, of the generated photo-electron due to the relaxation of an electron from an

L or M –shell into the lower energy state. Generated photo-electrons are emitted

omnidirectionally from a tightly bound state, such as the K–shell, assuming the

incident photon has energy greater than the binding energy of the K–shell. The
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energy transferred to the photo-electron can be described as

Ee− = ~ω − Eb (2.5)

where ~ω is the energy of the photon and Eb is the binding energy of the photo-

electron in its initial shell. For high energetic photons (where ~ω � Eb) most of the

absorbed photon energy is transferred to the photo-electron.

Photons with energy in the range of 70 keV to 12 MeV interact primarily through

the Compton scattering process in silicon. The Compton effect involves the incoherent

scattering of a photon by a bound electron. The scattering event results in energy loss

by the incident photon, corresponding to a reduction in frequency, and the generation

of a recoil electron. A diagram of a Compton scattering event is shown in Figure 2.7.

Since the collision must obey both conservation of energy and momentum it can be

shown that the transfer of energy from the photon can be described by

Ee = ~ω
~ω
mec2

(1− cos θ)

1 + ~ω
mec2

(1− cos θ)
(2.6)

where ~ω is the energy of the incident photon, mec
2 is the electron rest energy, and

θ is the scattering angle of the photon as seen in Figure 2.7.

Equation 2.6 shows thats for small scattering angles (where θ ≈ 0) little energy

is transferred to the generated recoil electron. The maximum energy transfer occurs

when the incident photon is back-scattered (where θ ≈ π) and the recoil electron

has initial momentum along the incident photons original trajectory. The initial

energy of all recoil electrons generated in Compton scattering events fall within the

Compton continuum, an energy range bounded by the minimum and maximum energy

transferred in a scattering event.

The total attenuation cross-section, µ, can be expressed as the superposition of

the attenuation cross-section for each physical process shown in Figure 2.5. The
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(a)

(b)

Figure 2.6 Absorption of an incident photon with energy ~ω resulting in
the generation of an energetic photo-electron. Relaxation occurs through
the emission of (a) fluorescent radiation or (b) Auger processes that result
emission of a low energy electron or electrons.
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Figure 2.7 Diagram of a Compton scattering event between an incident
photon with energy ~ω and an electron.

expression for total attenuation cross-section can be expressed as

µ = τ + σ + κ (2.7)

where τ , σ, and κ are the photoelectric, Compton, and pair production cross-sections,

respectively. The total attenuation cross section, µ, (in units of cm2/g) versus incident

photon energy in silicon is shown in Figure 2.8. The discontinuity seen at 1.839 keV

corresponds to the silicon K–shell edge, this corresponds to the minimum energy

required to emit an electron from the K–shell [49]. For incident photons with energy

less than 1.839 keV, interactions involve the emission of photo-electrons from the L–

or M –shells. The absorption edge corresponding to the L1, L2, and L3-shells in silicon

occur at 149.7, 99.8, and 99.2 eV, respectively.

The attenuation of energetic photons transporting through material can be calcu-

lated using the Beer–Lambert law [50], which is given as

N = N0(E)e−(µ(E)/ρ)(ρx) (2.8)

where N0(E) is the initial number of photons with energy E, µ(E)/ρ is the energy-
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Figure 2.8 The attenuation cross-section, µ, versus incident photon energy
in silicon.

dependent mass attenuation coefficient (obtained from Figure 2.8), and ρx is the mass

thickness of the target material. Equation 2.8 provides a straight-forward method for

calculating the attenuation of photons and can be used to determine the energy

absorbed within a specific range of the target material.

2.2 Basic SRAM Topology and Operation

As CMOS feature sizes have decreased, a corresponding reduction in areal density of

individual memory cells has lowered the cost per bit. This has enabled access to low-

cost, high-speed memory for many applications. These attributes have made SRAMs
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and DRAMs ideal for use in microprocessor cache memory, general-use registers,

FPGAs, and high-performance applications.

While SRAM implementations can be expensive, in terms of area, they have higher

speed read and write speed, do not require the periodic refreshing of data, exhibit a

non-destructive read operation, and have lower power consumption than conventional

dynamic random access memory (DRAM). Since an SRAM cell takes up more area

than DRAM cells in the same technology node, these benefits come at the expense

of increased area and cost. Both SRAM and DRAM are in a class of semiconductor

memories known as volatile memories because data persists while the memory is

powered. Basic SRAM implementations offer significant advantages over DRAM in

terms of power consumption because they do not require the refreshing of data while

powered. SRAMs are ideal where bandwidth, power, or both are a primary design

consideration.

The basic topology of a standard six-transistor (6T) SRAM can be seen in Fig-

ure 2.9. While other SRAM implementations are possible, including non-volatile

topologies, this dissertation only considers the standard 6T-SRAM cell. The basic

SRAM cell stores information on two cross-coupled inverters, consisting of four tran-

sistors (M1–M4) that form a basic latch, enabling stable states of either 0 or 1. Two

additional access transistors (M5 and M6) allow access operations to the SRAM cell.

An SRAM cell has three standard modes of operation: write, read, and standby.

A write operation occurs by applying a voltage to the bit line and its complement

(BL and BL) and asserting the word line. The voltage applied to the bit lines should

have a large potential difference such that the state is quickly reinforced by the two

inverters. A potential difference close to the supply voltage (VDD) is quite common in

standard technology implementations. A read operation occurs when the bit lines are

left floating while the word line is asserted. Using peripheral circuitry (not shown),
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Figure 2.9 Basic SRAM circuit topology consists of two cross-coupled in-
verters and two access transistors.

a high-speed sense amplifier compares the voltage difference between the bit line and

its complement, outputs the state of the cell to subsequent buffers, and is then passed

to the output bus. Standby mode occurs when the word line is left floating, during

which time the access transistors are “off” and the inverters continually reinforce the

present state of the SRAM cell. Standby mode is the “idle state” of an SRAM cell

and results in the lowest power consumption of all standard SRAM operating modes.

Design constraints often place restrictions on device operating frequency and

power, forcing designers to vary the supply voltage as a means of meeting design

specifications. A common practice to reduce power consumption while operating in
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standby mode is to lower the supply voltage to the SRAM below the nominal sup-

ply voltage. This is a method known as dynamic voltage, frequency scaling at the

systems level and is used to reduce power consumption when operating frequency is

a secondary priority [51, 52]. The trade-off is made in applications where low-power

is a primary operating parameter, such as medical implant devices, mobile commu-

nications, and mobile computing. For these applications, SRAMs are designed to

remain stable and completely functional at 70–80% of the nominal supply voltage

while maintaining valid information. While both bit lines are not required for proper

SRAM cell operation, utilizing both the bit line and its complement increases the

circuits noise margin and results in increased read and write speed.

Figure 2.10 shows the transfer characteristics, also known as butterfly curves,

for a functional 22 nm SOI SRAM from [53]. The transfer characteristics represent

the input/output states of the two cross-coupled inverters that comprise an SRAM

cell. Here Vin is arbitrarily chosen to be the data state of Q in Figure 2.9 and Vout

represents the output value Q. When Vin is high, the transistors M1 and M2 are in

the off and on states, respectively, and the corresponding value of Vout is low. The

value of Vout is the input state of the inverter comprised of transistors M3 and M4.

When Vout is low, transistors M3 and M4 are in the on and off states, respectively,

which reinforce a high state of Vin. By sweeping Vin from high to low the transistors

M1 and M2 change to the on/off configuration, sending Vout high which in turn forces

the transistors M3 and M4 into the off/on configuration.

The stability of an SRAM cell is generally described in terms of the static noise

margin (SNM), which is the DC noise an SRAM cell can tolerate while maintaining

its intended state. The SNM of an SRAM cell is the side-length, given in millivolts, of

the largest inscribed square that fits between the Vin/Vout transfer characteristics of

Figure 2.10. Exceeding the SNM for an SRAM cell results in a change of information
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Figure 2.10 Butterfly curves for 0.1 µm2 6T-SRAM cell showing SNM of
220 mV, 180 mV and 148 mV at Vdd=0.9, 0.8 and 0.7 V respectively [53].

state. Three sets of transfer characteristics are shown in Figure 2.10, corresponding

to supply voltages of 0.9 V (blue curves), 0.8 V (pink curves), and 0.7 V (green

curves). Figure 2.10 shows the SNM of an SRAM cell depends on the supply voltage,

with lower VDD corresponding to a smaller SNM. Similarly, the switching voltage,

the input voltage where the state of the SRAM cell changes from a 1 to 0, or vice

versa, also depends on the supply voltage. The decrease in switching voltage and

SNM under reduced supply voltage conditions increases the sensitivity of SRAM cells

to errors from dynamic disturbances caused by ionizing radiation, crosstalk, supply

voltage ripple, and thermal noise.
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2.3 Radiation Effects on SRAMs

This section discusses the effects of radiation on SRAMs, much of it focused on the

concept of SEUs with an emphasis on understanding the circuit-level response. The

concept of critical charge is defined for the purpose of understanding the methods and

analysis in Chapters 3 and 4. Recent studies describing the observation of low-energy

proton- and muon-induced upsets and the impact of those results for microelectronics

is discussed, emphasizing the trend towards increased sensitivity in modern devices.

The effects of TID on SRAMs is introduced with the primary example being the

“memory pattern imprinting” effect. Relevant issues related to transient radiation

environments, so-called dose-rate effects, is also discussed.

2.3.1 Single-Event Upset in SRAMs

Energetic particles passing through material lose energy through electronic and nu-

clear processes as discussed in Sections 2.1.1 and 2.1.2. The electronic component

consists of energy loss due to interaction with valence band electrons in the target

material. Energy loss by the incident ion results in generation of mobile carriers in the

conduction band and valence band, known as e-h pairs. Generated e-h pairs are col-

lected through the drift carrier transport process, resulting in a transient on affected

semiconductor junctions. Carriers generated in field free regions either recombine or

diffuse to nearby regions where they are collected by electric fields, contributing to

transients in nearby semiconductor nodes.

The physics of radiation-induced charge collection in semiconductor devices is a

complicated topic and has been well-studied and reviewed in [54–65]. Collection of

e-h pairs due to the presence of electric fields, known as drift current, diffusion of

carriers in high-level injection regions into nearby junctions, and modulation of local
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potentials due to the resulting transients all play significant roles in the response of

semicondcutor devices to single ionizing particle events. By their nature, ionizing

particle events generate dense regions of charge in the spatial locations where they

interact making it difficult to represent the device and circuit response without the

aid of computer tools, such as TCAD [57,66,67] and SPICE [67–69].

The amount of charge generated by the passage of a incident ion through a sen-

sitive region of a semiconductor memory is related to the average energy required to

generate a single e-h pair; in silicon this energy is 3.6 eV. In this sense, the energy lost

by an incident particle is correlated with the amount of charge generated within the

semiconductor device material. The SEU cross-section is an effective area defining the

probability of an upset occurring. The cross-section represents a region where ionizing

particles that interact with the target material may perturb circuit-level operation

and potentially cause an error in memory. Upset cross-sections are represented by

the symbol σ and given in units of cm2/bit or cm2/Mbit. SEU cross-sections have

typically been analyzed as a function of incident ion LET based on the assumption

that knowledge of the average interaction is sufficient to predict the event response,

and subsequently, the error rate in the environment of interest.

As an example, Figure 2.11 demonstrates the concept of critical charge, which is

defined as the charge required to induce an upset in an SRAM cell [67]. Two transients

are shown in Figure 2.11 with different amounts of total charge being collected and the

resulting transient on the output of the off-state transistor in an SRAM cell. The top

image of Figure 2.11 shows a transient corresponding to 0.23 pC of charge collection

within the SRAM cell. The state of the cell is temporarily perturbed, however, the

resulting transient is insufficient to cause the SRAM cell to latch into an erroneous

information state.

In the bottom image of Figure 2.11, the transient shown corresponds to 0.25 pC of
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Figure 2.11 Current transients in an SRAM cell demonstrate the concept of
critical charge. The transient corresponding to 0.23 pC of charge collection is
insufficient to cause the SRAM cell to latch into an erroneous state. However,
when the amount of collected charge is increased to 0.25 pC the resulting
transient is latched into the SRAM cell, resulting in an error [67].
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charge collected in the SRAM cell. While the magnitude of charge collection differs

by only 0.02 pC, the resulting circuit response is dramatically different. The resulting

transient is of sufficient magnitude and duration to latch an erroneous state into the

SRAM cell, resulting in an externally visible error. The critical charge of this SRAM

cell would therefore be defined to be 0.25 pC since a typical SRAM cell response for

the corresponding technology node would result in an error.

There are many nuances and specific details that may impact the error margins

for determining critical charge such as corner to corner variations, magnitude and

duration of the transient pulse, and charge collection efficiency [40,69–72]. However,

Figure 2.11 is intended to convey the concept of critical charge, which is defined in this

dissertation as a single valued metric for determining the energy deposition threshold

for the onset of errors in an SRAM cell. The magnitude of charge collection shown in

Figure 2.11 is large when compared to the critical charge for sub-65 nm technology

nodes as discussed in Chapters 3 and 4.

The first attempts to quantify the critical charge of SRAMs developed circuit mod-

els from known topologies and process information to be used in SPICE simulations

[73, 74]. SPICE simulations were performed using double exponential current pulses

to emulate the current transient response of an SRAM cell and evaluate whether cells

were susceptible to upset. This methodology has proven robust over the years and is

still commonly used. In a similar fashion, Buehler et al. used this SPICE simulation

technique and analysis to show the SRAM cell critical charge dependence on supply

voltage, those results are shown in Figure 2.12 [73]. Small decreases in supply volt-

age are shown to result in linear modulation of the SRAM cell critical charge. This

trend continues until a large discrepancy between applied and nominal supply voltage

results in SRAM cell instability, causing spontaneous errors in the memory array as

shown by the change in slope of Figure 2.12 around 1.9 V. Understanding the lower
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Figure 2.12 SPICE analysis an SRAM cell critical charge dependence on
supply voltage from [73].

limit of critical charge also informs regions of stable operation for an SRAM as the

memory is functional and maintains valid data for supply voltage conditions above

this threshold. While the magnitude of critical charge in Figure 2.12 is large com-

pared to SRAMs fabricated in sub-65 nm technology nodes, the conceptual discussion

above is still valid and serves as an informative case study.

The critical charge dependence of SRAMs on supply voltage is only one part

of a complicated story. In addition to the supply voltage, the SEU response also

depends on the LET of the incident particle. The SEU bias and LET dependence of
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Figure 2.13 SEU cross-section bias dependence of an SRAM for alphas with
energies 1.56, 3.38, and 5.49 MeV, with LETs (in the sensitive volume) of
1.52, 0.87, and 0.64 MeV-cm2/mg, respectively. After [76].

SRAMs has been discussed previously in [73,75,76]. In [76], Barak et al. used alpha

particles to show the SEU cross-section bias dependence on supply voltage, those

results can be seen in Figure 2.13. The SEU cross-sections shown in Figure 2.13

exhibit a complicated dependence on applied bias. In some supply voltage regions,

the SEU bias dependence shows a clear exponential trend, while in others it appears

more linear. It is clear, however, that for decreasing supply voltage the SEU cross-

section is a monotonically increasing function.

Additionally, Figure 2.13 shows a dependence on the incident ion LET. Higher
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Figure 2.14 Estimation of critical charge as a function of technology node
feature size [21].

LET alpha particles are observed to have a higher cross-section under large applied

bias conditions as compared to lower LET alpha particles. Higher LET alpha particles

also exhibit a non-uniform slope in corresponding SEU cross-sections. This is because

continued reduction in supply voltage modulates the critical charge below the average

charge generated within the sensitive volume by the incident alpha particles, which

in turn results in only a moderate increase in the measured cross-section. Due to the

low onset voltage for more lightly ionizing particles, this feature may be reduced or

absent from the SEU cross-section versus supply voltage figures as shown by the lower

LET alphas (5.49 MeV) in Figure 2.13. These trends have also been shown in other

works for heavy-ions, alphas particles, and low-energy protons in [1, 13,73,75,76].
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In [21], Sierawski attempted to estimate the critical charge for several current-

and next-generation technology nodes. The resulting calculations can be seen in Fig-

ure 2.14. Using SPICE simulations and injecting current pulses of varying magnitude

and duration Sierawski was able to obtain an upper bound for critical charge. The

lower bounds were obtained by extracting process details from the ITRS road map

[77] and applying the following relation,

Qcrit =
VDD

2

εSiO2ε0Acell
tox

(2.9)

where VDD is the supply voltage for the technology node, ε0 is the permittivity of

free space, εSiO2 is the relative permittivity of SiO2, Acell is the cell area, and tox is

the equivalent SiO2 oxide thickness for the technology node. Figure 2.14 shows an

overall decrease in critical charge with decreasing technology node feature size. These

conclusions are consistent with publications that indicate the critical charge of 65 nm

silicon-on-insulator SRAMs is between 0.21 and 0.27 fC [1].

While much of the energy lost by the incident ion results in the generation of e-h

pairs by direct ionization, secondary particles also deposit energy in regions surround-

ing the incident ion path and have been reported to contribute to the SEU response.

The secondary particles of concern are generated by incident particles through nuclear

elastic, inelastic or spallation reactions, or Coulomb scatters, known as “knock-ons,”

which are atoms displaced from the crystal lattice. Several studies have also inves-

tigated the potential contribution of energetic electron, or δ-ray, induced SEUs with

mixed conclusions. Some reports indicate that δ-rays may contribute to the overall

single- and multiple-bit upset cross-section in a heavy-ion environment [9,10]. Others

have found that δ-rays in such an environment do not contribute significantly to a

measureable upset cross-section [7, 8, 11]. The generation and interactions of δ-rays

in a heavy-ion environment is discussed in Section 2.5.
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This dissertation demonstrates SEUs for SRAMs exposed to a source of electrons

and investigate the significance and contribution of electron-induced SEUs to error-

rates in the space radiation environment.

2.3.2 Low-Energy Proton-Induced SEUs

The primary effects due to incident protons on microelectronics in the space radiation

environment have historically been DD, TID, and SEUs caused by nuclear spallation

reactions [39, 78–80]. The contribution of protons to upset cross-sections due to di-

rect ionization has traditionally been ignored since the electronic stopping power of

protons is quite small. However, a series of papers demonstrated protons near their

end of range were capable of generating sufficient charge to upset SRAMs and latches

fabricated in a 65 nm node [1, 13–15,81].

The Bragg peak for protons occurs near their end of range, implying that protons

near stopping have a maximum LET. By exposing SRAM and latches to a source of

low-energy protons, in the energy range of 1-2 MeV, Heidel and Rodbell were able to

show that proton-induced direct ionization can cause upsets in SRAMs fabricated in

45 nm and 65 nm technology nodes [1, 14, 81]. Because SOI technology has a large

angular dependence [36], direct ionization effects due to protons were confirmed by

performing experiments at large angle of incidence. Rotating parts using a goniometer

in order to test parts at large angle of incidence, where a beam normally incident on

the device under test is considered to be 0◦, resulted in an increased upset rate. This

is due to an increased path length for incident protons through the active region of

the test chip, corresponding to more energy deposited within the sensitive region of

the SRAM [81].

Figure 2.16 shows the proton SEU cross-section as a function of incident proton

energy for 45 nm and 65 nm SRAMs. For very energetic incident protons (>10 MeV)
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Figure 2.15 SRAM fails (an average of write 1 and write 0 ) as a function
of the incident angle for an SRAM array at 0.8 V, 1.2 V and 1.6 V using
1.5 MeV protons [1].
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Figure 2.16 The SBU cross-section versus proton energy for both 45 nm
and 65 nm SOI SRAMs [14].

upsets can be attributed to nuclear reaction events. In this energy range, the SEU

cross-section remains relatively constant. As the incident proton energy is reduced

(<5 MeV) the measured upset cross-section begins to increase, corresponding to pro-

tons with sufficient LET to upset the device under test. Incident proton energies

between 1–4 MeV correspond to a “plateau” in the measured upset cross-section. In

this region, the upset cross-section is two orders of magnitude higher than the high-

energy proton cross-section and corresponds to a region where most of the incident

protons are near their end of range. Decreasing the incident proton energy further

results in a reduced SEU cross section. This is due to a corresponding reduction in
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the range of incident protons and prevents them from transporting into the sensi-

tive region of the device with sufficient energy to impact the SRAM cells’ nominal

operation.

Multiple supply voltage conditions were used for SRAMs fabricated in the 45 nm

and 65 nm technology node and are shown in Figure 2.16. The sensitivity of SRAMs

to low-energy protons was first observed under reduced bias conditions at high an-

gle of incidence [81]. Further study showed sensitivity of 45 nm SRAMs at normal

incidence and under nominal bias conditions [1, 14]. A plot showing the SEU cross-

section dependence on applied bias, in arbitrary units, can be seen in Figure 2.17

for 1 and 1.5 MeV protons (also more energetic alpha particles are shown). A gen-

tle gradient can be observed in the SEU cross-section for low-energy protons (the

curve corresponding to 1 MeV protons) as a function of applied bias. Recalling the

discussion regarding Equation 2.9, the critical charge of elementary 6T-SRAM cell

should depend on the supply voltage [73–75]. In Figure 2.17, the bias dependence

manifests as a increase in the normalized failure rate for decreasing supply voltage

on the device. The SEU cross-section bias dependence is consistent with previous

studies by Buehler [73] and Barak [75, 76] that show a dependence on both incident

ion LET and supply voltage for SRAMs in several different technology generations.

Heidel and Rodbell both reported the critical charge for SRAMs fabricated in the

65 nm SOI technology node to have a critical charge between 0.21 fC and 0.27 fC

[1,81]. The values of critical charge from [1,81] are consistent with the estimations for

SRAMs in the 65 nm technology node made by Sierawski and shown in Figure 2.14.

Interestingly, the reported values of critical charge correspond to 1300-1700 collected

electrons. The observation of effects from low-energy protons signifies a noteworthy

shift in the sensitivity SRAMs fabricated in sub-65 nm technology nodes.

The primary impact of these results is the device response to the space radiation
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Figure 2.17 Plot of the SRAM SEU cross-section (in arbitrary units) as a
function of voltage for 5.0 MeV and 7.0 MeV alpha particles and for 1.0 MeV
and 1.5 MeV protons [1].

environment, where energy loss through spacecraft shielding can shift the differential

flux spectrum of protons towards lower energies, so that direct ionization effects

begin to contribute to the SEU cross-section and error rates [15]. Nuclear reactions

involving more energetic protons and/or the heavy ions from the galactic cosmic

ray environment also result in the generation of large numbers of protons [1]. The

contribution of low-energy protons also extends to the terrestrial environment where

neutron-induced spallation reactions produce a substantial number of low energy

protons [1].
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2.3.3 Muon-Induced SEUs

Wallmark and Marcus performed a preliminary analysis of the fundamental limita-

tions of microelectronics and highlighted ionizing radiation particles, chief amongst

these were muons and electrons in the terrestrial environment, as the principal factors

that would impact the continued reliable scaling of semiconductor devices and tech-

nology [22]. Additional analysis regarding error rates and the sensitivity of SRAMs

was performed by Ziegler et al. The results of that work suggested that the continued

scaling of CMOS memory would result in a substantial increase in the sensitivity

of SRAMs to ionizing radiation with continued device scaling and result in a large

soft-error rate for the space and terrestrial radiation environments [82].

As described in the previous section, research has shown commercial SRAMs are

vulnerable to low-energy proton-induced SEUs due to the relatively small critical

charge required to cause an error in modern SRAMs. This revelation has changed the

way the radiation effects and reliability community view lightly ionizing radiation.

Contributions of low-energy protons to upset cross-sections, as discussed previously,

were traditionally ignored. They are now being considered as a real and significant

reliability concern. For many years, the presence of atmospheric neutrons and alpha

particles (the result of packaging impurities) represented the primary sources of soft

errors at the terrestrial level. Muons, the most abundant species at the terrestrial

level, have recently been shown to induce SEU in sub-65 nm SRAMs [2,16,21].

Like protons, muons are singly-charged particles with a mass roughly 200 times

that of the electron mass. Figure 2.18 shows the stopping power, or mass stopping

power, the rate of energy loss per unit path length, for a variety of particle species.

The curves for protons and muons are similar having a comparable magnitude. The

difference in the stopping power curves is due to the lower mass of the muon when
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Figure 2.18 Mass stopping power extracted from Geant4 for protons, pions,
muons, and positrons in silicon. Alpha particle stopping power shown for
reference [16].

compared to that of protons. This parallel indicates that the energy deposition from

stopping muons would be comparable to that of low-energy protons. By induction,

muons could therefore contribute to the soft error rate, particularly in the terrestrial

environment, of SRAMs that exhibit sensitivity to low-energy protons.

Sierawski et al. demonstrated that stopping muons were indeed capable of upset-

ting SRAMs fabricated in the 65 nm technology under reduced bias conditions [2].

Figure 2.19 plots the muon-induced upset cross-section as a function of incident muon

energy. The characteristics of Figure 2.19 are quite similar to low-energy proton SEU

cross-sections. There is a flat region corresponding to higher energy muons and as the

incident muon energy is reduced there is an abrupt increase in the SEU cross-section.
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Further reductions in incident muon energy result in particles with insufficient range

to reach the sensitive region of the SRAM. Consequently, the lowest energy muons

do not contribute to the upset cross-section.

Figure 2.20 shows the SEU response of a 65 nm SRAM as a function of supply

voltage for incident muons with average energy of approximately 400 keV. For a

nominal supply voltage of 1.2 V, few errors are observed. As the applied bias is

reduced, there is a corresponding increase in the number of muon-induced upsets.

As discussed regarding Equation 2.9 and the bias dependence of low-energy protons

in Section 2.3.2, reduction in supply voltage results in a corresponding reduction in

critical charge. Consequently, reduction in critical charge with decreasing supply

voltage makes the SRAM test chip vulnerable to a wider range of incident muon

energies, which explains the bias dependence shown in Figure 2.20.

The impact of muon-induced SEUs parallels that of effects due to low-energy

protons. The contribution of each has traditionally been considered negligible to the

overall SEU cross-section and/or SER of modern SRAMs and has only recently been

observed to contribute to error rates. Ultimately, the observation of upsets due to low-

energy protons and muons signal that commercial SRAM components are becoming

increasingly sensitive to effects from a wider range of ionizing particle species. The

main goal of this dissertation is to expand on the observation of upsets due to lightly

ionizing, singly-charged particles (low-energy protons and muons) and investigate

whether SRAMs fabricated in modern, sub-65 nm technology nodes exhibit SEU

sensitivity to ionization from energetic electrons.

2.3.4 SRAM Cell Imprinting

CMOS devices exposed to ionizing radiation can experience threshold voltage shifts

and decreased carrier mobility as a result of accumulated dose in oxides and the
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Figure 2.19 Simulated muon kinetic energy distributions, as seen at the
front of the part, corresponding to experimental momenta including upstream
energy losses and straggling (bottom). Error counts for 65 nm, 45 nm, and
40 nm SRAMs versus estimated muon kinetic energy at 1.0 V bias (top).
Dashed horizontal line represents an approximate muon-induced SEU cross
section for reference [2].
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Figure 2.20 Error counts for 65 nm SRAM versus supply voltage for ap-
proximately 400 keV muons produced by 21 MeV/c momentum selection.
Dashed horizontal line represents an approximate muon-induced SEU cross
section for reference [2].
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formation of interface traps [83–86]. The severity of radiation-induced degradation

in devices is a complicated interaction dependent on the bias conditions during and

after exposure. Because the drive strength of n-channel MOSFETs is much higher

than p-channel devices, the total-ionizing dose (TID) response of CMOS SRAMs

depends strongly on parametric shifts in the nMOSFET device elements [87, 88].

While process hardening efforts may improve the circuits tolerance to TID, designs

may still experience functional failure due to speed and timing degradation [88,89].

Radiation-induced threshold voltage shifts in the nMOSFET elements of CMOS

SRAMs were initially reported to cause an imbalance in device turn-on voltages [90].

The data state of an SRAM establishes bias conditions for the transistor elements

of the cross-coupled inverter when exposed to a source of ionizing radiation. The

resulting cell imbalance of nMOSFET threshold voltages causes in an asymmetry in

switching voltage and SNM that is dependent on the stored data state of the cell.

Fleetwood et al. published a study seeking to quantify the “worst-case” SRAM radia-

tion response by evaluating common bias combinations for the transistors comprising

an SRAM cell. In [88], the bias conditions are evaluated to a total dose of 1 Mrad(Si)

and the results can be seen in Figure 2.21. During irradiation the initial threshold

voltage shift, for both the “on” and “off” conditions, is negative, consistent with

the build-up of charge in the gate oxide region [83, 84]. For consistency, the 1 state

of the SRAM cell is defined to be when Q is low, that is when the transistor M3

of Figure 2.9 is “on”. Figure 2.21 indicates that the devices irradiated in the “off”

state experience a larger threshold voltage shift than those irradiated in the “on”

state. Additional exposure of the n-channel devices shows a rebound effect, which is

attributed to the accumulation of interface traps that begin to dominate the device

response [84,85]. Figure 2.21 shows that the accumulation of interface traps continues

even after irradiation, resulting in large, positive threshold voltage shifts for each bias
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Figure 2.21 ∆Vth versus time, for n-channel transistors irradiated to
1.0 Mrad(Si) and annealed at 25◦C [88].

condition.

The threshold voltage imbalance, Vimb, induced by bias conditions during irradi-

ation can be quantified as

Vimb = VTM1 − VTM3 (2.10)

where VTM1 is the nMOSFET transistor with the largest threshold voltage after irra-

diation and VTM3 has the less positive threshold voltage. As defined in Equation 2.10,

a positive value of Vimb implies a preferred 1 state for the SRAM cell. Conversely, a

negative value of Vimb implies a preferred 0 state for the cell.

A plot of threshold voltage imbalance versus irradiation and annealing time from

[88] can be seen in Figure 2.22 for conditions where the cell is initially in a 1 state
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Figure 2.22 SRAM cell imbalance versus radiation and anneal time, based
on the data of Figure 2.21.

during irradiation and the cell state is either retained, rewritten, or power is removed

from the cell during annealing. Initial reports indicated that the SRAM cell was

“imprinted” and the preferred state exclusively became that which it was irradiated

under, however, Figure 2.22 shows an initial preference for the 0 state when the

programmed pattern was the 1 state. The preferred state of the SRAM therefore

depends on bias conditions during irradiation and total dose accumulated [88]. Cells

irradiated in the 1 state and annealed in the 0 state show the strongest preference for

the 1 device state. These bias conditions correspond to the largest positive threshold

voltage shift in M1 and the least positive threshold voltage shift in M3, as shown in

Figure 2.21. These conditions result in the largest speed and timing penalty, as well
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as the largest SRAM cell imbalance and are considered the “worst-case” conditions

for TID in SRAMs.

The speed, timing degradation, and SRAM cell imbalances described above con-

tribute to increased leakage current and functional failure of the SRAM cell. Aggres-

sive scaling of CMOS features size has resulted in a decrease in gate oxide thickness.

The magnitude of threshold voltage shifts observed in more modern technology nodes

has reduced relative to nominal supply voltage. For a highly optimized process, even

small changes in operating points can be a significant issue. In this case however,

scaling has improved commercial CMOS tolerance to TID [89, 91]. Investigations by

Felix and Yao have studied TID effects on more recent commercial CMOS SRAMs

and conclude that below 90 nm SRAMs are resistant to “pattern imprinting” ef-

fects [89, 92, 93]. Along those lines, functional device failure at the 130 nm node did

not typically occur until 200-400 krad(SiO2) of dose accumulated within the device.

The failure mechanism was no longer reported to be threshold voltage shifts and

mobility degradation, but increased sidewall leakage at the shallow trench isolation

(STI)–silicon interface, an issue that has become increasingly problematic for current-

generation technology nodes [89, 91]. Accumulation of charge in the STI activates a

parasitic sidewall transistor along the edge of the device acting as a constant bias con-

dition that may deplete or, given sufficient dose, invert nearby active silicon resulting

in a static increase in leakage current. The impact of charge build up in STI on tran-

sistor I-V characteristics is shown in Figure 2.23. It is important to note the lack of

threshold voltage shift in Figure 2.23, instead a semi-static leakage increase is seen in

the “off” region of the n-channel device, swamping the device response at high dose

and reducing the on/off current ratio by many orders of magnitude. This is problem-

atic for present-generation technology nodes because increased leakage currents can

interfere with proper pre-charging and signal development on bit-lines [92].
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Figure 2.23 Impact of STI radiation damage on the current-voltage char-
acteristics of nMOSFET fabricated in TSMC 0.18 µm CMOS [91]

As a consequence of degraded speed, timing, threshold voltage imbalances, and

increased leakage, irradiated SRAMs exhibit reduced SNMs and have been reported

to have increased sensitivity to SEU from heavy-ion and transient irradiation [88,89,

92, 94, 95]. In [92], the 90 nm technology node did not exhibit a significant increase

in supply current until approximately 300 krad(Si). This is also the point at which

“imprinting” began to become significant across the entire test chip. Despite a dra-

matic increase in supply current, the devices were reported to remain functional while

maintaining the programmed state to a total dose of 1 Mrad(Si).

Yao et al. used Monte Carlo simulations to infer the change in inverter transfer
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Figure 2.24 Worst-case Monte Carlo derived read SNM pre- and post-
irradiation. The thin blue and dashed green lines show the post-irradiation
SNM, while the thick red lines show the pre-irradiation response. The worst-
case, i.e., the smallest box that fits within the “eyes” is improved after irra-
diation [92].
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(a)

(b)

Figure 2.25 Pre-irradiation SRAM cell trip points measured driving the BL
and BL, shown in (a). BLND and BLND are normal distribution curves for
the SRAM DC switch point. In (b), measured SRAM cell node trip points
after irradiation to 1.5 Mrad(Si). The BL trip points are shifted up, i.e., the
write margin is increased (easier write) and the BL write margin is reduced
(it becomes more difficult to write). After [92].
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characteristics as a result of TID in a 90 nm technology node, which can be seen in

Figure 2.24. The thin blue and dashed green lines show the post-irradiation SNM,

while the thick red lines show the pre-irradiation response. The worst-case, i.e., the

smallest box that fits within the “eyes” is improved after irradiation. The trans-

fer characteristics shown in Figure 2.24 are drastically different from the symmetric

response discussed previously regarding the 22 nm node and shown in Figure 2.10.

Figure 2.25 shows the pre- and post-irradiation SRAM cell switching points for the

bit-line and bit-line complement. The pre-irradiation data show a symmetric, bal-

anced cell response, indicating that neither cell state is preferred by the SRAM cell.

After exposure to 1.5 Mrad(Si) the characteristics shift forcing the cell into an asym-

metric state where the BL is easier to write than the BL. Within some margin this

constitutes functional SRAM cell failure, where it becomes nearly impossible, or at

least exceedingly difficult, to read or write an SRAM cell and maintain valid data in

the standby mode.

2.3.5 Impact of Transient Radiation on SRAMs

When semiconductor materials are exposed to high-intensity, penetrating radiation,

such as X-rays or γ-rays, e-h pairs are generated that may be collected and contribute

to the cumulative photocurrent. Photocurrents arise from high-flux irradiation con-

ditions, such as those obtained from flash X-ray and pulsed reactor sources, and are

“global” currents resulting from irradiation across an entire chip. Because generated

photocurrents are “global”, every device on a common substrate contributes to the

collection of generated e-h pairs during irradiation.

In 1964, Wirth and Rogers developed a mathematical model based on the con-

tinuity and diffusion equations that describes the transient currents generated as a

result of high-intensity irradiation [96]. The model presented by Wirth and Rogers
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was refined and applied to the case of bipolar transistors by Long et al. in [97], which

accounted for differences in diffusion length and carrier lifetimes associated with an

epitaxial layer on a highly doped substrate. The conditions evaluated in [97] are

analogous to the case of SRAM cell well junction photocurrents when exposed to a

transient radiation environment.

Massengill et al. applied the models and analysis presented in [97] to the case

of transient radiation upsets in CMOS SRAMs in [98–100]. Figure 2.26 plots the

photocurrent produced at the drain nodes and p-well within an SRAM cell resulting

from transient irradiation corresponding to a dose-rate of 5 Grad(Si)/sec. The largest

photocurrents correspond to the p-well contact in both the bulk (2.26(a)) and epi-

taxial (2.26(b)) cases. These photocurrents, which occur in every device across the

entire chip, contribute to a non-negligible increase in power supply current.

Figure 2.26 shows that errors occuring in a single SRAM cell are unlikely to be a

local effect, since the magnitude of transients corresponding to the drain nodes within

the SRAM cell are smaller than the well photocurrent. Instead, the onset of upsets

resulting from transient irradiation of an SRAM test chip are related to the collective

photocurrent of each well contact on the test chip [98]. This is due to the finite

resistance of metal interconnects, the resulting photocurrents cause a voltage drop in

VDD and an increase in VSS across the entire test chip. The resulting decrease in rail

voltage (VDD-VSS) results in a higher than expected SRAM sensitivity to errors during

transient irradiation [98]. An example of the equivalent circuit diagram of an SRAM

cell including interconnect resistances for VDD and VSS is shown in Figure 2.27. The

resistances shown in parallel are labeled RDDV and RSSV corresponding to the finite

resistance drop between individual SRAM cells on the high and low voltage rails,

respectively. Because the highest photocurrents are associated with charge collection

on the p-well node of an SRAM cell, the largest change in supply voltage occurs for
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(a)

(b)

Figure 2.26 Photocurrent waveforms, at a dose rate of 5×109 rad(Si)/sec
for the (a) bulk and (b) epi cases [98].
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Figure 2.27 Schematic representation of the power distribution with the
SRAM cells shown as “black boxes” [98].

56



SRAM cells furthest from the VSS supply lines [98–100].

Ultimately, it is the SRAM cells furthest from the VSS supply lines that are most

sensitive under transient irradiation conditions. This can be seen in Figure 2.28 where

the lower left corner of the presented bit-map corresponds to SRAM bit locations fur-

therest from the the VSS supply line. The SRAM test chips were exposed to dose-rates

of 1.02×109, 1.08×109, and 1.16×109 rad(Si)/sec. The increased density of bit-errors

near the lower-left corner of the test chip indicates that railspan collapse is the dom-

inant mechanism contributing to upsets under these experimental conditions. It is

important to note that the dose-rates used in transient radiation experiments (on the

order of Grad(Si)/sec) are extremely high and do not represent typical dose-rates in

either the space radiation or terrestrial environments (outside of the specific envi-

ronments mentioned previously). The signature of errors corresponding to railspan

collapse, clusters of errors far from the VSS supply line, is useful for identifying the

physical mechanism contributing to errors in SRAM experiments.

2.4 Radiation Environments

Understanding the sources of ionizing radiation and modeling fluctuations in the

concentration and flux of particle species is essential for accurately predicting error

rates in modern electronics in the space radiation environment. Table 2.1 shows

some important characteristics for the predominant particle species present in some

of the common space radiation environments. Each of these environments has unique

signature in terms of the species, the energy, and the flux of those particles present.

Consequently, the presence of radiation in each environment has specific implications

for electronics unique to those environments. The CREME96 [101] and CRÈME-MC

[102,103] codes exist as a means to provide critical information regarding the effects of

the environment shown in Table 2.1 on the electronics. The use of these codes provides
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Figure 2.28 Upset bit-map with no pre-test total dose for (a)
1.02×109,(b)1.08×109 and (c)1.16×109 rad(Si)/sec.
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a rudimentary framework for evaluating the potential risk of flying certain types of

microelectronics in the different environments. The following section addresses the

particle species present in each environment and their impact on electronic systems.

Table 2.1 Particle Radiations in Near-Earth Orbit and Some Properties [4]

Radiation
Maximum

Energy
Maximum Flux

Radiation

Effects

Shielding

Effectiveness

Earth

Trapped

Protons

500 MeV 105 cm−2 s−1 TID, DD, SEE Moderate

Earth

Trapped

Electrons

10 MeV 106 cm−2 s−1 TID, DD, ESD High

Jovian

Trapped

Electrons

100 MeV 109 cm−2 s−1 TID, DD, ESD High

Galactic

Cosmic

Rays

1011 GeV 10 cm−2 s−1 SEE Low

Solar

Particle

Events

10 GeV/n 105 cm−2 s−1 TID, DD, SEE Moderate

2.4.1 Solar Particle Environment

Solar-particle events result in the ejection of large quantity of relatively low energy

charged emitted from the sun into interplanetary space. There are two types of
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solar particle events: solar flares and coronal mass ejections (CME), each of which

have distinct signatures and release energetic particles. Solar flares occur when the

localized energy storage in the coronal magnetic field becomes too great and causes a

burst of energy to be released [4]. The release of energy accelerates charged particles

away from the sun into space. Such events tend to last for hours and emit a large

measure of charged particles. The particle species present are electron rich, though

protons and helium ions are also present in solar flares [104]. A CME is a release

of plasma, consisting of free electrons and ions, the shock wave accelerates particles

outward into interplanetary space. CMEs tend to be proton rich and last for several

days. The dominant interaction mechanisms of electronics with particles in the solar

particle environment are TID, displacement damage, and SEEs. Of the two types of

solar particle events, CMEs are responsible for major disruptions in interplanetary

space and large scale geomagnetic disturbances on earth that can in turn result in

disruption of communications and electronics.

All naturally-occuring elements are present in solar particle events at some de-

tectable level of concentration, although they consist primarily (> 99.9%) of solar

protons, helium, and electrons. Despite the small composition the presence of heavy

ions in the solar particle environment is a non-negligible population of particle species,

particularly when evaluating the impact of radiation on electronics. Solar particle

events have been observed to vary over time with predictable intervals where activity

levels are at a minimum and maximum. A plot of daily solar proton fluence can

be seen in Figure 2.29. The CREME96 models were adapted to account for varia-

tions in solar activity and provide accurate representation of particle fluxes present

in the near-earth environment. Figure 2.30 shows the particle flux spectra from

CREME96 for a geosynchronous orbit during “worst-day” conditions with 100 mils

of aluminum shielding [101]. Particle energies in solar flares and CME events may
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Figure 2.29 Daily fluences of > 0.88 MeV protons due to solar particle
events between approximately 1974 and 2002 [104].

approach 1 GeV/u with peak fluxes higher than 105 cm−2 s−1.

2.4.2 Galactic Cosmic Rays

Galactic cosmic rays (GCR) are high-energy particles, primarily hadrons, that origi-

nate from outside our solar system. These energetic, charged particles are stripped of

electrons by the interstellar medium and accelerated to high energies. The primary

concern for microelectronic systems exposed to the GCR environment are SEEs.

A basic description of the GCR environment is given in Table 2.1. All naturally

occurring elements are present in the GCR environment up to uranium. The particle

spectrum is represented by approximately 90% protons, 9% helium, while heavier

elements from lithium through iron and nickel make up the remaining 1% of particle
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Figure 2.30 The particle flux spectra computed by CREME96 for a Near-
Earth Interplanetary or Geosynchronous orbit during the worst day scenario
with 100 mils of aluminum shielding. Common species shown, all others
omitted [21].

species. A large decrease in abundance occurs for atomic numbers higher than iron,

this feature of the GCR spectrum is known as the “iron knee”. The relative abundance

of elements through Z=28 is shown in Figure 2.31.

The local interstellar medium is a relativity constant, isotropic flux at the helio-

sphere boundary. The presence of a magnetic field from the sun impedes the flux of

low-energy (<20 MeV/u) particles in the GCR spectrum entering the solar system.

Additionally, the solar wind modulates the flux of particles from the GCR in regions

of interplanetary space. Consequently, increased solar activity levels result in a lower

flux of particles emanating from the GCR environment and lower solar activity levels

result in an increase in the GCR flux in interplanetary space [105,106]. The impact of

solar activity on the differential energy spectra of common elements in the GCR envi-
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Figure 2.31 Abundances of particles species in the GCR spectrum up
through Z = 28 [104].
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Figure 2.32 GCR energy spectra for protons, helium, oxygen and iron dur-
ing solar maximum and solar minimum conditions [107].

ronment is shown in Figure 2.32. Together, the combination of solar particles and the

GCR environment make up the interplanetary radiation environment. The region of

consideration for particles originating from these sources ranges from geosynchronous

orbits to the free space between planetary systems.

The CREME96 and CRÈME-MC tools represent efforts attempting to provide a

reliable framework for analyzing the susceptibility of modern electronics to particles

from the GCR environment. These codes provide a consistent metric for analyzing

the flux and LET of particles exposed to the GCR environment and provide a means

of analysis for estimating error/event rates.
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2.4.3 Trapped Particle Environments

Energetic charged particles are captured by and present around planets with sig-

nificant magnetic fields. Orbiting satellites, manned, and robotic space exploration

missions encounter the trapped particle environment for the extent of the mission

lifetime. The near-Earth radiation environment is of primary importance for orbit-

ing communications, weather, GPS, defense, and scientific satellites. The near-Earth

environment also has significance due to the presence of the international space sta-

tion where mission criteria must also consider the biological and electronic impact of

radiation on systems and the human presence on the ISS.

The Jovian environment is of interest to scientists and researchers interested in

looking at geological processes on several of the moons. To date, NASA has planned

several future missions that send remote sensing satellite probes to the Jovian envi-

ronment to investigate its moons, Io and Europa, in addition to studies of Jupiter

itself. The trapped particle environment around Jupiter is difficult from a mission

reliability perspective due to the presence of high-flux, high-energy charged particles

trapped in the planet’s magnetosphere.

The following discussion focuses on the near-Earth environment and Jovian envi-

ronment.

Earth Radiation Belts

The Earth’s magnetic field acts as a barrier to electromagnetic radiation but also acts

to trap charged particles in stable orbits around the planet. The regions where charged

particles can be found around the planet are known as radiation belts. The particles

populating the radiation fields surrounding the Earth originate from solar particle

events and the GCR environment, although for some time a high altitude nuclear
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weapons test referred to as operation Starfish Prime did introduce and modify the

particle species and structure of the radiation belts. The discovery of the radiation

belts surrounding Earth is credited to Van Allen who performed the initial analysis

of data identifying the particle populations and mapping their intensities [108]. Since

their discovery, additional studies of the trapped particle environments surrounding

Earth have been performed, identifying the particle species present, flux, and variation

in particle population based on solar and military activities [109,110]. The initial AE-

8 and AP-8 models allowed designers to account for TID, SEE, DD, and ESD effects.

As electronics have become increasingly sensitive to ionizing particle events employing

the use of the AE-8 and AP-8 models has also increased in difficulty. Efforts continue

to refine the trapped particle environment models to account for sources of error

and uncertainty and much progress has been made for the AE-9 and AP-9 models

[3, 4, 111].

A basic description of common particles found in the trapped particle environment

can be seen in Table 2.1. Trapped electrons, protons, and alpha particles are the

majority particle populations, making up greater than 99.9% of particle species [104].

These particles are separated into two regions, an inner and outer radiation belt,

with a “lower” flux slot region between. Contour plots of the particle populations for

electrons and protons can be seen in Figures 2.33 and 2.34, respectively.

Trapped electrons around the Earth vary in energy from 10 keV to 10 MeV and

are associated with TID, DD, and ESD/charging effects in electronic systems. The

differential flux of electrons as a function of time is shown in Figure 2.35. Figure 2.35

shows that for low-energy electrons (<1 MeV) electron flux at geostationary orbits

have been relatively constant over time and do not vary significantly with solar activ-

ity. This is not the case for high-energy(>1 MeV) electrons, which vary as a function

of time and solar activity. Trapped electrons and protons exhibit two high-flux re-
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Figure 2.33 The electron population with energies > 1 MeV as predicted
by the AE-8 model for solar maximum conditions [104].

gions, an inner and outer radiation belt, separated by a low flux slot region. The

inner radiation belts, for both electrons and protons, remain relatively stable and do

not vary with increased solar activity. These inner regions contain the low to interme-

diate energy spectrum of electrons and protons. This is not true for the slot regions,

where variation in solar activity may modulate the flux of particles by several orders

of magnitude hour to hour and day to day. The outer radiation belts exhibit a more

significant dependence on solar activity varying in both energy and flux by several

orders of magnitude day to day.

Shielding has been used to great effect for electron environments near earth and

in interplanetary space. Only electrons with energy greater than 1 MeV are capable

of transporting through 100 mils of aluminum and interacting with microelectronic
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Figure 2.34 The trapped proton population with energies > 10 MeV as
predicted by the AP-8 model for solar maximum conditions [104].

systems. In geostationary orbits, 100 mils of aluminum shielding provides complete

protection for electronic systems against TID and DD as little of the trapped electron

environment is capable of transporting through the shielding and impacting nominal

system operation.

Jovian Electron Environment

Similar to that of Earth, Jupiter also exhibits a strong magnetic field surrounding

the planet and has stable charged particle populations. The energy associated with

trapped electrons surrounding Jupiter is much greater than that of Earth [113, 114].

The Jovian electron environment has been well studied by the galileo interim ra-

diation electron (GIRE) model published by NASA–JPL [113]. Additional efforts

have extended the original GIRE model to a maximum energy of several hundred
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Figure 2.35 Time and energy dependence of the mean electron flux at geo-
stationary altitudes over about 2.5 solar cycles [112].

MeV and a maximum radius of 50 Jovian radii [115,116]. The current version of the

model, denoted as GIRE2, describes the omnidirectional flux of energetic electrons in

the Jovian equatorial plane at distances large enough to extrapolate information for

planned NASA missions to study the Jovian moons.

The differential flux spectrum as a function of distance, given in Jovian radii, is

shown in Figure 2.36 with line plots indicating the flux of electrons of a given energy.

The energy spectrum of trapped electrons in the Jovian environment ranges from ap-

proximately 10 keV to 100 MeV. Similar to the trapped electron environment around

Earth, there is significant variation in the estimated electron flux for high-energy

(>10 MeV) with increasing distance. Differences in the inner and outer radiation
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Figure 2.36 Line plots of the differential electron fluxes as predicted by the
inner region GIRE and GIRE2 models [114].

belts are due to distinct characteristics of the magnetic field surrounding Jupiter and

are influenced by fluctuations in solar activity [114]. Differential flux spectrum for

electrons in the Jovian and Europa environment phase of the Juno spacecraft mission

to the Jupiter planetary system can be seen in Figure 2.37. In the different phases

of the Juno spacecraft tour of the Jupiter planetary system, onboard electronics are

exposed to a range of highly-energetic, high-flux electrons. The 120 day tour of Eu-

ropa alone results in a significant increase in the flux of electrons with energy higher

than 20 MeV, which may have a significant impact on SEU event rates. The use

of 100 mils of aluminum shielding may provide protection for spacecraft electronic

systems for the high flux of electrons below 1 MeV. However, the flux of high-energy

electrons is a potential serious threat for mission reliability.
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Figure 2.37 Differential flux spectrum for electrons in the Jovian and Europa
environment phase of the Juno spacecraft mission to the Jupiter planetary
system.

2.5 Ionizing Particle Track Structure

Work by Kobetich [117] and Katz [118] provided early understanding of ionization

track structure in matter by modeling the range and stopping power of δ-rays. The

Katz model represents the average energy deposited within a volume as a function of

radial distance from an ion trajectory [117–120]. Energy deposition occurs in regions

surrounding an incident ion trajectory due to the scattering of δ-rays, which results

in spatially non-uniform, highly-localized energy deposition events.

In [119], Zhang formulates an analytical expression of the dose deposited in the
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Katz model as a function of radial distance t,

D(t) =
Ne4Z∗2

αmec2β2t

(1− t−θ
T+θ

)1/α

T + θ
(2.11)

where N is the electron density, e is elementary charge, me is the electron mass, Z∗

is the effective charge state of the incident particle with relative velocity β, c is the

speed of light in vacuum, T is the range of δ-rays with energy W , θ is the range

of δ-rays with kinetic energy equal to the ionization potential I, and α is a fitting

parameter as defined in [32,119,120].

Figure 2.38 shows the radial dose profile in emulsion for several incident ion en-

ergies [117, 118, 121]. The radial extension of the ionization track structure depends

on the energy of the incident ion due to the kinematics of δ-ray generation and their

range. For small values of incident ion energy, Figure 2.38 shows the radial dose

deposited is larger near the core of the ion track. As β increases, Figure 2.38 shows

that the dose near the ion track core decreases, while the corresponding maximum

radial distance energy is deposited increases.

The kinematics of δ-ray generation limit the maximum energy transferable in a

collision between an incident ion and a single electron. This limitation on energy

transfer restricts a δ-ray’s transport range within the target material. The expression

for maximum energy transfer, W , is given by

W = 2mec
2γ2β2 (2.12)

where me is the rest mass of an electron, c is the speed of light, β is the relative

velocity of the incident ion, and γ is the Lorentz factor (defined as (1 − β2)−1/2).

Equation (2.12) is valid for the case γme/Mion � 1, where Mion is the mass of the

incident ion. Equation (2.12) scales monotonically with incident ion energy; this

implies that for high-energy particles, generated δ-rays may transport far from their
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Figure 2.38 The spatial distribution of ionization energy in emulsion for
incident particles with differing relative velocity [117, 118, 121]. These cal-
culations, based on Katz theory, describe the average dose deposited as a
function of radial distance, t, from the incident ion track.
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point of generation. As the incident ion loses energy, the track radius decreases,

forming a conical shape as a function of distance into the target material [30].

In 1988, Stapor et al. described how two particles with similar LETs would have

differing charge generation profiles, and therefore the possibility for differing SEU

responses [30]. In Figure 2.39, e-h pair density is plotted as a function of radial

distance from the ion trajectory at a depth of 1 µm in silicon. Figure 2.39 illustrates

the difference in the resulting charge generation profiles for two ions with similar LETs

but differing energies [30]. While the LET of a 25 MeV and 395 MeV Cu ion is the

same, the resulting charge generation profiles differ, with the less energetic particle

having a dense charge generation region around the core of the ion trajectory, and the

more energetic ion having a greater radial extension from the incident ion trajectory.

As the incident particle loses energy, the maximum energy of generated δ-rays also

decreases, causing the ion track radius to decrease with increasing penetration depth

into the material.

In 1992, Xapsos [122] outlined a statistical framework for the application of LET

to microelectronics that considered the track structure of an incident ion. This es-

tablished a metric for determining the validity of LET for technology nodes with

well-established sensitive volume geometries. Dodd et al. [33] published measure-

ments six years later showing the LET metric was sufficient to characterize CMOS

technology nodes larger than 250 nm. In [33], Dodd demonstrated that for older

technology nodes that exhibit a critical charge greater than 10 fC the LET of the

primary particle is sufficient to predict the device- and circuit-level response.

More recently, interest has reemerged in evaluating the potential contribution of

electrons and δ-rays to the SEU response of modern technology nodes. Murat et al.

evaluated technology nodes with feature sizes less than 0.5 µm, determining that the

energy of the incident ion does contribute to the SEU response [123]. Later, King
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Figure 2.39 Calculated e-h pair density generation is shown as a function
of radial distance from the ion track at a depth of 1 µm within a volume of
silicon for (a) 395 MeV Cu and (b) 25 MeV Cu [30].
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et al. demonstrated the potential for contributions to the SEU cross section from

individual δ-rays depositing energy within the sensitive volume of a 22 nm SRAM

[9]. Raine et al. published several papers utilizing the Katz model to evaluate energy

deposition contributions from δ-rays in a single ionizing particle event to the SEU rate.

These studies concluded that the ionization profile of heavy ions does not contribute

to multiple-bit upsets in the 32 nm SOI technology node [7]. However, it has been

shown that while the average energy deposition profile is modeled well by the Katz

model, variation between the average and individual δ-ray energy deposition events

can be quite significant [10].

(a) (b)

Figure 2.40 2.40(a) Cross-sectional TEM image showing thin composite
oxide-nitride spacer on 25 nm wide gate at 90 nm pitch. 2.40(b) Top-down
SEM image of the 0.1 µm2 6T-SRAM cell after STI fill and gate-first metal
gate patterning, with cell dimensions of 0.18 µm and 0.554 µm. After [53].

The track radius of ionizing radiation events is large compared to the spacing

of adjacent transistors and pitch of neighboring SRAM cells in a 22 nm technology

node, shown in Figure 2.40. This implies that modern technology nodes have scaled

to a point where δ-ray energy deposition events may be of sufficient magnitude and
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interact frequently enough to become a reliability concern. This leads to the potential

for contributions to the single- and multiple-bit upset event rate from the primary

ion and δ-rays generated in ionizing particle events. Consequently, for technologies

that exhibit critical charges lower than 0.2 fC, the role of δ-rays must be reconsidered

when evaluating the SEU response of SRAM fabricated in these technology nodes

[9, 10]. It is therefore necessary to have a thorough understanding of the effects of

δ-rays on these devices in order to understand the SEU response of SRAMs fabricated

in technology nodes that exhibit small critical charge. These issues are discussed in

detail in Chapter 4.3, which focuses on the impact of incident ion species, energy,

mass, and the implications of δ-rays interactions on the SEU response of current- and

next-generation technology nodes.
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Chapter 3

Experimental Investigation of Electron-Induced

SEUs

This chapter presents experimental methods for in situ X-ray irradiation and SEU

measurements as a technique for investigating electron-induced SEUs in SRAMs. Ex-

tensive parametric and functionality testing of SRAM test chips fabricated in 28 nm

and 45 nm bulk silicon technology was performed to determine the range of opera-

tional stability. SRAM test chips were shown to be stable and hold valid data over

a wide range of supply voltage conditions. Test boards were designed and integrated

to allow independent, simultaneous control of the SRAM test chips and power supply

conditions during the experiment. Test chips were exposed to a source of energetic

X-rays from an ARACOR 4100 X-ray irradiator. SRAMs were programmed into ei-

ther an all zero (0000 ), all one (1111 ), checkerboard (1010 ), or reverse checkerboard

(0101 ) pattern during irradiation. Once exposure of the SRAM test chip to X-rays

was complete, the final state of the data pattern was read back and compared to the

initial, programmed, state. The data pattern and address location of any errors was

logged and recorded for further analysis. Section 3.1 discusses the relevant experi-

mental setup and methods. Section 3.2 provides a full discussion of the experimental

results and analyzes critical experimental parameters. Section 3.3 compares the sup-

ply voltage dependence of X-ray SEU probabilities to similar data obtained in muon

and low-energy proton irradiations.
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3.1 Experimental Setup and Methods

A diagram of the experimental setup used to investigate electron-induced SEUs using

an X-ray source is shown in Figure 3.1. An automated test system was developed to

allow independent control of two Keithley 2410 SourceMeters® for the SRAM test

chip and SRAM test board through a GPIB/LAN gateway while sending control com-

mands to the SRAM test board through a USB connection. This configuration allows

remote control of the SRAM supply voltage and allows the power supply current to

be monitored while performing parametric testing of the SRAM test chip.

Laptop  
automated 

control software 

LAN / GPIB 
gateway 

 
Agilent E5810 

SRAM test chip 
 
 
 

X-ray source 
 
 

ARACOR 

Power supply 
 
 

Keithley 2410 

Power supply 
 
 

Keithley 2410 

SRAM test board 
interface 

 
 

Figure 3.1 An automated test system allows independent control of two
Keithley 2410 SourceMeters for the SRAM test chip and test board interface
through a LAN/GPIB gateway. Control commands are transmitted to the
SRAM test board through a USB connection from a laptop. This system
allows the supply voltage of the SRAM to be modulated in situ. The de-
vice under test is exposed to energetic X-rays under varied supply voltage
conditions.
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Reduced supply voltage conditions are employed to determine the susceptibility of

the SRAM to singly-charged particles and compare the bias dependence of electron-

induced upset rates to that of upsets known to be caused by low-energy protons

and muons [1, 2]. As discussed in Section 2.2, low-voltage operation has practical

significance, since it is common for SRAMs in standby mode to operate at 70-80%

of the nominal supply voltage to reduce power consumption [51, 52]. Low-power

applications, mobile communications, mobile computing, and medical devices also

frequently employ power-saving techniques that include reducing VDD during standby

and idle modes of operation, making this a relevant testing approach.

Figure 3.2 shows the applied bias as a function of time for a representative testing

sequence employed in this study. An initial write and read, using either an all one,

all zero, checkerboard or reverse checkerboard pattern, is performed at nominal bias

conditions prior to X-ray exposure of the device under test (DUT). The supply voltage

is then lowered while the DUT is irradiated. In the case of Figure 3.2, the total

exposure time was 30 seconds. In other experiments the total exposure time was

varied from 30 seconds to several minutes. Once the X-ray source was turned off, the

supply voltage was returned to nominal conditions and the final state of the memory

was read. The final and initial states of the memory were compared to identify any

errors that may have occurred, noting the address and data patterns of observed

errors for post-processing.

During the experimental period the range of supply voltages used in this study

varies from 0.35-1.0 V. The SRAM test chips used in this work are commercial parts

designed to operate and remain stable between 0.5-1.0 V. In functionality and para-

metric bench testing, the test chips were confirmed to be stable down to 0.35 V

during a one hour testing period, which is much longer than typical X-ray exposure

times in these experiments. Extensive testing was done prior to irradiation to demon-
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Figure 3.2 Example timing diagram for measuring upsets at reduced bias.
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VDDNOM . During exposure the rail is reduced to a value, VDDEXP , for the
duration of the experiment. Upon conclusion of the exposure, the nominal
rail is restored, a final read operation is performed, and any errors recorded.

strate that no bit flips occurred under any bias conditions, indicating the memory

was written properly and held valid information through the timing sequence shown

in Figure 3.2 and in all other cases shown in this work. Functionality and parametric

testing was performed before and after each radiation exposure for equivalent time

periods to ensure the integrity of the SRAM under all bias conditions. This procedure

verifies that the data remain intact and stable at all supply voltage conditions and

that no degradation of the DUT due to TID has occurred during or after each X-ray

exposure.
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Figure 3.3 X-ray and electron spectra produced by the ARACOR 4100 X-
ray irradiator. The average energy is 10 keV and the maximum energy is
50 keV, corresponding to the endpoint bremsstrahlung energy [124,125]. For
the error rate testing in this study, the spectrum is modified by a 1 mm
aluminum attenuator, which reduces the flux of low-energy X-rays incident
onto the DUT. The electron fluences corresponding to monoenergetic 50 keV
X-rays interacting with the active silicon region in the “forward” (scattering
events in the active device overlayer materials, denoted BEOL) and “reverse”
(scattering events in the device substrate) beam directions are shown on the
right.
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Irradiation was performed with a beam current of 1 mA and beam voltage of

50 kV. The X-ray spectra produced under these conditions are shown in Figure 3.3

[124,125]. For the unattenuated spectrum in Figure 3.3, 10 keV is the average energy

and 50 keV is the endpoint bremsstrahlung energy. The interaction between X-rays in

this energy range and electrons is dominated by the photoelectric effect, however, near

the bremsstrahlung edge Compton scattering becomes a non-negligible contribution.

The generated photo-electrons in these interactions are emitted omnidirectionally.

As discussed in Section 2.1.3, for highly energetic photons, where the energy of the

incident photon is much greater than the photo-electron shell binding energy (~ω �

Eb), most of the absorbed photon energy is transferred to the photo-electron.

A 1 mm aluminum attenuator was placed above the DUT with an air gap of 3.5 cm

between the attenuator and the test chip. The attenuator filters the low-energy X-

ray spectrum, passing the more energetic X-rays that are likely to produce observable

electron-induced effects. This reduces the dose-rate and TID effects. Attenuation of

the initial spectrum by the 1 mm layer of aluminum is calculated using the Beer-

Lambert law, Equation 2.8 and plotted in Figure 3.3. The prominent 10 keV X-ray

peak is absent from the attenuated spectrum; only the high energy tail of the X-ray

distribution is capable of transporting through the attenuator and interacting with

the DUT. The majority of photo-electrons generated in the attenuator are reabsorbed

before leaving the Al.

MRED [126] was used to evaluate the transport of maximal energy, 50 keV, photo-

electrons generated at the Al-to-air interface. Representative electron trajectories

from those simulations are shown in Figure 3.4. The Al is on top and the air gap is

the large rectangle. The DUT is very thin and on the bottom of the figure. Photo-

electrons have random trajectories. The few electrons that transport through the

air gap to the DUT stop within the first few micrometers of the back end of line
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Figure 3.4 50 keV photo-electrons exiting the aluminum attenuator have
insufficient energy to transport through the 3.5 cm air gap and back end
of line (BEOL) materials to reach the active silicon. Only photo-electrons
generated in the DUT itself can interact with the device material in the
sensitive silicon region.

(BEOL) materials (metallization and dielectric layers) [127]. Therefore, only X-rays

absorbed within the DUT itself generate photo-electrons that can interact with the

target material in the sensitive volume of the device. An example of this type of

interaction is shown in Figure 3.5 where the absorption of an incident 10 keV X-ray

leads to the generation of an initially free, energetic electron that deposits 9.3 keV of

energy when it scatters within the sensitive volume of a 45 nm SRAM.

The electron fluence spectrum corresponding to a monoenergetic beam of 50 keV

X-rays in the “forward” and “reverse” beam direction is plotted on the right hand side

of Figure 3.3. The most frequent energy corresponds to the incident X-ray energy in

the forward direction, which corresponds to photo-electrons generated in the BEOL

materials and the active silicon region. In the reverse beam direction, corresponding

to electrons generated in the substrate that transport back to the active silicon, the

situation is more complicated due to the random trajectory of the generated photo-

electrons. This demonstrates the random nature, in energy and trajectory, of the
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Figure 3.5 A 10 keV X-ray is normally incident on the simulated device
structure of a 45 nm SRAM. It subsequently undergoes photoabsorption re-
sulting in the generation of a energetic electron. The resulting electron then
transports through the device material, depositing energy in excess of 9.3 keV
within the sensitive volume of the SRAM.
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Figure 3.6 ∆VOT as a function of equilibrium dose for MOS capacitors
irradiated with beam current and voltage of 1 mA and 50 kV, respectively.
Devices were biased with 10 V on the gate during irradiation. The use of a
1 mm Al attenuator causes a increase in equilibrium dose required to achieve
equivalent shifts in ∆VOT by a factor of 17, indicating the nominal dose rate
of 1.7 krad(SiO2)/min is reduced to 100 rad(SiO2)/min.

electron environment local to the sensitive volume.

Following the method used in [125], flatband voltage, VFB, shifts were measured

with MOS capacitors to calibrate the dose-rate. The devices were fabricated and pack-

aged at Sandia National Laboratories; lids were removed for the X-ray irradiations.

The calibration devices were n-type substrate MOS capacitors featuring aluminum

dot gates with an area of 0.01 cm2 and SiO2 gate oxide thickness of 101 nm [128].

The dose-rate calibration data are plotted in Figure 3.6, which shows the change in

oxide-trapped charge as determined by shifts in C-V characteristics. The equilibrium
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dose shown in Figure 3.6 represents the nominal, unattenuated dose from the X-ray

source. The measured dose-rate incident on the MOS capacitor is reduced by a factor

of 17 when compared to the nominal dose-rate [125]. The attenuated dose-rate is

100 rad(SiO2)/min.

The X-ray flux is calculated by integrating over the attenuated energy spectrum

in Figure 3.3 and can be calculated as

φtotal =
∞∑
i=0

φ(Ei) (3.1)

where φ(Ei) is the flux of photons with energy Ei, and φtotal represents a cumulative

photon flux. Evaluating Equation 3.1 with the attenuated photon spectrum yields a

cumulative photon flux of 1.5×1012 cm−2 s−1.

High-energy protons cause single-event effects through secondary ions produced

in nuclear reactions [1, 13, 14, 81]. For a given proton energy, experimental cross-

sections are expressed with reference to the primary proton flux, regardless of the

upset mechanism. In this sense, the case of single-event effects caused by secondary

electrons is analogous. Results in this work are therefore plotted as a function of

the incident X-ray fluence, which provides the most consistent reference for analyzing

SEUs caused by secondary photo-electrons.

3.2 Experimental Results

Using the methods described in Section 3.1, several experiments exposing SRAMs

to energetic X-rays were performed to investigate the plausibility of electron-induced

upset events. Four types of devices were used. Test Chips A and B are 28 nm

SRAMs with a capacity of 23 Mbit and nominal operating voltage of 0.9 V in triple-

well (TW) and dual-well (DW) processes, respectively. Test Chip C is a 28 nm SRAM

with a capacity of 32 Mbit and nominal operating voltage of 1.0 V. Test Chip D is
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a 45 nm SRAM with a capacity of 4 Mbit and nominal operating voltage of 1.1 V.

The probability of an upset in a single bit per incident particle is obtained for each

applied bias condition using the following relationship,

Pr(VDD) =
N

M

1

AcellΦ
(3.2)

where N is the number of observed errors, M is the number of bits in the test chip,

Acell is the cell area of the SRAM being tested, and Φ is the photon fluence. The form

of Equation 3.2 describes the fraction of upsets per bit, N
M

, and the number of photons

incident on a single bit, AcellΦ. Combining these terms as in Equation 3.2 provides

a description of the probability for a single incident particle to cause an error. Error

bars are shown at the one-sigma confidence interval in all experimental and simulated

probabilities. Table 3.1 shows the experimental supply voltage conditions, exposure

time, and corresponding X-ray fluence for measurements on each test chip.

Figure 3.7 plots the SEU probability per incident photon, as described in Equa-

tion 3.2, as a function of supply voltage for SRAM test chips exposed to X-rays.

Figure 3.7 shows that errors are observed when these devices are biased between

0.35 V and 0.8 V while exposed to X-rays. The resulting upset probability of all

test chips exhibits an exponential dependence on applied bias because of the voltage

dependence on critical charge. This is consistent with well established test procedures

used for assessing the SEU cross-section and error rates for protons and muons [1, 2]

and previous SEU results for alpha particles and heavier ions [73,75,76]. In the case

of Test Chip B, upsets were observed within 10% of the nominal supply voltage of

0.9 V, which is within the designed operating voltage range for the SRAMs. Each

of the SRAM test chips exhibits an SEU probability less than the total cell area at

all supply voltages, resulting in probabilities less than unity. All observed errors had

unique memory addresses, indicating that errors occurred randomly within the mem-
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Table 3.1 X-ray Supply Voltage, Exposure Time, and Fluence

Test Chip A Test Chip B

VDD (V) Time (s) Fluence (cm−2) Time (s) Fluence (cm−2)

0.35 40 6×1013 40 6×1013

0.4 130 1.95×1014 120 1.8×1014

0.5 310 4.65×1014 300 4.5×1014

0.6 620 9.3×1014 630 9.45×1014

0.7 1260 1.89×1015

0.8 630 9.45×1014

Test Chip C Test Chip D

VDD (V) Time (s) Fluence (cm−2) Time (s) Fluence (cm−2)

0.45 90 1.35×1014 270 4.05×1014

0.5 180 2.7×1014 30 4.5×1013

0.55 180 2.7×1014 360 5.4×1014

0.6 540 8.1×1014 860 1.29×1015

0.65 300 4.5×1014 1080 1.62×1015

0.7 600 9×1014 528 7.92×1014

ory array during experiments and were not caused by repeated bit-flips in “weak”

cells. Again it is noted that no bit-flips occurred due to reduced bias conditions

during functionality and parametric tests before and after X-ray irradiation of all

test chips under all bias conditions, indicating the memory operated under stable

conditions during experiments.

Photocurrents produced by the overall photon flux are generated as the result of

X-ray irradiation. The generated photocurrent produced by the collective effect of
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Figure 3.7 Experimental errors induced during irradiation with X-rays in
an ARACOR 4100 X-ray irradiator. The bias sensitivity of critical charge
in SRAMs provides strong evidence of energetic electron-induced upsets in
modern SRAMs.

the X-ray source can be calculated as

IPC = qV ḊSiO2ṘSiO2 (3.3)

where q is elementary charge, V is the volume of an SRAM cell, ḊSiO2 is the dose-rate

in SiO2, and ṘSiO2 is the density of e-h pairs generated per rad(SiO2). The generated

collective photocurrent in an individual SRAM cell is calculated with Equation 3.3

to be approximately 1 fA. SPICE simulations were performed for 28 nm SRAM test

chips A and B for each experimental bias condition. The simulation results indicate

restoring currents are greater than 100 nA at the lowest experimental supply voltage,
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Figure 3.8 Experimental errors induced during irradiation with X-rays in
an ARACOR 4100 X-ray irradiator. Results are for Test Chip B, errors are
plotted as a function of distance from row 0, corresponding to VDD lines, and
row 128, corresponding to VSS lines at a supply voltage of 0.35 V. Errors
occur randomly within the SRAM cell and do not preferentially occur near
supply voltage or ground rails.

0.35 V. Figure 3.8 shows the upset probability for Test Chip B at 0.35 V as a function

of distance from VDD and VSS lines. Errors are shown to occur randomly between

supply voltage and ground power metallization and do not preferentially occur near

the supply voltage or ground lines, indicating that dose-rate effects do not contribute

to the error rate in these experiments. Hence, as expected, collective photocurrents

generated in X-ray experiments are much smaller than the restoring current of SRAM

cells and are incapable of causing the observed errors.
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Furthermore, the probability of coincident photon events contributing to the error

rate can be calculated as,

Pr(X1||X2) = (φAcellτ)2 (3.4)

where φ is the incident photon flux, Acell is the cell area, and τ is the characteris-

tic time for an upset event (assumed to be 10 ns). Evaluation of Equation 3.4 for

the 28 nm and 45 nm SRAMs results in probabilities of 6.45×10−10 and 1.9×10−9,

respectively, of coincident photons contributing a single upset to the experimental

results. The contribution of coincident photons to the observed upsets on the time

scale considered is therefore negligible.

Lastly, it is important to monitor the TID accumulated by the test chip, since this

can lead to degradation of the memory and result in a loss of functionality [129]. The

dose accumulated in the experiments for the triple-well 28 nm bulk SRAM, Test Chip

A, was less than 1.9 krad(SiO2). The dual-well SRAM, Test Chip B, accumulated

5 krad(SiO2) during the experiments. Test Chip C, a 28 nm SRAM, accumulated a

dose of 5.4 krad(SiO2), and Test Chip D, a 45 nm SRAM, accumulated a total dose of

11.1 krad(SiO2). Test Chip C, a 28 nm, 32 Mbit bulk SRAM, underwent the largest

change in power supply current based on measurements before and after irradiation,

where the pre- and post-irradiation power supply currents were 82.7 mA and 81.5 mA,

respectively. This is a decrease in power supply current of less than 1.5%. Similarly,

none of the other devices discussed in these experiments accumulated sufficient dose

to compromise memory operation or cell integrity.

The above results and analysis demonstrate that, for the experimental conditions

considered here, single energetic electrons produced by X-ray irradiation are by far

the most likely cause of the observed errors within the SRAMs.
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Figure 3.9 SEU probability dependence on supply voltage for X-ray irradi-
ation, compared to low-energy protons and muons in 28 nm SRAMs. Results
show that under nominal bias conditions protons and muons are capable of
inducing upsets in 28 nm SRAMs while this sensitivity is absent for energetic
electrons generated during X-ray exposure. Under reduced bias conditions,
X-ray SEUs exhibit a larger dependence on supply voltage than muons and
protons in the 28 nm technology nodes.
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3.3 Comparison to Low-Energy Proton and Muon SEUs

With the observation of SEUs arising from X-ray irradiation, it is quite useful to

quantify the significance of this effect relative to other well-understood phenomena.

To this purpose, the data set presented in Figure 3.7 is compared to SEU data sets

obtained with low-energy protons and muons.

Low-energy proton experiments were performed in the Pelletron facility at Van-

derbilt University. Experiments were performed under vacuum with a monoenergetic

proton beam at an energy of 3 MeV normally incident on Test Chip B and 1 MeV

normally incident on Test Chip D. The sensitivity of the 28 nm SRAM test chip was

investigated for supply voltage in the range of 0.35-1.0 V. The 45 nm SRAM test chip

was investigated for applied biases of 0.8-1.2 V. The timing sequence for applied bias

during experiments with low-energy protons is identical to that of Figure 3.2. Parts

were tested to a fluence of 1012 cm−2.

Muon experiments were performed at TRIUMF using the M15 beam line. Low-

energy positively charged muons with a known energy distribution were normally

incident on Test Chips A and B, 28 nm bulk SRAM, and Test Chip D, a 45 nm

SRAM. The muon beam energy characterization at TRIUMF is described in [2]. The

incident muon energy was varied by means of a tunable momentum filter [2, 16].

The timing sequence for applied bias during experiments with low-energy muons is

identical to that of Figure 3.2. Parts were exposed to a total fluence of 6.2×108 cm−2.

An SEU probability is obtained for muon and low-energy proton experiments using

the particle fluence for each, respectively, from Equation 3.2.

Figures 3.9 and 3.10 show SEU probabilities from low-energy proton and muon

experiments plotted alongside X-ray SEU data from Figure 3.7 for 28 nm and 45 nm

test chips. All test chip samples exhibit exponential SEU probability dependence on
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Figure 3.10 SEU probability dependence on supply voltage for X-ray irradi-
ation, compared to low-energy protons and muons in 45 nm SRAMs. Results
show that under nominal bias conditions protons and muons are capable of
inducing upsets in 45 nm SRAMs while this sensitivity is absent for energetic
electrons generated during X-ray exposure. Under reduced bias conditions,
X-ray SEUs exhibit a larger dependence on supply voltage than muons and
protons in the 45 nm technology nodes.
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applied bias, consistent with previous results [1,2]. Additionally, higher LET particles

also exhibit a smaller slope than that of low LET particles, in this case low-energy

protons and muons exhibit a smaller dependence on applied bias than measured X-

ray SEU probabilities. These results are consistent with previous work that shows

similar trends in heavy-ion, alpha particle, and low-energy proton SEU cross-sections

and their supply voltage dependence [1,73,75,76]. Furtheremore, electron sensitivity

is observed within 10% of nominal bias conditions for test chip B, indicating that

SEUs initiated by high energy electrons may be observable in more sensitive present-

generation ICs, and at nominal supply voltages for future technology nodes. It is

noted that, under nominal bias conditions, test chips A, B, and D exhibit sensitivity

to muons and protons, while no events initiated by single high-energy electrons are

observed. This indicates that high-energy electrons are much less important than

protons and muons for SRAMs from these technology nodes, operating at or near

nominal bias conditions.

As discussed in Chapter 2.2, design constraints often place restrictions on device

operating frequency and power, forcing designers to vary the supply voltage as a

means of meeting design specifications. These results show that as the applied bias is

reduced, X-ray SEUs exhibit a larger dependence on supply voltage (a larger slope)

than muons and protons in the 28 nm and 45 nm technology nodes.
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Chapter 4

Simulation of Electron-Induced SEUs

The experimental results from Chapter 3 show that 28 and 45 nm SRAMs exhibit

SEU sensitivity when exposed to energetic X-rays. Analysis of those results indicates

that the observed errors are electron-induced SEUs. This chapter presents simulations

and analysis of Monte Carlo radiation transport codes investigating the experimental

results of Chapter 3. Section 4.1 presents simulations of an X-ray spectrum, consistent

with that used in Chapter 3, incident on a target structure representative of 45 nm

bulk SRAMs. Simulation results are shown to be in good agreement with the exper-

imental data from Chapter 3 and show that photo-electrons generated by incident

X-rays deposit energy in excess of the estimated critical charge under a wide range of

applied bias. The relative impact of electron-induced SEUs in the space radiation en-

vironment is presented by performing error-rate calculations for a 45 nm SRAM in the

geosynchronous orbit and environment during the solar minimum cycle in Section 4.2.

Additional error-rate analysis is performed for the Jovian environment. Analysis of

δ-ray contributions to single- and multiple-bit upset rates for SRAMs irradiated with

heavy ions is discussed in Section 4.3.

4.1 Simulation of X-ray Energy Deposition in SRAMs

Radiation transport simulations were performed with MRED [126], a Geant4-based

code [130] with Fortran extensions that include PENELOPE 2008 [44], to evaluate

the potential impact of electrons produced by energetic X-rays on the device SEU

response. The use of the PENELOPE 2008 package [44] increases the fidelity and

resolution of calculations involving low energy (less than 50 keV) electrons, photons
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and positrons. PENELOPE 2008 extends the low-energy range for electromagnetic

processes from 250 eV down to approximately 100 eV and also tracks electrons with

greater spatial resolution. These refinements produce increased fidelity of energy

deposition estimates in the small sensitive volumes of interest in this work.

The attenuated X-ray energy spectrum from Figure 3.3 is used in the simulations

to simulate the full X-ray exposure environment and range of generated electron

energies incident on the exposed SRAM test chip. A 4 kbit SRAM array is simulated,

using a sensitive volume structure consistent with a 45 nm bulk SRAM using MRED.

Energy deposition is calculated for individual X-rays on an event-by-event basis. The

sensitive volume geometry used was 0.22 µm2 × 500 nm, which is representative

of 45 nm processes in the ITRS roadmap [77]. Additionally, the simulated structure

includes the 1 mm aluminum attenuator and appropriate BEOL thickness with 15 µm

of oxide and metallization. The SRAM was simulated to a total photon fluence of

2×109 cm−2. This fluence was found to be sufficient to determine the energy deposited

and ultimately estimate the resulting error rate with adequate precision to compare

with the experimental data. The vertical black lines in Figure 4.1 represent estimates

of critical charge for 45 nm SRAMs as in [9] for supply voltages of 0.55 V and 1.1 V,

which correspond to 0.19 fC and 0.38 fC of generated charge, respectively, and are

used to indicate the charge generation required to upset cells.

The simulated SEU probability of a 45 nm SRAM is shown in Figure 4.1, indicating

that secondary electrons generated by incident X-rays are capable of depositing suf-

ficient energy to exceed critical charge estimations. The eventual upsets result from

collection of thermalized e-h pairs generated by the high-energy electrons. These

results, suggesting energetic electrons are capable of depositing sufficient ionizing en-

ergy to exceed the critical charge of 45 nm SRAMs operating under reduced supply

voltage, are consistent with previous computational results reported in [9, 10]. The

98



10-13

10-12

10-11

10-10

10-9

10-8
SE

U
 P

ro
ba

bi
lit

y 
(p

ar
tic

le
-1

)

0.01 0.1 1 10

Charge (fC)

10-13

10-12

10-11

10-10

10-9

10-8

0.1 1 10 100
Energy (keV)

 Aracor Spectrum
Qcrit

VDD = 0.55 V

Qcrit
VDD = 1.1 V

Figure 4.1 MRED simulation results of the attenuated ARACOR spectrum,
seen in Figure 3.3, normally incident on a 45 nm bulk SRAM structure. The
vertical black lines represent the lower-limit estimates of critical charge for
a 45 nm SRAM. The results provide supporting evidence suggesting that
energetic electrons generated by incident X-rays are capable of depositing
sufficient energy to exceed the estimated upset threshold.

probability distribution shown in Figure 4.1 at a supply voltage of 0.55 V agrees with

experimental test results from Test Chip D in Figure 3.7 within a factor of two. These

results suggest that the 45 nm SRAM is insensitive to single electron-induced SEU

at nominal supply voltage, consistent with the SEU data in Figure 3.7.

Further analysis of individual events shows that single electrons scattering within

the sensitive volumes representative of sub-65 nm bulk and SOI technology frequently

deposit energy in excess of the estimated critical charge thresholds in Figure 4.1.

Figure 4.2 shows 10 keV electrons transporting through a 500 nm silicon cube and
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depositing 2.1 keV and 2.6 keV within an embedded 50 nm cube as shown in Fig-

ures 4.2(a) and 4.2(b), respectively. Each event shown in Figure 4.2 results in the

generation of additional energetic electrons, in either single or multiple scattering

events, that subsequently transport and come to rest within the sensitive volume

structure, losing all of their energy and reabsorbing into the material. While the

incident electron does not stop within the 50 nm silicon cube in either of the events

depicted in Figure 4.2, energy is transferred to secondary electrons. The total en-

ergy deposited in these volumes exceeds the estimation of critical energy required to

produce a SEU in the sub-65nm nm bulk and SOI technology operated at reduced

voltage [1].

These simulation results confirm that energy deposition from energetic electrons

generated in photoabsorption events is the most likely explanation for the experimen-

tally observed upsets in Figure 3.7.

The sensitive volume geometry chosen in this research was a static, uncalibrated

model for the simulation results reported in Figure 4.1. The vertical lines shown in

Figure 4.1 represent simple calculations of critical charge in a 45 nm SRAM from

Equation 2.9. Using the experimental X-ray upset probability for a 45 nm SRAM

from Figure 3.7 the critical charge as a function of supply voltage can be extrapolated

from the simulation results of Figure 4.1.

Figure 4.3 shows the critical charge extrapolated from simulation results and val-

ues calculated from Equation 2.9 as a function of supply voltage for a 45 nm SRAM.

Each estimation of critical charge exhibits a linear dependence on applied bias between

0.45-0.7 V, however, the slopes differ in significant ways. Critical charge estimates

using Equation 2.9 would cause simulation results to underestimate the SEU prob-

ability for applied bias conditions less than 0.55 V and overestimate for higher bias

conditions. The linear slope of the extrapolated critical charge with respect to supply
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(a)

(b)

Figure 4.2 Incident 10 keV electrons/δ-rays are shown scattering in a 50 nm
cube of silicon. Event 4.2(a) shows a 2.1 keV energy deposition event that
produces additional electrons/δ-rays in a chain of inelastic scattering events.
Event 4.2(b) shows a 2.6 keV energy deposition event that produces several
tertiary electrons/δ-rays in a series of inelastic scattering events.
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Figure 4.3 Comparison of simulated versus experimental normalized cross-
section for Test Chip D, a 45 nm bulk SRAM.

voltage is interesting and consistent with previous attempts to quantify the critical

charge and SEU cross-section dependence on supply voltage [73–76].

The transient response of an SRAM to charge generated by ionizing radiation is a

complicated time-dependent function of the gate capacitance, resupply current, and

feedback from the cross-coupled inverter. Many of these factors are not accounted for

in Equation 2.9. The resulting disagreement between the extrapolated and estimated

critical charge in Figure 4.3 is, therefore, not surprising. When determining the

critical charge of SRAMs fabricated in advanced technology nodes it is necessary to

consider the complicated circuit-level transient response.
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In the next section, the extrapolated critical charge values from Figure 4.3 will

be used evaluate electron-induced error rates in the geosynchronous near-Earth and

Jovian environments.

4.2 Electron-Induced SEU Event Rates

Comparing the experimental probabilities in Figures 3.9 and 3.10 indicates the sensi-

tivity of SRAMs to protons, muons, and electrons, however, error rates depend on the

flux of these particles for different environments. Trapped electrons form two differ-

ent belts in the near Earth radiation environment, each with distinct characteristics

[3, 4]. The Jovian electron environment is equally formidable as it contains electrons

with higher energy and flux than that of the near-Earth environment. This section

investigates the potential for electron-induced SEUs in the near-Earth and Jovian

environments using MRED simulations.

Simulations were performed to estimate SEU event rates for trapped electrons

at geosynchronous orbit during solar maximum with 150 mils of aluminum shielding

using spectra obtained from the AE-8 model for the near-Earth environment. The

differential flux spectrum of incident electrons through 150 mils of aluminum shielding

is plotted in Figure 4.4. The trapped electron environment described in Figure 4.4 is

much more energetic than the generated electron spectrum used in X-ray experiments

described in Chapter 3. The most energetic electrons at geosynchronous orbit during

solar maximum have energy of approximately 10 MeV, which would require more

than 500 mils of aluminum shielding to attenuate completely [3, 4].

Characteristics of the Jovian electron environment were discussed in Section 2.4.3.

Simulations of electron-induced SEU event rates were performed for the differential

flux spectrum shown in Figure 2.37. Additionally, attenuated differential electron and

proton spectra are presented in Figures 4.5 and 4.6 showing the impact of 100 mils,
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Figure 4.4 The differential flux spectrum of incident electrons is plotted
using the AE-8 description of the electron environment, at geosynchronous
orbit during solar maximum with 150 mils aluminum shielding. It is noted
that 150 mils of aluminum is sufficient to shield the simulated SRAM from
protons in this environment.
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730 mils, and 870 mils of aluminum shielding on the differential flux of electrons and

protons during the Jovian and Europa phases of the Juno spacecraft mission to the

Jupiter planetary system. The electron flux spectrum shown in Figure 4.5 indicates

that 100 mils of aluminum shielding has minimal impact on the flux of low-energy

electrons (<100 keV). The proposed higher shielding thicknesses of 730 and 870 mils,

however, have a significant impact on the flux of low-energy electrons, reducing it by

over two orders of magnitude.

102

103

104

105

106

107

Fl
ux

 (
M

eV
-1

 c
m

-2
 s

-1
)

100806040200
Electron Energy (MeV)

 Europa - Unshielded
 Europa - 100 mils Al
 Europa - 730 mils Al
 Europa - 870 mils Al
 Jovian - Unshielded
 Jovian - 100 mils Al
 Jovian - 730 mils Al
 Jovian - 870 mils Al

Figure 4.5 Differential electron flux for unshielded, 100 mils, 730 mils, and
870 mils of aluminum shielding in the Jovian and Europa tour phase of the
Juno spacecraft mission to the Jupiter planetary system.

In contrast to electrons, Figure 4.6 shows that shielding of protons has a much

greater impact on the proton flux in the Europa environment, reducing the high-flux
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Figure 4.6 Differential proton flux for unshielded, 100 mils, 730 mils, and
870 mils of aluminum shielding in the Europa tour phase of the Juno space-
craft mission to the Jupiter planetary system.
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region of low-energy (<5 MeV) protons from the unshielded spectrum. As mentioned

previously, the flux and energy of electrons and protons in the Jovian environment is

significantly higher than that of the near-Earth environment. The simulations of the

Jovian environment investigate an unshielded part, and parts with varying shielding

thicknesses, in the Europa and Jovian tour segments of the Juno spacecraft mission.
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Figure 4.7 MRED simulations performed on the 45 nm structure from Fig-
ure 4.1 using the AE-8 description of the electron environment, at geosyn-
chronous orbit during solar maximum with 150 mils aluminum shielding.
Simulation results show that the event rate of electrons is small for devices
operated at nominal supply voltage. However, more sensitive devices will
experience a significant increase in single electron events. These results sug-
gest that operating SRAMs under reduced bias conditions will result in a
dramatic increase in single electron events.

MRED was used to model the interaction of the particle spectrum with the semi-
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conductor materials. The material structure is identical to the structure from Fig-

ure 4.1, corresponding to a 45 nm bulk SRAM. The vertical lines shown in Figure 4.7

are the extrapolated critical charge from Figure 4.3 and indicate the expected er-

ror rates for 45 nm SRAMs operating at 0.55 V and 1.1 V at geosynchronous orbit.

Figure 4.7 shows the resulting simulated event rates (left/right axis) as a function

of generated charge (bottom axis) or energy deposited (top axis) within the sensi-

tive volume of a single 45 nm SRAM cell for the near-Earth environment. Electron

energy deposition events rarely exceed 10 keV, which is consistent with Figure 4.1

and previous studies of δ-rays [9, 10]. Figure 4.7 demonstrates the rare nature of

electron-induced SEU events in the near-Earth space radiation environment, indicat-

ing that many years of flight time may elapse before the observation of such an event

is expected for a typical 45 nm bulk SRAM operating under nominal bias conditions.

Figure 4.7 shows that the electron-induced SEU event rates depend strongly on

the critical charge of the SRAM; a reduction of critical charge from 0.4 fC to 0.2 fC

results in a change in event rate of approximately two orders of magnitude. Employing

more sensitive SRAM technologies or operating at reduced supply voltage conditions

has a direct and significant impact on SRAM error rates. In contrast, total error

rate predictions for a 65 nm SRAM at geosynchronous orbit in the solar minimum

environment are on the order of 2.4×10−6 Mbit−1 sec−1 [15]. At geosynchronous

orbit in “worst-day” conditions, error rates for the same 65 nm SRAM are as high

as 3.6×10−3 Mbit−1 sec−1 [15]. This indicates that the error rates at geosynchronous

orbit of larger technology nodes with higher critical charge are roughly 2.5–5 orders

of magnitude higher than estimates of electron-induced error rates at nominal bias

conditions.

Conclusions are similar for the Jovian trapped particle environment to those of

the near-Earth environment when evaluating SEU error rate estimations. Here, the
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Figure 4.8 MRED simulations performed on the 45 nm structure from Fig-
ure 4.1 using the differential electron flux of Figure 4.5 for shielding thick-
nesses of 100, 730, and 870 mils of aluminum. Results show that shielding
has some impact on the overall electron-induced SEU error rate in the Jovian
and Europa environments as shown by the slight reduction in event rates for
equivalent orbits. Devices operated in a low-power or quiescent mode are
likely to experience an unacceptably large upset rate while in proximity to
the Jupiter planetary system.
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Figure 4.9 MRED simulations performed on the 45 nm structure from Fig-
ure 4.1 using the electron environment of Figure 4.5 and proton environment
of Figure 4.6 for shielding thicknesses of 100, 730, and 870 mils of aluminum.
Proton-induced SEU error rates are observed to be higher than electron-
induced SEU error rates at nominal supply voltage. Electron-induced SEU
error rates become higher than proton-induced error rates under reduced bias
conditions.
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vertical lines shown in Figures 4.8 and 4.9 are the extrapolated critical charge from

Figure 4.3 and indicate the expected error rates for 45 nm SRAMs operating at 0.55 V

and 1.1 V in the Jovian environment. Figure 4.8 shows the electron-induced SEU error

rate as calculated by MRED simulations performed on the 45 nm structure from

Figure 4.1 using the differential electron flux of Figure 4.5 for shielding thicknesses of

100, 730, and 870 mils of aluminum. Results show that shielding has some impact on

the overall electron-induced SEU error rate in the Jovian and Europa environments

as shown by the slight reduction in event rates for equivalent orbits. The difference in

error rates for increasing shielding thicknesses appears to be negligible near nominal

operating voltages for the 45 nm SRAM test chip while there is some indication that

thicker shielding decreases the SEU error rate slightly under reduced bias conditions.

Increasing shield thickness appears to provide diminishing returns for attenuating the

electron-induced SEU error rate in near Jupiter and Europa as it is impractical to

use sufficient shielding to stop the 100 MeV electrons present in those environments.

The presence of higher energy electrons in the Europa electron flux spectrum does

have an impact on the calculated error rates shown in Figure 4.8 as noted by their

consistently higher event rates for all shielding thicknesses as compared to those of the

Jovian environment. Devices operated in a low-power or quiescent mode are likely

to experience an unacceptably large upset rate while in proximity to the Jupiter

planetary system.

Figure 4.9 shows MRED simulations performed on the 45 nm structure from

Figure 4.1 using the electron environment of Figure 4.5 and proton environment of

Figure 4.6 for shielding thicknesses of 100, 730, and 870 mils of aluminum. Proton-

induced SEU error rates are observed to be higher than electron-induced SEU error

rates at nominal supply voltage conditions. While the proton flux is significantly

attenuated by the presence of the aluminum shielding, this results in a proton spec-
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trum that is more likely to cause bit-flips within the SRAM cell. This is shown by

the slight increase in event rate for shielding thicknesses of 730 and 870 mils as com-

pared to that of 100 mils. Interestingly, Figure 4.9 suggests that electron-induced

SEU error rates are estimated to be higher than proton-induced error rates under

reduced bias conditions. This is similar to trends observed in Figures 3.9 and 3.10

where the measured SEU probability for protons was higher than that of X-rays near

nominal supply voltage conditions. However, as supply voltage decreases, the X-ray

SEU probability increases at a much higher rate than the proton SEU probability

and could result in higher SEU error rates at reduced bias conditions.

Comparing the electron-induced SEU error rates for the near-Earth and Jovian

environments yields consistent results. Although the environments are dramatically

different, the calculated SEU error rates suggest that electron-indued SEUs at or near

nominal bias conditions are extremely rare events and unlikely to contribute to error

rates in SRAMs fabricated in current sub-65 nm technology nodes. The presence of

high fluxes of energetic electrons, as high as 100 MeV, has a significant impact on

error rates, especially under reduced bias conditions, in the Jovian environment when

compared to that of the lower energy electrons found in the Van Allen radiation belts.

The differences between the Jovian and near-Earth environments is most significant

at reduced bias conditions where electron-induced SEU error rates are higher than

those of the geosynchronous environment by more than an order of magnitude. Fur-

thermore, the estimated error rates in Figures 4.7 and 4.8 suggest that spacecraft

operating near an enegertic electron environment, like those found in the Van Allen

radiaiton belts or the Jupiter planetary system, that enter into a power-saving or

quiescent mode would significantly increase the likelihood of SEUs contributing to

anomalous behavior in the onboard electronics systems.
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4.3 Impact of Delta-rays on Microelectronics

In this section, single ionizing particles are simulated. The resulting tracks are ana-

lyzed, and energy deposited by δ-rays within small volumes is evaluated as a function

of position within a large silicon structure. The evaluation volumes are 50 nm cubes,

representing regions where energy deposition results in the generation and collection

of charge that contributes to the device response.

The sensitive volume model and approach for evaluating upset events in SOI used

in this section is consistent with [9, 10, 53]. The sensitive volumes are 50 nm cubes

that are representative of typical active regions in modern SOI technology [53]. A

concentric cylindrical target of silicon is utilized to characterize the radial dependence

of energy deposition from the incident ion track structure; the thickness of the target

structure is 50 µm. The range of all incident particles evaluated in this section

is much longer than the thickness of the target. The threshold for an upset event is

defined as in previous sections, the amount of energy deposited in the sensitive volume

required to generate the devices critical charge. IBM has reported their 65 nm SOI

technology node to have a critical charge between 0.14-0.28 fC [1], which corresponds

to energy deposition of 3.15-6.3 keV within the sensitive volume. Additionally, the

critical charge estimate of 0.08 fC for upset from [9] corresponds to 1.8 keV of energy

deposited within the sensitive volume and is used to evaluate the sensitivity of future

technology nodes. It is assumed that energy below this threshold does not result in

an upset event, and energy deposition greater than or equal to the threshold results

in an upset.

Events are simulated using He and Ne ions; the energy distribution of δ-rays

generated will be similar for fixed incident ion energy, their generation rate will depend

on the incident ion LET. The target geometry is chosen to be cylindrically symmetric
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about the incident ion path, energy deposition is evaluated as a function of orthogonal

distance from the trajectory of the incident ion. The energy deposited within a 50 nm

cube is sorted by the orthogonal distance from the incident ion trajectory and the

magnitude of energy deposited. The resulting histograms are described by a function

f(E,R) which represents the differential energy spectrum in a 50 nm cube at radius

R.

Using this method, the sensitive volumes generated consistently account for the

largest energy deposited by the ensemble of δ-rays in a local region of target mate-

rial during a simulated heavy-ion event. Consequently, this calculation represents a

worst-case analysis of “track structure” contributions to SEUs. The representation

of a 560 MeV N event using this technique can be seen in Figure 4.10. Each cube

represents the location of energy deposited by δ-ray(s) and illustrates the spatial non-

uniformity and variation in magnitude of δ-ray energy deposition events along their

trajectory. The color intensity scale shows the magnitude of energy deposited, where

warmer colors, red for example, represent larger energy deposition events and cooler

colors, such as green, represent smaller energy deposition. This allows the visual

representation of heavy-ion track structure and identification of the spatial location

of large energy deposition events.

Figures 4.11 and 4.12 compare the energy deposited within a 50 nm cube for the

analytical expectation of the Katz model,[119, 120] shown as the solid red line, with

results obtained using MRED, represented by the box and whisker data set in black.

MRED data represents the average energy within a 50 nm cube, shown as the lower

edge of the box, the 90th percentile of events, shown as the upper edge of the box, and

the whisker, representing the largest energy deposition event observed. Simulation

results indicate that MRED agrees well with the Katz model expectation of energy

within a 50 nm cube as shown by the lower edge of each box and the red line. The Katz
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Figure 4.10 Representation of a the energy deposition from δ-rays generated
by a single 560 MeV N ion incident on a large silicon structure. Each box
represents the energy deposited by δ-rays in a specific region. The magnitude
of energy deposited at each location is represented as color intensity, where
warmer colors are larger energy deposition events.
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Figure 4.11 Simulation results show good agreement for energy deposited
within a 50 nm cube by the Katz model (solid red line) and MRED for 25
MeV/u He. The lower edge of the box is the average energy, the upper edge
of the box is the 90th percentile event, and the whisker is the largest energy
deposition event. While the average energy within a 50 nm cube shows a
strong dependence on the radial distance, MRED shows that large energy
deposition events occur at radial distances greater than 10 µm.

model expectation represents the total energy deposited within a cylindrical shell for

a single ion event. Figures 4.11 and 4.12 demonstrate that the Katz model contains

no information regarding the frequency or magnitude of individual energy deposition

events involving δ-rays. Individual scattering events may deposit significantly more

energy within a 50 nm cube than the average would predict, as illustrated by the 90th

percentile and extreme values shown in Figures 4.11 and 4.12. Information regarding

the magnitude of energy deposited and spatial resolution of individual δ-ray scattering

events is lost when averaging the total energy deposited in large volumes, as in the
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Figure 4.12 Simulation results show good agreement for energy deposited
within a 50 nm cube by the Katz model (solid red line) and MRED for 25
MeV/u Ne. The lower edge of the box is the average energy, the upper edge
of the box is the 90th percentile event, and the whisker is the largest energy
deposition event. Large energy deposition events are again shown to occur
at radial distances larger than 10 µm.
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Katz model.

MRED indicates that δ-ray scattering events can deposit up to 10 keV of energy

within a 50 nm cube at radial distances tens of micrometers away from the incident

ion trajectory. By contrast, the average energy obtained from Katz model is less

than 3.6 eV, the average energy required to produce a single eh pair in silicon, after

several hundred nanometers for both 25 MeV/u He and Ne. Under-predicting the

magnitude of energy deposited results in inaccurate charge generation and collection

profiles. Scaling the expected energy deposition obtained using the Katz model into

small volumes introduces error and results in inaccurate conditions for evaluating the

device response. Figures 4.11 and 4.12 demonstrate that MRED captures a level of

detail greater than the Katz model provides, allowing further analysis of δ-ray events

and their impact on device response.

Events occurring more than 25 µm from the incident ion trajectory are near the

maximum range of δ-rays generated by 25 MeV/u He and Ne and occur with a fre-

quency up to six orders of magnitude lower than those of events at smaller radial

distances. Fifty micrometers is therefore used as the evaluation limit in these simu-

lations. The δ-rays involved in energy deposition events at radial distances greater

than 25 µm are near their stopping range, which results in a reduction in the max-

imum energy deposition event and increase in the 90th percentile event as seen in

Figures 4.11 and 4.12.

The differential energy spectrum f(E,R) is represented as a cumulative energy

distribution by the expression

d

dx
F (Ei, R) =

1

θ(R)N

lcube
x

∞∑
j≥i

f(Ei, R) (4.1)

where R is the orthogonal distance from the incident particle trajectory, N is the

number of incident particles evaluated, lcube is the side length of an evaluation volume
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parallel to the z-axis, x is the ion path length through the target material, θ(R)

is the (one-dimensional) solid angle subtended by a cubic volume at an orthogonal

distance R from the incident particle trajectory, and f(E,R) is the differential energy

distribution. The formulation of Equation 4.1 for a single ionizing particle event

represents the probability per radian of observing a δ-ray energy deposition event

greater than or equal to Ei. Equivalently, Equation 4.1 represents the probability

of a single ionizing particle event depositing a given amount of energy, Ei, or more

within a cube with dimensions lcube at a distance R. Normalizing to the thickness

of the evaluation volume, lcube, and total thickness of the target material, x, reduces

the problem to a two dimensional space in the plane normal (the y − z plane) to

the incident ion trajectory. Because the target geometry is cylindrically symmetric

about the incident ion path, normalizing to the angle θ allows a direct comparison of

the probability to observe events of a given energy magnitude or greater at different

radial distances from the incident ion trajectory.

From this, relationships about the frequency of δ-ray events at different radial

distances can be inferred. When Equation 4.1 evaluates close to unity, this implies a

high likelihood of observing an event of a given magnitude within a geometric volume

at a particular distance. A reduction in the frequency of events with increasing

distance indicates the termination of δ-ray trajectories.

Figure 4.13 plots the cumulative energy distribution calculated by Equation 4.1 as

a function of radial distance for one thousand simulated particle events. Data points

are plotted for energy deposition events greater than or equal to 1.8 keV and 3.2 keV

within a 50 nm cube for 15 MeV/u and 40 MeV/u Ne. These incident ion energies

are representative of several energy tunes available at the TAMU cyclotron facility.

The corresponding LETs are 2.6 MeV·cm2/mg and 1.2 MeV·cm2/mg, respectively.

Scattering and stopping of δ-rays is evident in Figure 4.13 due to the construction
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Figure 4.13 Cumulative energy distribution as a function of radial distance
for 15 MeV/u and 40 MeV/u Ne ions. Results show the frequency of δ-ray
energy deposition events depend on LET and energy of the incident particle.

of Equation 4.1 and is shown by the decreasing probability of events with increasing

distance. Figure 4.13 also indicates that smaller energy deposition events occur much

more frequently than larger energy deposition events as shown by the 1.8 keV curves

compared to the 3.2 keV curves. The relationships shown in Figure 4.13 also show

that while large energy deposition events, on the order of 1 keV or more, may occur

at radial distances tens of micrometers from an incident ion path, as indicated in

Figures 4.11 and 4.12, the likelihood of such events occurring decreases with increasing

distance from the incident ion path.

This suggests that the regions most likely to be affected by δ-rays in a single

ionizing particle event are likely to occur within five micrometers surrounding the
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incident ion strike location, the distance at which the likelihood of an event depositing

sufficient energy to exceed the estimated critical charge of a 22 nm SRAM falls below

Pr(Ei) = 10−6.

Figure 4.13 also illustrates the role of incident ion LET and energy in δ-ray events.

At radii near the incident ion trajectory, higher LET particles have a higher proba-

bility of depositing large amounts of energy than lower LET particles. This is easily

observed in the relative frequency of 1.8 keV energy deposition events for 15 MeV/u Ne

compared to 40 MeV/u Ne. This is due to the generation of many low-energy, short-

range δ-rays depositing energy around the incident ion’s trajectory. The maximum

transferable energy from Equation 2.12 limits the radial extent of the ion track radius,

as shown by decreasing probability of energy deposition events with increasing dis-

tance from the incident ion trajectory. Consequently, higher energy incident particles

can produce undesirable effects in microelectronics at larger radial distances and with

greater frequency than lower energy ions.

Monte-Carlo simulation results indicate that in technology nodes where less than

0.5 fC of charge result in circuit-level effects, δ-rays may contribute to the upset error

rate. A comparison of MRED with the Katz model demonstrates average track struc-

ture models alone are inadequate in capturing the device response. The probability

of δ-ray related effects exhibits a strong dependence on both incident ion energy and

LET. Additionally, the likelihood of δ-ray induced effects exhibits a strong dependence

on radial distance from the incident ion path.

These results have strong implications for ground-based parts qualification testing

and space radiation environments, where varying incident ion energy and LET result

in differing contributions from δ-rays to device and circuit level effects.
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Chapter 5

Summary and Conclusions

Evidence of single electron-induced SEU in 28 and 45 nm CMOS SRAMs is pre-

sented. Energetic electrons are generated by exposure of the SRAMs to an X-ray

source and an aluminum attenuator.

The experimental SEU probabilities depend exponentially on applied bias, consis-

tent with previous experimental results obtained with muons and low-energy protons.

No errors were observed in functionality and parametric testing before and after irra-

diation of all test chips under all applied bias conditions. This demonstrates that test

chips remained stable during X-ray irradiation. Thus, errors are not due to “weak

bits” or photocurrents resulting from the collective energy deposition of the X-rays.

Instead, experimental results and analysis strongly suggest that the observed errors

result from scattering of single energetic electrons within SRAM cells.

In the space radiation environment, the event rate of electron-induced SEU is

low under nominal bias conditions at geosynchronous orbits for the devices that were

evaluated. Similarly, electron-induced SEUs in the Jovian environment are predicted

to be rare events occuring slightly more frequently than in the near-Earth environ-

ment. Simulation results suggest proton SEU event rates in the Europa environ-

ment are likely to remain a much higher concern for SEUs in modern sub-65 nm

SRAMs, this is consistent with previous estimates for solar particle events and the

near-Earth trapped radiation environment. However, operating microelectronic sys-

tems in power-saving or quiescent mode would significantly increase the likelihood of

electron-induced SEUs contributing to anomalous behavior in the onboard electronics

systems while within the Jovian electron belts.
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Monte Carlo radiation transport simulation results indicate that in technology

nodes where less than 0.5 fC of charge result in circuit-level effects, δ-rays generated

in heavy-ion irradiation may contribute to the single- and multiple-bit error rate.

Error rates of δ-ray and electron-induced upsets for SRAMs in ground-based parts-

qualification and the space radiation environment are likely dominated by extreme

energy deposition events. A comparison of MRED with the Katz model demonstrates

average track-structure models alone are inadequate in capturing the SEU response of

small sensitive geometries with low critical charge that are susceptible to electron (or

δ-ray) effects. The probability of δ-ray related effects exhibits a strong dependence

on the incident ion species, energy, and LET. Additionally, the probability of δ-ray

induced effects exhibits a strong dependence on radial distance from the incident ion

trajectory. These results have strong implications for ground-based parts qualification

testing and space radiation environments, where varying incident ion energy and LET

result in differing contributions from δ-rays to device and circuit level effects.

Moreover, electron-induced upsets have only been observed to occur at measur-

able rates under reduced bias conditions for SRAMs fabricated in present-generation

technology nodes. This suggests that the overall contribution of energetic electrons

to error rates is small in current-generation technology. The conclusion being that

electronics designed to operate with ultra-low power will likely exhibit higher relative

sensitivity to energetic electron-induced upsets. This represents an additional design

concern for both space and terrestrial environments, to avoid unexpectedly high SEU

error rates from lightly ionizing particles.
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