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CHAPTER I

INTRODUCTION

“Hillslopes have the distinction of being the commonest and, at the same time,
least studied geomorphic features, especially in terms of the processes acting
upon them. In some ways it is their very ubiquity which is responsible for this
neglect because researchers have preferred to study unique or restricted features
instead of facing the massive sampling problem which is involved in
characterizing slopes. In addition, hillslopes present difficult research problems
because their forms change either slowly or infrequently, particularly when
compared to rivers.”
-Carson and Kirkby, 1972

1. Overview

Landscapes are formed over thousands to tens of millions of years through the

complex interactions between climate and tectonics. These two forcing factors drive both

mechanical and chemical processes that act to denude the landscape. The nature and

intensity of these processes acting upon the landscape, when integrated over geologic

time, determine the morphology and chemical composition of the landscape. 

Soil mantled hillslopes (Figure 1) make up a significant portion of the terrestrial

landscape, and are the subject of this thesis. The production of mobile sediment on

hillslopes, and chemical dissolution within hillslope soils, are the primary source of

sediment and nutrients within many landscapes. Hillslope soils also serve as the thin

layer upon which biota thrive, and serve to store and cycle nutrients essential to life on

the surface of the Earth. 

A fundamental goal of geomorphologists is to be able to predict how hillslopes

react to changes in climatic and tectonic forcings. For example, on a global scale, we
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would like to be able to predict how climate change affects the supply of nutrients to the

ocean. The nutrients are derived from eroded bedrock, temporarily stored on hillslopes,

and hillslope processes determine the rate and nature of their delivery to the fluvial

system, which then transports the nutrients to the ocean. On a more local scale, a

watershed manager might want to predict how erosion rates and sediment supply to a

river might change with changes in land use, or if erosion rates measured over human

timescales are similar to long term average erosion rates. 

Making predictions of how changes in climatic and tectonic forcings will affect

erosion rates requires an understanding of how the processes that combine to erode the

landscapes vary with climate and tectonic forcing. Early geomorphologists recognized

that hillslope forms and the processes acting upon them are linked. For example, G. K.

Gilbert [1909] proposed that the rate of sediment transport increases with increasing

Figure 1. A soil mantled landscape in Marin County, California.
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slope. Further,  Gilbert [1909] observed that the convexity of hillslopes could be

explained because slope must increase as one moves from the hillcrest because all

sediment that is produced upslope of a point on the hillslope must be transported through

that point. Such observations led to much research in the field of geomorphology, but

without quantifying the processes using sediment flux laws (e.g, an equation that

describes the sediment flux as a function of some landscape property, such as slope),

using mathematical and theoretical models was impossible. Later, R. E. Horton [1945]

published seminal papers in the field of process geomorphology by quantifying sediment

transport as a function of slope and hydrology based on field experiments. W. E. H.

Culling [1960] then combined a hillslope sediment flux law with a statement of mass

conservation. This was the first rigorous statement of mass conservation applied to a

hillslope soil, and gave birth to modern hillslope geomorphology. 

Using conservation of mass, the most basic tool of physical scientists, in

conjunction with sediment flux laws, geomorphologists were able to show how different

hillslope processes affected hillslope morphologies [e.g., Ahnert, 1970; Armstrong, 1976;

Carson and Kirkby, 1972; Culling, 1963; Hirano, 1975; Kirkby, 1971], and how changes

in the nature and intensity of these processes could lead to dynamic hillslope behavior

[e.g., Ahnert, 1987; Armstrong, 1987; Arrowsmith et al., 1996; Dunne, 1991; Gossmann,

1976; Kirkby, 1985]. In addition, a number of researchers have used the assumption that

the landscape has approached a condition where base level fall matches erosion to

investigate the interactions between climate, tectonics, and hillslope form (called a steady

state or steady topographic form assumption) [e.g., Heimsath et al., 1997; Howard, 1988;

Riebe et al., 2003; Roering et al., 1999; Small et al., 1999].

http://endnote+.cit
http://endnote+.cit
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In many of these studies of hillslope form and process, it has been implicitly

assumed that a unique suite of processes and forcings will generate unique topography.

Recently, the usefulness of using topography alone to investigate the relationships

between climate, tectonics, and hillslope morphology has been questioned [Furbish,

2003; Roering et al., 2004]. Regardless of whether the landscape is at steady state or not,

the linkages between process and form may not be unique. For example, Dunne [1991]

demonstrated that hillslopes with different processes acting at different intensities can

result in similar topography. If a steady state assumption is made, the dynamics of

hillslope evolution may be discounted, and one only needs a direct observation of

topography to relate form and process. While there is evidence of steady state in some

landscapes [e.g., Reneau and Dietrich, 1991], many landscapes have been the subject to

changes in climate or tectonics over the history of the hillslope [e.g., Arrowsmith et al.,

1996; Gabet and Dunne, 2003; Roering et al., 2004]. The morphologies of may hillslopes 

are determined by the integrated history of their dynamic evolution [e.g., Howard, 1997].

Unfortunately, the time over which hillslopes develop is 10 -10  years [Fernandes and4 7

Dietrich, 1997; Roering et al., 2001], meaning that direct observation of significant

hillslope evolution is rarely possible. Geomorphologists are not without recourse,

however, because as Furbish [2003] and Roering et al. [2004] demonstrate, the use of

other variable hillslope quantities (such as soil depth and the concentration of a chemical

tracer) can be used to constrain the dynamics of hillslope evolution (Figure 2).

Chemical weathering is another process that denudes landscapes, but this process

has been largely ignored by geomorphologists.  Soil scientists, however, have long

recognized that hillslope soils vary in their mineralogical and chemical properties as a

http://endnote+.cit
http://endnote+.cit
http://endnote+.cit
http://endnote+.cit
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function of topography [Milne, 1935a, 1935b]. Soil toposequences [Jenny, 1941] have

been descriptively associated with hillslope processes of soil erosion [e.g., Schimel et al.,

1985] and solute transport via subsurface water flow [Sommer and Schlichting, 1997],

and soil properties have been statistically linked to topographic attributes such as slope

gradient and curvature [e.g. Gessler et al., 2000; Park et al., 2001]. Despite the rapid

progress in quantitatively characterizing the spatial variability in soil properties

[McBratney et al., 2003], only recently have process-based geomorphic models been

applied to understand how spatial and temporal variations in soil biogeochemistry

develop [Rosenbloom et al., 2001; Yoo et al., 2005, in press].

Whereas short term measurements of both sediment transport and mineral

dissolution kinetics exist, it may not be feasible or appropriate to apply these

measurements to the spatial and temporal scales intrinsic to hillslope soils. In this thesis I

Figure 2. Two hillslopes experiencing a reduction in the downcutting rate in the channel
(at x = 50m). In a., sediment flux is linearly proportional to slope, whereas in b. sediment
flux is proportional to the product of the soil thickness and the slope. These different flux
laws lead to different soil depth profiles. [Modified from Furbish, 2003]
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approach the problem using a phenomenological rather than reductionist approach. By

this I mean simply that I seek constitutive equations for mechanical and chemical

processes acting on hillslopes that may be used to accurately predict the denudation rates,

hillslope form, and the chemical composition of hillslope soils that function at the

appropriate length and timescales (e.g., over the length of typical hillslope and on the

timescale of their evolution). This approach leads to several tasks. First, the sediment

transport processes that dominate in the formation of a hillslope must be identified.

Constitutive laws for those processes must then either be proposed heuristically or

measured directly. Third, novel techniques must be developed to make predictions of the

spatial and temporal distribution of hillslope properties, such as their topography or

chemistry, and then be compared with field data.

It is germane to the study of processes causing the denudation of the landscape to

seek properties of hillslope soils that contain information about the spatial distribution of

the rates of mechanical and chemical denudation, as well as their changes through time.

The information stored on hillslopes comes in two forms, each with its own characteristic

timescale. The first form of information relates to the particles that make up the soil.

Particles are entrained from a soils’ parent material and then transported downslope until

they reach either a sediment sink (such as an abandoned terrace or inactive colluvial

hollow) or a channel (which transports sediment either within water or a debris flow).

Information contained within the particles is stored over their residence time on the

hillslope. In the last several years, with the advent of modern analytical techniques, a

number of different properties of soil particles can be quantified. These quantities include

the time elapsed since the particle has been exposed to the surface (measured using
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optically stimulated luminescence), the concentration of cosmogenic radionuclides

contained within the particle (using atomic mass spectroscopy), the concentration of

fallout radionuclides (using gamma detectors), the chemical composition of the particles

(using x-ray fluorescence or inductively coupled plasma mass spectrometry), the

mineralogy of the particles (using x-ray diffraction). 

The second form of information stored in a hillslope soil relates to the

topographic features of that soil. These topographic features include both the elevation of

the soil surface and the elevation of the soil-saprolite boundary. The difference in these

two elevations is the soil thickness. This topographic information adjusts to changes in

the rate of mechanical and chemical denudation, and topography and soil thickness may

maintain characteristic spatial patterns for periods longer than the individual soil particles

reside within the soil layer. 

2. Components of the Thesis

The following four chapters of the thesis are investigations focusing on

developing analytical and numerical techniques to better understand how soil mantled

landscapes respond to climatic and tectonic changes. 

In Chapter II, entitled ‘The Influence of chemical denudation on hillslope

morphology’, I explore how changes in the rates of incision of the channels bounding

hillslope profiles affect topography and soil thickness. I have shown how downslope

changes in soil lowering due to chemical processes will be reflected in the hillslope

morphology, leading to hillslopes that have different relief, slope, and shape than 
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hillslopes undergoing only with mechanical sediment transport. This chapter

demonstrates that hillslopes under certain conditions may have a convex-concave profile

at steady state, which previously was thought to be possible only sediment transport due

to overland flow or if the hillslope had sediment deposition at its base. An important

Figure 3. Conceptual diagram of the effect of chemical denudation on hillslope morphology.
Sediment created through soil production must be removed from the hillslope by either
mechanical of chemical denudation. If the chemical denudation rate increases downslope,
this can accommodate a greater proportion of the sediment produced on the slope, leading
to systematic changes in the topography of the hillslope. 
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condition for the existence of a hillslope with a convex-concave profile at steady state is

that the chemical denudation rate must exceed the mechanical denudation rate on the

hillslope (Figure 3). 

In this second chapter, I define a ratio, called the denudation ratio, which is the

ratio of the denudation rate due to chemical weathering to the total landscape denudation

rate. Taking data from the literature, I found that in many natural basins the denudation

ratio approaches the same magnitude as the mechanical denudation rate. Iin such basins

chemical denudation will play as great a role in shaping the landscape as mechanical

sediment transport processes. This work was published in 2004 in the Journal of

Geophysical Research-Earth Surface [Mudd and Furbish, 2004]. 

In chapter III, entitled ‘Using chemical tracers in hillslope soils to estimate the

importance of chemical denudation under conditions of downslope sediment transport’, I

investigate the enrichment of insoluble minerals within hillslope soils due to chemical 

weathering of soluble minerals (Figure 4). Mass conservation equations are derived that

can be used to predict concentrations of this chemically immobile phase. I have found

that under simplifying assumptions that are relevant to certain field situations, the spatial

distribution of the enrichment of this immobile phase can be solved analytically.

 Chemical denudation rates in a hillslope soil can be measured using the concentration of

immobile elements, but in turn the enrichment of these immobile elements are influenced

by spatial variations in chemical denudation rates and the chemical composition of the

material from which the soil is derived.
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A fundamental finding of this chapter is that these considerations cloud the use of 

elemental depletion factors and cosmogenic nuclide-based determination of total

denudation rates that have been used previously in identifying the relationship between

physical erosion and chemical weathering. Although the method using elemental

Figure 4. Schematic showing the different mechanisms by which hillslope soils may
become enriched in an chemically immobile mineral (such as zircon). 
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depletion fractions may be inadequate in regions where the chemical denudation rate is

only a small fraction of the total denudation rate, it is still useful in locations where the

chemical denudation rate is a significant portion of the total denudation rate (e.g., >50%)

and where sediment transport and spatial variations in chemical denudation rates only

introduce small (<10%) errors in the chemical denudation rates estimated using

measurements that do not take sediment transport into account. In regions where the

chemical denudation rate is a significant proportion of the total denudation rate, spatially

distributed measurements of the enrichment of immobile soil phases are required to

accurately quantify the relationship between physical erosion and chemical weathering. 

Chapter III also presents several possible responses of chemical weathering rates

in the soil, such as the expected distribution of particle ages, to unsteady channel incision

rates. Depositional parts of a hillslope system have locally greater particle ages, which

might be expected to reduce the local rate of chemical denudation. These areas of

deposition would also coincide with topographic hollows, however, where there is an

increased likelihood of groundwater flow, which might be expected to increase

weathering. Using immobile minerals to quantify weathering rates in such locations of

transient deposition could allow researchers to assess the relative importance of

hydrology and particle exposure ages on the rate of chemical weathering in hillslope

soils.  This work will be published in 2006, with David Furbish as coauthor, in the

Journal of Geophysical Research-Earth Surface (at the time of this writing, the article is

in press). 

The fourth chapter, entitled ‘Lateral migration of hillcrests in response to channel

incision in soil mantled landscapes’ explores how changing rates of channel incision
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affect hillslope soil thickness and topography. Specifically, this chapter investigates the

behavior of lateral hillcrest offset and migration under conditions of vertical offsets in the

elevation of channels bounding a hillcrest and locally varying incision rates in the

bounding channels. When the channel at the base of a hillslope experiences a change in

Figure 5. Plots of the difference in elevations between two channels on each side of a
hillcrest (dotted lines) and the lateral motion of the hillcrest (solid line) that results from
different channel incision rates. Hillcrests migrate in response to spatially varying rates of
channel incision across a landscape.
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incision rate, most of the divide migration takes place early after disturbance of a

channel. All else being equal, shorter hillslopes, lower background incision rates, greater

soil diffusivities, and greater soil production will lead to faster hillcrest migration. 

Chapter IV also explores hillslopes that are bounded by channels whose incision

rates vary in time. In this case the response of the hillslope topography reflects the

vertical channel offset generated by the transient channel downcutting rates. Higher

frequency oscillations in the channel downcutting rate are less likely to influence the

position of the hillcrest than low frequency oscillations. The oscillation of the hillcrest

will be out of phase with the oscillation of the vertical offset of the channels, and we have

found that the hillcrest can be in an asymmetric position when there is no difference in

the elevation in the channels (Figure 5). I have found that if channels bounding a hillcrest

are at the same elevation, but the hillcrest is not equidistant from the two channels, this

could be a indication of an imbalance in the erosion rates of the two channels bounding

the hillslope. This work was published in 2005 in the Journal of Geophysical Research-

Earth Surface [Mudd and Furbish, 2005]. 

Chapter V, entitled ‘Responses of soil mantled hillslopes to transient channel

incision rates’ examines how hillslopes respond to changes in the rate of channel incision

at their base. When channel incision rates change, signals from such changes propagate

away from the channel (Figure 6). Chapter V demonstrates that these signals operate on a

number of timescales, and that two of these timescales are particularly important. The

first timescale determines how much time must pass after a change in the channel

incision rate before the entire hillslope equilibrates to this new condition. The second

timescale is the time it takes a signal caused by a change in the channel incision rate to
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propagate from the channel to the divide. Chapter V shows that these timescales are

proportional to the square of the length of the hillslope divided by a measure of the

efficacy of sediment transport on that hillslope, the hillslope diffusivity. 

Through the analysis in chapter V, it is demonstrated that the response timescale

of the entire hillslope is nine times greater than the time it takes a signal of changing

erosion rate to propagate from the channel to the divide for hillslopes whose soil is the

same density as the underlying parent material of that soil. On hillslopes where soil is not

the same density as the material from which the soil is derived, the ratio between the two

densities is of first order importance in determining the hillslope response to a change in

the channel incision rate. In addition, it is shown that the erosion rate, the soil production

rate, and the soil thickness respond to changes in channel incision rates on different

timescales. The difference in the adjustment timescales for soil thickness and soil erosion

rate is sensitive to the ratio between the initial channel incision rate and the channel

incision rate after it has been perturbed. This  difference in timescales is greater as the

difference between the initial and final channel incision rate increases for hillslopes that

Figure 6. The surface topography (a.) and erosion rate (b.) of a hillslope that is
responding to a change in the rate of incision of the channel at its base (at x = 40m). 
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experience a linear sediment flux law, whereas this relationship is reversed for hillslopes

experiencing sediment flux that is proportional to the product of the soil thickness and the

hillslope gradient. I will submit Chapter V to the Journal of Geophysical Research-Earth

Surface in 2006 with coauthor David Furbish. 

Finally, a summary of how these four components may be synthesized and

applied in a field setting is presented in Chapter VI. This chapter also describes how I

intend to apply the results of Chapters II through V in my future investigations of soil

mantled hillslopes. 
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CHAPTER II

THE INFLUENCE OF CHEMICAL DENUDATION ON HILLSLOPE
MORPHOLOGY

Abstract

Models of hillslope evolution involving diffusion-like sediment transport conventionally

are presented as an equation in which the changes in land-surface elevation or soil

thickness are balanced by the divergence of soil transport and either tectonic uplift or soil

production, or both. These models typically do not include the loss or gain of mass in

hillslope soils due to processes of chemical weathering and deposition. We formulate a

more general depth-integrated equation for the conservation of soil mass on a hillslope

that includes a term representing chemical deposition or denudation.  This general depth-

integrated equation is then simplified to determine the one-dimensional form of a steady-

state hillslope which experiences both mechanical and chemical denudation. The

differences in morphology between hillslopes only experiencing diffusion-like

mechanical sediment transport and hillslopes experiencing both diffusion-like mechanical

sediment transport and chemical denudation are explored. Under the conditions of a

downslope increase in local soil lowering rate due to chemical weathering the hillslope

profile will depart from the parabolic shape predicted by models that incorporate only

linear diffusion-like mechanical sediment transport. In addition, hillslopes that

experience both chemical and mechanical denudation may have a convex-concave profile

at steady state. A necessary condition for such steady-state profiles is that the chemical

denudation rate must exceed the mechanical denudation rate. We further suggest that
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combinations of other physical parameter values (such as total denudation rate, average

soil depth, sediment diffusivity, and the increase in soil depth away from the divide) that

lead to steady-state convex-concave hillslope profiles may exist in a wide variety of

natural settings.

1. Introduction

Landscapes that contain topographic relief are often mantled with soil. In a

seminal paper, G. K. Gilbert [1909] remarked that downslope motion of sediment on a

hillslope is impelled by gravity, which depends on slope for its effectiveness.

Furthermore, Gilbert [1909] noted that in order to accommodate increasing downslope

sediment flux the transport rate of sediment should increase away from the hillslope

divide, and therefore the local slope should steepen away from the divide. The result of

this steepening slope is the presence of a convex hillslope (Figure 1). Culling [1960]

formalized this observation mathematically by combining a sediment flux law and a

statement of mass conservation. The flux law used by Culling [1960], in which the

sediment flux is a linear function of the surface elevation gradient, was analogous to the

heat flux law introduced by Fourier [1822]; such gradient-driven processes are referred

to as diffusive. Since the publication of Culling’s [1960] work, other researchers have

proposed non-linear flux laws [e.g., Anderson, 2002; Andrews and Bucknam, 1987;

Carson and Kirkby, 1972; Furbish and Fagherazzi, 2001; Gabet, 2000; Gabet, 2003;

Gabet et al., 2003; Kirkby, 1967; Roering et al., 1999]. Because the analogy to heat or

chemical diffusion is not perfect,  the family of  flux laws describing hillslope sediment

transport is now more appropriately referred to as dispersive or ‘diffusion-like.’ 

http://endnote+.cit
http://endnote+.cit
http://endnote+.cit
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The equations of diffusion-like hillslope sediment transport have been used to

investigate the dynamics and implications of hillslope morphology and evolution. Some

researchers have used these equations to explore the characteristic forms of steady-state

or equilibrium hillslopes and the adjustment times from transient profiles to steady-state

profiles [e.g., Ahnert, 1976; Ahnert, 1987; Armstrong, 1976; Armstrong, 1980;

Armstrong, 1987; Arrowsmith et al., 1996; Fernandes and Dietrich, 1997; Furbish and

Fagherazzi, 2001; Hirano, 1976; Roering et al., 1999]. In these studies steady state refers

to a situation in which the elevation of the soil surface does not change through time.

This surface elevation can be the elevation in a moving reference frame in the case of

steady base-level fall or in a fixed reference frame in the case of steady uplift. Others

have used a steady-state assumption to investigate the mechanics and nature of soil

Figure 1. The convex upward portion of an idealized convex-concave hillslope (a) has
negative curvature by convention, and the concave portion has positive curvature. Slope
curvature is shown in (b). 

http://endnote+.cit
http://endnote+.cit
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production [e.g., Heimsath et al., 1999]. These studies assume that soil depth does not

change through time. As pointed out by Braun et al. [2001], this definition of steady state

does not necessarily imply topographic steady state. Others [e.g., Anderson and Dietrich,

2001] have defined steady state as a condition in which a broad range of physical

characteristics of the soil, such as soil density, soil chemistry, and soil depth, in addition

to surface elevation, do not vary with time. 

Another group of researchers have used the most basic forms of the equations of

hillslope sediment transport (typically linear flux laws with threshold slopes) in models

of landscape evolution [e.g., Anderson, 1994; Braun and Sambridge, 1997; Howard,

1994; Howard, 1997; Kooi and Beaumont, 1994; Tucker and Slingerland, 1996;

Willgoose et al., 1991].  Tucker and Bras [1998] found that a landscape’s morphology is

highly sensitive to the suite of mechanisms of sediment transport operating within it.

As anticipated by Gilbert [1909], analytic and numerical solutions of the equation

of mass conservation on hillslopes with diffusion-like sediment transport have shown

that, with steady base-level fall, hillslope profiles will have negative curvature (indicating

a convex hillslope, see Figure 1). Predicted hillslope curvature can approach zero (a

locally planar hillslope) if a non-linear diffusion-like sediment flux law is used [Roering

et al., 1999]. In rapidly uplifting landscapes such as the Oregon Coast Range or Central

Range of Taiwan the hillslopes are commonly convex near the divide and planar

downslope [Roering et al., 1999]. Concavity on hillslopes with steady base-level fall may

be caused by processes such as sheetwash [e.g., Ahnert, 1976; Kirkby, 1971], but in

landscapes with gentler slopes or high infiltration capacities, overland flow is uncommon

and not an effective process of geomorphic change.

http://endnote+.cit
http://endnote+.cit
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Hillslope concavity is often seen in landscapes where overland flow is

uncommon. In such landscapes the concavity has been identified as a location of

sediment deposition and storage [e.g., Armstrong, 1987].  The deposition of sediment

reflects a transient state. I n a two-dimensional numerical model, Rinaldo et al. [1995]

Figure 2. Idealized simulation of a soil mantled landscape using a traditional form of the

s s zsediment continuity equation, ñ (Mæ/Mt) - KL  æ - ñ  U  = 0. Terms are defined in the text.2

r s TValues for the parameters are r  = 2000 kg , r  = 1000 kg , R  = 1x10  m yr , and—3 —3 -5 -1

K  = 10 kg yr   (D = 1x10  m  yr ).  The domain represents a straight main stem-1 —2 -2 2 -1

channel that is eroding at the rate of uplift (Mæ/Mt = 0) and transporting all sediment
delivered to it. Two additional tributary channels with exponential profiles are initially
imposed on the hillslope, these channels are also eroding at the rate of uplift and
transporting all sediment delivered to them. This landscape is then brought to steady state
(Mæ/Mt = 0 everywhere), as shown in (a). The tributary channels then recede (no fluvial
erosion or transport) and only the main stem channel erodes at the rate of uplift. The
valleys fill significantly by 250 ka (b) and the unchanneled valleys almost completely
disappear from the landscape by 750 ka after imposition of the new conditions (c). d
shows profiles parallel to the main stem at a distance of 250m from the divide. At steady
state, the curvature of the side slopes are negative resulting in a convex hillslope form.
Only when the tributary channels are removed does there appear a concave section of the
side slope, representing deposition and filling of the unchanneled valleys (d).

http://endnote+.cit
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investigated unchanneled valleys, where there is landscape concavity but no fluvial

channel to maintain the concavity. Rinaldo et al. [1995] described these unchanneled

valleys as indicators of climatic or tectonic change. If the climate becomes ‘drier’ (in

Rinaldo et al. [1995] a drier climate simply indicated that a greater drainage area was

required for fluvial erosion), uplift is reduced, or the runoff threshold (the amount of rain

that must fall before overland flow is generated) is increased due to changes in the biota

present on the landscape, the fluvial system retreats downstream and diffusion-like

hillslope processes begin depositing sediment and filling unchanneled valleys. Unless the

sediment filling these valleys is evacuated by a fluvial network that has expanded due to

climate change, the valleys will be smoothed from the landscape (Figure 2).

The timescale of the gradual smoothing away of landscape concavities (such as 

an unchanneled valley in the 2-D case, Figure 2) on hillslopes experiencing only

diffusion-like sediment transport is dictated by the relaxation time of the hillslope. The

relaxation time of a hillslope has been defined as the time it takes for a hillslope to

approach an equilibrium state after a change in climate (represented by a change in the

sediment diffusivity) or a change in base-level lowering rate [Fernandes and Dietrich

1997; Roering et al. 2001]. Relaxation times for hillslopes with typical diffusivities have

been found to be on the order of 10  to 10  years [Fernandes and Dietrich 1997; Roering4 6

et al. 2001; Anderson 2002]. Many ancient landscapes, such as the Piedmont of the

eastern United States, have widespread landscape concavities. Why have the unchanneled

valleys and landscape concavities in these ancient landscapes not been filled by hillslope

processes? Are landscapes containing unchanneled valleys diffusing away to a Davisian

[Davis 1889] peneplain? Despite a drastically reduced rate of base-level fall, can

http://endnote+.cit
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landscape concavities persist solely due to the effects of climatic fluctuations?

One explanation for the presence of long-lived landscape concavity is that it is

periodically rejuvenated by episodes of wet weather or other climatic or biotic changes

that cause the expansion of the channel network and erosion of sediment filled valleys

[Rinaldo et al., 1995]. We suggest, however, that in addition to the theory of Rinaldo et

al. [1995], there exists another plausible explanation of concavity in landscapes older

than the hillslope relaxation time. We show that the convex-concave hillslope can exist in

an equilibrium state due to a process that has been largely ignored in previous hillslope

evolution studies. This process is mass loss in the soil due to chemical weathering.  We

derive an depth-integrated equation of mass conservation in hillslope soils that includes

the mass lost or gained through chemical processes. This equation is simplified to 1-D

and used to investigate how chemical processes may affect the curvature, slope, and form

of hillslopes. We explore the combinations of physical parameter values including total

denudation rate, sediment diffusivity, the increase in soil depth away from the divide, and

the ratio of the mechanical to chemical denudation rate that lead to a convex-concave

profile at steady state. We further suggest that these combinations of parameters

associated with a steady-state convex-concave hillslope profile may exist in a wide

variety of natural settings.

2. A Depth-Integrated Equation of Hillslope Mass Conservation Incorporating
Chemical Denudation and Deposition

2.1. Previous Work

Before the implications of chemical weathering on hillslope morphology can be

http://endnote+.cit
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investigated, the equation of hillslope sediment transport incorporating this process must

be derived. Few researchers have addressed the processes of chemical weathering,

denudation, or deposition in their analysis. Furbish and Fagherazzi [2001] proposed a

heuristic alteration of the soil production function as described by Heimsath et al. [1997]

to account for weathering. Ahnert [1987] included dissolved load denudation derived

from slopewash, but calculated this chemical denudation as a function of the overland

flow, and not as weathering and transport occurring within the soil profile.  Small et al.

[1999] used a dissolution term in a steady-state form of the equation of mass

conservation on a hillslope to show dissolution can affect ages determined by

cosmogenic radionuclides , but did not explore the implications of denudation on

hillslope morphology. Likewise Kirkby [1977; 1985] modeled soil chemistry evolution

within a creeping soil, but only reported modeled vertical soil profiles and did not

comment on the expression of these processes on the morphology of the hillslopes in

question.  

2.2. General Statement of Mass Conservation

Researchers typically report the hillslope diffusion-like equations as a specific

case of a more general statement of local mass conservation. This specific case is

generally assumed a priori. Here we derive the equation for conservation of mass on a

hillslope directly from a local statement of mass conservation. We begin with the familiar

continuum element with a surface A (L ), a volume V (L ), and a vector normal to the2 3

surface n (L). A generalized form of the local conservation of mass in this element is

http://endnote+.cit
http://endnote+.cit
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(1)

swhere ñ  (M L ) is the dry bulk density of the soil, and v (L T ) is the velocity vector of-3 -1

the material at the surface of the element. The velocity will be an ensemble average

velocity of the discrete particles crossing the surface of the continuum element (Figure

3). The first term is the change in mass per unit volume per unit time of the material in

the continuum element, and the second term is the flux of mass per unit volume across

vthe surface of the element. S   (M L  T ) is a mass source or sink per unit volume per-3 -1

time, and will be referred to as the chemical denudation and/or deposition rate. Equation

(1) is used here to describe the local conservation of mass in the solid phase of a hillslope

soil. The local soil mass can change due to dissolution into or precipitation from the

aqueous phase, which is described by the source or sink term. This term allows the

equation of soil mass conservation to be coupled to advection-dispersion-reaction (ADR)

equations, which describe solute concentration for chemical species in the aqueous phase.

This coupling is beyond the scope of this contribution but will be important in future

research. Coupling equation (1) to the ADR equations is not necessary for significant

details of hillslope form and process to be interpreted through equation (1).

The velocity vector in equation (1) can be decomposed into tectonic velocity, U

s(L T ), and local soil velocity, v   (L T ) :-1 -1

(2)

Invoking Gauss’ law , the flux term (the second term)  is converted to a volume integral, 
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after which the resulting integral can be differentiated to: 

(3)

Equation (3) may be written in component form:

(4)

where the subscripts x, y, and z denote the components of the sediment and tectonic

velocity vectors in the x, y, and z directions, respectively (Figure 3). 

2.3. Depth-Integration of the Statement of Mass Conservation

Coordinates for the surface of the soil (z = æ) and the base of the active soil (z = ç)

Figure 3. Diagrams of coordinate system adopted for soil-mantled hillslopes. If the

çsurfaces z = 0 and z = . change as shown in (b), then the production rate (p ) is positive

æand that deposition rate (d ) is negative.  
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are adopted (Figure 3). Soil scientists, geomorphologists, and geologists may use

different definitions for the words regolith, soil, saprolite, and bedrock. The definition of

soil adopted here is that part of the material at the near surface that is being actively

disturbed by mechanical means — the active layer. The active layer will extend to the

deepest of the rooting depth, burrowing depth, creep depth, shrink-swell depth, or frost-

heave depth. This is different from the traditional definitions of soil and bedrock, but here

the definitions reflect the emphasis on the physics of transport. The terms ‘mechanically

active layer’ and ‘mechanically inactive layer’ may be more appropriate, but in many

natural settings the soil and the saprolite (or bedrock) coincide with the active and

inactive layers,  respectively,  so these terms are retained. 

Equation (4) may then be depth-integrated between z and h: 

(5)

The soil depth h, is the distance between the surface and base of the soil: 

(6)

The integrals in equation (5) are evaluated using the mean value theorem and Leibniz’s

rule (Appendix 1). 

2.4. Kinematic Conditions at the Soil Surface and the Soil-Bedrock Boundary

The use of Leibniz’s rule in equation (5) results in a number of terms that are
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evaluated at the coordinates z = æ and z = ç . These terms must be addressed by assigning

kinematic boundary conditions. These are the conditions that describe the motion of the

soil surface and the soil-bedrock boundary. The kinematic boundary condition at z = æ is

(7)

The first term to the right of the equality is the vertical velocity at the soil surface. The

second and third terms result from the fact that a particle must remain on the soil surface

even if it has horizontal velocity. If a particle that remains on the surface moves to a

location with a different surface coordinate, it must have some component of vertical

ævelocity. The last term to the right of the equality, d  (L T ), is a deposition or erosion-1

term.  This term can describe deposition from organic or aeolian sources, or erosion from

overland flow. It should be noted that this term describes mass being transported in or out

of the hillslope sediment system. This term allows coupling of the hillslope sediment

transport equation to transport equations for overland flow. Processes in which sediment

only briefly leaves the system but over the long term resides on the hillslope, such as

rainsplash, should be accounted for in the flux terms in the hillslope sediment

conservation equation. Additionally, in some cases the leaf layer may not be considered

part of the soil profile. Organic carbon in the soil is left by the decay of roots within the

soil and leaching of carbon from the leaf litter layer into the underlying soil. In these

cases the mass contributed to the soil from organic carbon would be encompassed by the

chemical denudation and deposition term. 

The kinematic boundary condition at the soil-bedrock interface is
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(8)

The sediment velocities in the x, y, and z directions at this boundary are zero, but tectonic

çvelocities are non-zero. The term p  (L T ) will be positive if the active layer lowers in-1

the absence of tectonic velocities. One cause of lowering of the active layer is soil

production, which is the conversion of bedrock or saprolite to soil through chemical,

biological, or mechanical processes [e.g., Heimsath 1997].

2.5. The Depth-Integrated Equation for Mass Conservation of Soil on a Hillslope

After depth integration, the equation for mass conservation of soil on a hillslope is

(9)

æThe overbar denotes a depth-integrated quantity. The quantity d  is positive for

vdeposition and negative for erosion, and the quantity S  is negative in the case of

dissolution and positive in the case of precipitation. Figure 3 shows the coordinate system

and components of equation (9). The dry bulk density at the soil-bedrock boundary, or

s ç r s æ æñ | , is renamed ñ . The dry bulk density of the soil at the surface, or ñ | , is renamed ñ .

The second and third terms in equation (9) contain sediment flux terms

(10a)

(10b)
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sx syThe sediment fluxes q  and q   have units (M L  T ). The subscripts x and y denote flux-2 -1

in the x- and y-directions, respectively.  Substituting equations (10a) and (10b) into

equation (9) yields

(11)

Equation (11) may be written in vector form

(12)

In equation (12), all vectors and vector operators are in the x- and y-directions only,  for

2example L  = i M/Mx + j M/My,  where i is the unit vector in the x-direction and j is the unit

vector in the y-direction. 

2.6. Simplifying Assumptions for Conservation of Mass Equation

Equation (12) is a general form of the equation of hillslope sediment continuity.

Various forms of this equation may be derived using simplifying assumptions. An almost

universal assumption in studies of hillslope geomorphology is that the local horizontal

x ytectonic motions are zero, or U  = U  = 0. There are some examples of research at the

mountain belt scale in which horizontal tectonic velocities have been incorporated into a

surface processes model [e.g., Ellis et al., 1999; Willett et al., 2001], but to the authors’

knowledge none at the hillslope scale. The assumption of zero horizontal tectonic

velocities may be inappropriate in some settings, such as small folds or basins in which

the folding or extension is occurring at the scale of the hillslope. A hillslope growing

over a low angle blind thrust fault should have significant horizontal tectonic velocities

http://endnote+.cit
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relative to vertical velocities [e.g., Keller et al., 1998]. For many situations, however, an

assumption of zero horizontal tectonic velocities, such as landscapes undergoing long

wavelength flexure or isostatic rebound, will be appropriate.

It is typically assumed a priori that deposition from organic or aeolian sources is

zero. Additionally, slopewash is often not considered because it is a channelizing process

rather than a diffusion-like process [e.g., Ahnert, 1987], (although it has been shown that

overland flow can lead to landscape convexity under the proper conditions [Dunne,

1991]). In either of the above cases the deposition term is set to zero. Setting deposition

to zero and assuming no horizontal tectonic velocities leads to:

(13)

A version of equation (13) expressed in terms of the rate of change in the land surface

elevation is presented in Appendix 2. 

3. The Steady-State, Chemically Denuding Hillslope: 1-D Analysis

We investigate the effects of chemical processes on hillslope form by using the limited

but illustrative case of the one-dimensional hillslope at steady state (to be defined below).

3.1. Derivation of Governing Equations

Equation (13) may be cast in its one dimensional form:

(14)

This equation can be simplified by making steady-state assumptions. The first of these
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assumptions is that the depth-integrated dry bulk density of the soil is spatially and

temporally homogenous. This implies (if the density of the mineral grains that make up

the soil is not changing) that the porosity of the soil remains constant in time and space.

Soils may be maintained at a constant porosity because mechanical disturbances such as

bioturbation will collapse excess porosity created by mass losses due to chemical

weathering [Brimhall et al., 1992].  The second assumption is that the soil depth does not

change in time (Mh/Mt). This eliminates the first term in equation (14). The next

assumption involves defining elevations relative to a local base-level:

(15a)

(15b)

bl ëwhere the subscript  indicates an elevation relative to base-level and ç  is the elevation

of the base level. The second assumption in our definition of steady state is that the

bl blelevations relative to base level are not changing in time, or Mç /Mt, Mæ /Mt = 0. This is the

case of steady topographic form implied by Gilbert [1909]. The result of this assumption

is that the elevation of the soil-bedrock boundary and the elevation of the soil surface

anywhere on the hillslope are changing at the same rate as the elevation of local base

level. It is assumed that the tectonic uplift rate is spatially homogenous at the hillslope

z çscale. If U  and Mç/Mt are spatially homogenous, then p  is also spatially homogenous. 

To maintain the steady state defined above, all the soil entering the active layer on

the hillslope must be removed by either mechanical or chemical processes. In other
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çwords, p  will equal the total denudation rate:

(16)

c mwhere R  is the chemical denudation rate (L T ), R  is the mechanical denudation rate (L-1

TT ), and R  is the total denudation rate (L T ). Incorporating the assumptions stated-1 -1

above, equation (14) becomes:

(17)

At this point a constitutive equation for sediment flux must be chosen. Two field

studies have found evidence for a linear sediment transport law on gentle slopes [Mckean

et al., 1993; Small et al., 1999].  A linear formulation also allows analytic solutions for

equation (17). Although there is evidence that non-linear sediment transport laws may be

operating on many natural hillslopes [Roering et al., 1999] , a linear sediment transport

law is a reasonable approximation on gently sloping hillslopes, and is used in this study.

The linear sediment transport equation is 

(18)

where D (L  T ) is a sediment diffusivity. (Another coefficient occasionally reported in2 -1

sthe literature, K, is in units of M  L  T . This coefficient is related to D by K = ñG  D). It is-1 -1

assumed that D is spatially homogenous. Equation (18) is inserted into equation (17) and

sthe resulting equation is divided by ñG  to give

(19)
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Each of the three terms in equation (19) are rates in units L T . These are the local rates-1

of change of the surface elevation due to diffusion-like sediment transport, chemical

ç çdenudation or deposition, and p . Again, p  is replaced by the total denudation rate

because we have assumed steady topographic form. The total denudation rate represents a

rrate of lowering for material with density ñ , whereas terms in equation (19) represent

soil lowering rates. This is why the total denudation rate in the third term of equation (19)

is multiplied by a density ratio. The modeled hillslope has a divide at x = 0 and a lower

boundary (the base of the hillslope) at x = ë. 

3.2. Denudation Rates

Soil produced on the hillslope must be removed by some combination of

mechanical and chemical denudation (equation (16)). This can be measured as

denudation rates, which represent the rate of landscape lowering due to mechanical and

chemical processes.

3.2.1. Mechanical Denudation Rate

The mechanical denudation rate averaged over the hillslope is the rate of lowering

caused by mechanical hillslope processes and is related to the mechanical flux through

the lower boundary of the hillslope by

(20)

mwhere R  (L T ) is the slope-averaged mechanical denudation rate and ë (L) is the-1

hillslope length. The quantity in parenthesis is the slope at the hillslope base. 
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3.2.2. Chemical Denudation Rate

The local chemical denudation rate must be integrated over the length hillslope to

find the slope-averaged rate, because precipitation from or dissolution into the aqueous

phase is occurring at all points on the hillslope (Figure 4). The slope-averaged chemical

cdenudation rate, R  (L T )  is:-1

(21)

Carson and Kirkby [1972] argue that in humid environments soil depth (h) tends

to increase away from the divide and in arid regions the soil thins away from the divide.

Recent work [e.g., Heimsath et al., 1997; Small et al., 1999] has shown that soil

production is a function of soil depth, so if soil depth varies in space so will soil

çproduction. If soil production is the dominant mechanism driving p , then spatially

varying soil production will violate the assumption of steady topographic form, because

the bedrock surface will be lowering at different rates at different points on the hillslope.

Furbish and Fagherazzi [2001], however, proposed that the soil production function may

vary as a function of distance from the divide. It is assumed here that soil production

çfunction does vary with x. This variation is assumed to lead to spatially constant p ,

despite spatial variations in soil depth. The simplest approximation of the soil depth that

still can describe whether it is thinning, thickening, or remaining constant as a function of

distance from the divide is: 

(22)

0where m (dimensionless) is the slope of the soil depth function and h  (L) is the soil depth
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at the divide. 

The depth-averaged mass loss rate due to chemical processes must also be

described. The spatial and temporal distribution of mineral weathering, particularly in the

vadose zone, is still largely unknown and is an area of active research [e.g., Anderson et

al., 2002; Egli et al., 2001; Millot et al., 2002; Sander, 2002; Stonestrom et al., 1998;

White et al., 1999]. A spatially homogenous weathering rate is simply assumed from the

onset of the analysis in Small et al. [2001]. In this contribution we also assume that the

depth-averaged mass loss rate due to chemical processes is spatially uniform over the

hillslope, in the interest of simplicity. A more general form of the local lowering rate due

to chemical processes is described in Appendix 3.

Inserting equation (22) into equation (21) and integrating gives

Figure 4. Diagram of denudation balance. A linear sediment transport law is shown.

VThe quantity h'S  varies over the hillslope, so this quantity must be integrated over the
hillslope to find the chemical denudation rate.
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(23)

A ratio between the chemical denudation rate and the total denudation rate may be

ddefined. This ratio, è   (dimensionless) is named the denudation ratio: 

(24)

VEquations (16) and (24) can be inserted into equation (23) and solved for 'S :

(25)

3.3. Curvature, Slope, and Profile of the 1-D Steady-State Hillslope  

When equations (22) and (25) are inserted into (19), an equation for the curvature

of the hillslope as a function of distance from the divide may be found:

(26a)

where

(26b)

and
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(26c)

The local slope and land-surface elevation of the hillslope may be determined by

applying the appropriate boundary conditions. The slope at the base may be found by

combining equations (20), (23),  and (24). 

(27)

If the slope at the lower boundary is zero then there is no mechanical transport out of the

system. Such a hillslope could be said to be ‘disconnected mechanically’ from the fluvial

system and would have a denudation ratio of one. A hillslope that has as its base a fluvial

terrace would be one example of this. 

By integrating equation (26) and using the above boundary condition (equation

(27)), the equation for the slope as a function of distance from the divide is found to be

(28)

where a and b were defined in equation  (26b,c). The surface coordinate at the base of the

hillslope is chosen to be æ (ë) = 0. Integrating equation (28) gives the equation for the

surface of the hillslope:

(29)

The maximum elevation on the hillslope will be at x = 0.
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3.3.1. Features of the 1-D Steady-State Hillslope 

The curvature of the hillslope is linear with respect to distance from the divide

when chemical denudation or deposition is occurring in the hillslope soil. This is a

ddeparture from the end-member case when there is no chemical denudation (è  = 0),

where the curvature is constant. There are several important features to equation (26). In

dthe end-member case where there is no chemical denudation (è  = 0), the curvature will

be constant and the equation reduces to the familiar equation:

(30)

If the soil depth is not changing with distance from the divide (m = 0), the curvature is

dagain constant but is less than the curvature found in the case of è  = 0.

(31)

Equation (31) has the important implication that if one measures the sediment diffusivity

and estimates the soil production rate without accounting for the chemical denudation

one will underestimate (or overestimate, if there is precipitation of solutes in the soil) the

dproduction rate by a factor of (1 - è ).  

 The curvature at the divide is

(32)

For the curvature to be negative, or in other words for the hillslope to be convex at the
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divide, the parameters must satisfy the following condition:

(33)

dFor hillslopes in which there is either net chemical deposition (q  is negative) or the soil

thins with distance from the divide (m is negative), or both, there may be concave slopes

at the divide. This would mean that the greatest slope would be at the divide. Many

hillslopes, however, have soils that thicken away from the divide (m positive) and net

dchemical denudation (è  is positive), and therefore most hillslopes that are both

mechanically and chemically weathering should be convex at the divide. This is the same

result as in the case of the hillslope that is denuding through mechanical means only, and

is the typical morphology of natural hillslopes in humid climates.

If curvature is a linear function of distance from the divide, it is possible that there

will be a point some distance from the divide where curvature equals zero and the

hillslope transitions from negative to positive curvature, or vice versa. This point

separates the convex portion of the hillslope from the concave portion of the hillslope.

Setting the curvature equal to zero in equation (26), the location of this inflection point, î

(L), may be calculated:

 (34)

There is no inflection point on hillslopes with î > ë, because the predicted location of the

inflection point lies farther from the divide than the hillslope base. Such hillslopes will be

only concave or convex. When 0< î < ë the hillslope is convex-concave. The condition



43

for a convex-concave slope may be stated as:

(35)

0 dIf 2h  o më, then q  will approach unity, and a convex-concave slope may only be

maintained at steady state if all denudation is occurring through the mechanism of

0 dchemical weathering. If 2h  n më, then è  approaches 0.5. Thus the chemical denudation

rate must be at least as great as the mechanical denudation rate if a convex-concave slope

is to exist at steady state. 

If the hillslope has a convex-concave form, the slope with the maximum absolute

maxvalue (S ) will occur at the inflection point. This slope is:

(36)

3.4. Non-Dimensionalization

In the above analysis, important quantities such as the shape of the hillslope (æ

(x)), the maximum slope, the inflection point, and the curvature are described in terms of

several parameters. These relationships can be collapsed into relationships between a

smaller number of parameters through non-dimensionalization. All terms that have

dimension length may be scaled by the hillslope length, ë: 
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(37)

where the star indicates a dimensionless quantity.  Two timescales may also be identified.

RThe first is the mean residence time of a particle on the hillslope (T  (T)), which is the

average depth of the soil on the hillslope (<h> (L)),  divided by the total denudation rate: 

(38)

(39)

Another timescale is the relaxation timescale. Fernandes and Dietrich [1997] and

Roering et al. [2001] explored this numerically, but here we use the analytical relaxation

timescale that is commonly seen in the analysis of heat and chemical diffusion, as well as

in Furbish and Fagherazzi [2001],  Jyotsna and Haff  [1997], and Koons [1989]: 

 (40)

DThe ‘diffusive’ timescale, T  (T), is the square of the system size (in this case the

hillslope length) and the inverse of its diffusivity (which is a measure of the effectiveness

of the transport process). A nondimensional ratio may be defined that is the ratio of the

residence timescale to the diffusive timescale:

 (41)
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This ratio will be called the transport ratio, as it is a proxy for the ratio of sediment

entering the active layer to the sediment transported through diffusion-like mechanical

processes. If no other parameters change, increasing the total denudation rate will result

Tin a smaller value of è , whereas increasing the diffusivity of the hillslope will increase

Tè .

Finally, a density ratio may be formed:

(42)

Important quantities may now be recast in nondimensional terms. The non-

dimensional inflection point is:

(43)

The maximum slope as a function of non-dimensional parameters is:

(44)

The equation for the non-dimensional hillslope profile is:

(45a)

where
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(45b)

and

(45c)

4. Discussion

4.1 Effect of Chemical Weathering on the Morphology of Steady-State Hillslopes

dIn the end-member case when both m and è  equal zero, the hillslope profile will

be parabolic and the curvature will be uniform, as predicted qualitatively by Gilbert

[1909]. This end-member hillslope morphology may be compared with the morphology

of hillslopes that experience chemical weathering in the soil. Figure 5 shows

morphologies of hillslopes with varying denudation ratios and m values. If all other

parameters are constant, increasing denudation ratios lead to gentler slopes and less

 relief. The hillslopes that have chemical weathering diverge from the parabolic shape of

d Vthe end-member case (m = 0, è  = 0); for hillslope with spatially homogenous 'S  and

finite m values the curvature increases linearly as a function from the divide. The

increase is due to the linear increase in the local lowering rate due to chemical

denudation as a function of distance from the divide, which is a result of the assumptions

used in the development of the governing equations. Appendix 3 addresses the possibility

of nonlinearities in the local soil lowering rate due to chemical processes as a function of
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ddistance from the divide.  If m = 0 and è  is nonzero, hillslope curvature will be constant

and the profile will be parabolic as in the end-member case of no chemical denudation,

but the presence of chemical denudation will reduce the relief and lead to gentler slopes

than in the purely mechanical case. 

4.2. Conceptual Explanation of the Steady-State Convex-Concave Hillslope

Figure 6 shows the relationship between sediment entering the active layer and

Figure 5. Non-dimensional surface elevation (a), slope (b), and curvature (c) for
hillslopes with varying parameter values.
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sediment transport and removal due to the two denudation mechanisms. If the total

amount of sediment dissolved chemically upslope of a point is increasing less than the

total amount of sediment entering the active layer, then the amount of sediment that must

be transported mechanically is increasing at that point, and therefore the hillslope will be

steepening away from the divide. If, however, the denudation ratio is greater than 0.5, at

some point on the slope the amount of sediment denuded chemically will be increasing

faster than the amount of sediment entering the active layer from upslope. Downslope of

this point , the sediment transported mechanically must decrease in the downslope

direction, and the slope will become gentler, giving concave topography.

Figure 6. Diagram of a convex-concave slope (a) and the denudation balance as a function
of distance from the divide. The total sediment denuded chemically is a non-linear function
of the distance from the divide (b). Below the inflection point, the total amount of sediment
denuded chemically above x begins to increase more quickly than the corresponding
increase in total sediment entering the active layer upslope, and the sediment that must pass
through x mechanically decreases with increasing distance from the divide (c).
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4.3. Conditions for Steady-State Hillslopes With Convex-Concave Profiles 

Equation (43) may be used to predict the combinations of dimensionless soil

depth at the divide (h%), the rate of increase in soil depth away from the divide (m), and

dthe denudation ratio (q  ) that occur on steady-state hillslopes with convex-concave

profiles. The parameter values of a hillslope with an inflection point at the base of the

hillslope can be represented as a surface. Two such surfaces are shown in Figure 7. 

The surface in Figure 7a  represents the parameter values at which the inflection

point is at the base of the hillslope. Parameter values plotting below this surface have

Figure 7.  Dimensionless depth of soil at the divide (h%) for hillslopes with an inflection
point at the hillslope outlet (x = l) (a,b) and hillslopes with an inflection point three
quarters of the length of the hillslope from the divide (c,d). Surfaces (a, c) and contour

dplots (b,d) are shown. Any hillslope with a combination of h%, denudation ratio (q ), and
rate of the increase of soil depth away from the divide (m) that plots below the surface in
a has a convex-concave slope.
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convex-concave profiles at steady state. Hillslopes that have higher denudation ratios and

for which soil depth increases faster away from the divide are favored to have convex-

concave slope profiles. Smaller values of the dimensionless soil depth at the divide, h%,

also favor convex-concave slope profile. Thus, hillslopes with shallower soils at the

divide and longer slope lengths are more likely to have convex-concave profiles at steady

state.  As noted by inspection of equation (35), the value of the denudation ratio must be

dgreater than 0.5 for a convex-concave slope to exist. A hillslope with q  =1, or in other

words a hillslope in which all the denudation is occurring through chemical means,

always has a convex-concave profile and the inflection points of these hillslopes are

located halfway between the divide and the outlet (l / 2). Mechanical sediment transport

still functions on these hillslopes, and particles entrained from the bedrock at and away

from the divide still move downslope, but the slope at the hillslope outlet is zero, so the

horizontal mechanical sediment transport there must be zero, and all mass converted to

soil from the underlying bedrock is removed through chemical means as it moves

towards the base of the hillslope. 

4.4. Transport Ratios for Steady-State Hillslopes With Convex-Concave Profiles

We may assume that in many landscapes climate and tectonics combine to form

an initial drainage network. If these conditions then change, causing the drainage network

to retreat (that is to decrease the drainage density or reduce the total length of the

channels in the fluvial system), the now unchanneled valleys will begin to fill with

sediment. At some time after the retreat of the drainage network, the unchanneled valleys

may relax to a steady-state convex-concave shape. In this situation the antecedent
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drainage network has set the length of the hillslopes. The climatic and tectonic regime

that lead to the steady-state unchanneled valleys are also external influences that help to

set the shape of the hillslope. These external influences are contained within the transport

Tratio, è , along with the depth of the soil at the divide and the soil depth increase away

from the divide (m), which are set by hillslope processes. For a range of maximum slopes

max(S , or the slope at the inflection point) and m values, the transport ratio can vary over

several orders of magnitude. The predicted transport ratios (see Figure 8) may be

Tcompared to physically realistic è  values. 

4.5. Comparison of Theoretical Transport Ratios with Transport Ratios Calculated
From Field Data

Physically realistic ranges of the transport ratio may be obtained from measured

TFigure 8.  Contour plot of the transport ratio (è ) for an inflection point of î% = 0.5(a),
and  î% = 0.75  (b, c, d) and dimensionless soil depth h% = 0.1 (b), h% = 0.05 (c), and

d(d). h% = 0.01 The density ratio (ô ) for these plots is 0.5.
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values for diffusivities, total denudation rates, hillslope length scales, and reasonable soil

parameters (Figure 8). The relatively small number of field studies of hillslope

diffusivities have reported values of D ranging from order 10  to order 10  m  yr  (see-4 -1 2 -1

Table 1 in Fernandes and Dietrich [1997]). More humid regions will typically have

higher values of D, although D also depends on the biota, temperature, and the nature of

sediment in a given landscape [Anderson, 2002].

The upper range on exhumation rate is 1.0x10   m yr  -2 -1 [Burbank, 2002], but the

TFigure 9. Hillslope profiles for various values of the transport ratio (è ), dimensionless
soil depth at the divide (h%), rate of increase in soil depth away from the divide (m), and

d ddenudation ratio (q ). The value of the density ratio (ô ) is 0.5 for all plots. Note the
change in vertical scale. Black dots indicate the inflection point (transition from negative
to positive curvature). The curve in a. without a black dot has a predicted inflection
point at x% > 1.
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most rapid documented chemical denudation rate is 5.8x10  m yr  -5 -1 [White et al., 1998].

Exhumation must balance denudation at steady state. Because the mechanical denudation

rate must be less than the chemical denudation rate in order for a convex-concave slope

to be in steady state, the upper limit on total denudation rate that allows this hillslope

form is ~10  m yr . Such a denudation rate, although several orders of magnitude lower-4 -1

than the fastest known denudation rates, is nevertheless a rate of denudation that is

representative of areas of active tectonics. The Oregon Coast Range near the

experimental site of Anderson et al. [2002] has been estimated to have a long term uplift

rate (which should be similar to the total denudation rate at steady state) of 10  m yr .-4 -1

The lowest denudation rate is (trivially) zero, but as a point of reference, the time-

averaged uplift due to tectonic flexure on the Atlantic margin of the U.S. is estimated to

be 2x10  - 1x10  m yr  -6 -5 -1 [Pazzaglia and Gardner, 1994].

TTable 1.  Values of the transport ratio (è ) for naturally occurring rates of total

Tdenudation (R ), average soil depth (<h>), hillslope length (l), and sediment diffusivity
(D). Note that these values are slightly different than the end-member values and have
been chosen because they are presumably representative of a larger number of natural
hillslopes. 

T Tè R  (m yr ) <h> (m) l (m) D (m  yr )-1 2 -1 Convex-concave
profile possible?

6.25x10 2x10 5 20 10  no2 -6 -1

10 5x10 5 500 10  yes-2 -6 -3

10 10 1 100 10 yes-4 -4 -3

Hillslopes are typically tens to hundreds of meters long. Soil depth can be zero,

but the upper limit of soil depth is harder to quantify. As researchers in the Amazon basin
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have found rooting depths of 8 meters [Nepstad et al., 1994], and root growth causes

mechanical disturbance of the soil [e.g., Gabet et al., 2003], it is presumed that the upper

limit on soil depths is on the order of 10 meters. 

RWith this information, physically meaningful values may be established for T ,

D TT , and è . For a very deep soil and a total denudation rate similar to the estimated uplift

Rrate of the Atlantic margin of the United States, T  will be on the order of 10  years. Low8

D Thillslope lengths and high diffusivities give a T  of order 10  years, and a è . of order 10 .3 5

TThis value is several orders of magnitude larger than the highest values calculated for è .

in Figure 8. Therefore the end-member combination of the residence and relaxation time

will not have convex-concave slopes at steady state. In landscapes with low total

denudation and thick soils, hillslopes must either be longer or have lower diffusivities

than the end-member hillslopes in order to have steady-state convex-concave slopes.

DWith a hillslope length of order 10  m and a diffusivity of 10  m  yr  the T  value will be3 -2 2 -1

T Tof order 10  years, and è . will be of order unity. This is in the range of è . values8

predicted in Figure 8 for slopes of low relief. Lowlands are, by definition, low-relief

landscapes. Steady-state convex-concave hillslopes of higher relief will have thinner

soils, lower diffusivities, shorter slopes, and faster total denudation rates. For example, a

hillslope with a total denudation rate of order 10  m yr , a diffusivity of order 10  m  yr-4 -1 -3 2 -

T, an average soil depth of order 1m, and a length of order 100m will have a è . value of1

T10 . Table 1 shows the values of è . for selected combinations of naturally occurring soil-3

depths, uplift rates, diffusivities, and hillslope lengths.  

Some representative hillslope profiles are plotted in Figure 9. These hillslopes

range from high relief (a), to moderate relief (b, c), to low relief (d). As shown in Figure

http://endnote+.cit
http://endnote+.cit


55

9, hillslopes with a wide range of parameter values may have convex-concave profiles at

steady state. 

4.6. The Occurrence of Hillslopes with Denudation Ratios Greater Than 0.5

dIt is required that q  > 0.5 for the existence of steady-state hillslopes with convex-

concave profiles. Is this condition physically realistic?  In studies of river basin

denudation rates, Summerfeld and Hulton [1994] and Gaillairdet et al. [1997] found

denudation ratios of 0.5 or greater (see Table 2). As stated earlier, the highest measured

chemical denudation rate is on the order of 10  m yr . As local erosion rates can be -4 -1

dTable 2. Denudation ratios (q ) from selected river basins. Superscripts indicate source:
Summerfeld and Hulton [1994]; Gaillairdet et al. [1997].1 2

dè . River Basin Location

0.857 Dnepr Ukraine, Belarus, Russia1

0.759 Lena Russia1

0.647 Ob Russia1

0.944 St. Lawrence Canada1

0.783 Yenisei Russia1

0.5 Urucara (Amazon sub-basin) Brasil2

0.5 Tapajos (Amazon sub-basin) Brasil2

several orders of magnitude greater than the fastest measured chemical denudation rate, if

a basin includes one or more sub-basins that are undergoing rapid physical erosion this

will skew the basin-averaged denudation ratio in favor of mechanical erosion. We also

http://endnote+.cit
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note that chemical denudation rates calculated by solute fluxes incorporate dissolution

that occurs in both bedrock and the soil mantle. Nonetheless, Anderson et al. [2002],

found that chemical weathering is much more vigorous in soil than in bedrock, due to the

fact that more water may flush the soil due to its higher porosity, and because minerals in

the soil have larger available surface area for reactions to occur.

5. Conclusions

Chemical denudation can affect the curvature, slope, and profile of hillslopes.

Downslope changes in soil lowering due to chemical processes will be reflected in the

hillslope morphology, leading to hillslopes that have different relief, slope, and shape

(e.g., non-parabolic) than hillslopes undergoing only diffusion-like sediment transport.

We have shown that hillslopes under certain conditions may have a convex-concave

profile at steady state. This is in contrast to slopes only experiencing diffusion-like

mechanical sediment transport wherein only slopes that are transient and are storing

sediment at their base may have a convex-concave profile. Hillslopes with a variety of

lengths, soil depths, variations in soil depth as a function of distance from the divide,

total denudation rates, sediment diffusivities, and density changes as soil is converted to

bedrock,  may have a convex-concave profile. An important condition for the existence

of a hillslope with a convex-concave profile at steady state is that the chemical

denudation rate must exceed the mechanical denudation rate on the hillslope. Although

there is evidence that chemical denudation is greater than physical denudation in some

large river basins, further work is required to quantify both mechanical and chemical

denudation rates at the hillslope scale. It will be important at this scale to measure the
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chemical denudation that occurs in the soil, as dissolution in the bedrock does not

directly affect the hillslope topography. Chemical weathering in soils is an area of active

research, but the spatial variation in the local rate of soil lowering due to chemical

processes at the hillslope is not well understood. Further research in this area is needed in

order to better understand the impact of chemical weathering on hillslope morphology. 

Appendix 1. 

The mean value theorem may be stated as, for example:

(A1.1)

where the overbar denotes a depth-averaged quantity, and f  is some function of position

(x, y,  and z) and time (t). Leibniz’s rule may be stated as

(A1.2)

Appendix 2.

Equation (13) allows one to track changes in the soil depth, h. In some cases it

may be more desirable to track the change in surface elevation, z.  One method yielding a

relatively simple equation is carried out by multiplying equation (8) by the depth-

averaged dry bulk soil density (and with the assumption of no horizontal tectonic
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velocities): 

(A2.1)

Because the terms to the left of the equality in equation (A2.1) equal zero, these terms

may be added to equation (13). Equation (6) is also inserted into the unsteady term in

equation (13) such that the soil depth h in this term is cast in terms of z and h. The chain

rule is then used to arrive at:

(A2.2)

or in component form

 (A2.3)

Appendix 3.

Equation (24) contains three terms which are local rates of soil surface lowering

due to mechanical sediment transport, chemical denudation, and total denudation (which

has replaced soil production due to the steady-state assumptions). By assuming spatial

vhomogeneity of S  and a linear increase in soil depth away from the divide the local rate

c of soil lowering due to chemical weathering, r (L T ), was cast as a linear function of-1

distance from the divide:

 (A3.1)



59

A more general formulation could simply treat the local rate of soil lowering due to

chemical weathering as a power law function of x:

(A3.2)

0where a and b are empirical coefficients and r  is the local rate of soil lowering due to

chemical weathering at the divide. If b = 1, then equation (A3.2) reduces to equation

(A3.1) where 

(A3.3a)

(A3.3b)

The chemical denudation rate may be calculated by integrating the local chemical

denudation rate as done in equation (26). This gives

(A3.4)

0Equation (29) may be inserted into equation (A3.4), which may then be solved for r :

(A3.5)

Inserting equations (A3.5) and (A3.2) into equation (24) gives the hillslope curvature:

(A3.6)
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0If the increase or decrease in r  as a function of distance from the divide is non-linear, so

too will be the curvature. The empirical coefficients a and b may depend on many

factors, including but not limited to climate, hydrology, and the kinetics of chemical

reactions within the soil, and are a significant control on hillslope morphology. Recent

studies have begun to explore spatial variations in chemical weathering at the hillslope

scale [e.g, Green et al., 2003], such studies may be used in the future to better

parameterize equation (A3.2). 

6. List of Symbols

a empirical coefficient for power law description of soil surface

lowering due to chemical weathering as a function of x. 

b empirical exponent for power law description of soil surface

lowering due to chemical weathering as a function of x. 

D sediment diffusivity (L  T )2 -1

deposition or erosion at surface of soil  (L T ) -1

h coordinate of the bedrock-soil interface (L)

dimensionless bedrock-soil interface coordinate

blh elevation of soil-bedrock boundary with respect to base level (L)

base-level elevation (L)

h soil depth (L)

<h> average depth of soil over a hillslope (L)

0h depth of soil at hillslope divide (L)

K sediment diffusion coefficient (M  L  T )-1 -1

http://endnote+.cit
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l hillslope length (L)

m slope of soil depth as a function of distance from divide

(dimensionless)

Rate of change of the elevation of the soil-bedrock boundary under

conditions of no tectonic velocities (L T ) -1

sediment flux vector (M L  T )-2 -1

sx syq , q components of sediment flux vector in the x- and y- directions,

respectively  (M L  T )-2 -1

sr dry bulk density of soil (M L )-3

depth averaged dry bulk density of soil (M L )-3

rr dry bulk density of the material at the soil-bedrock boundary  (M

L )-3

cr local rate of soil surface lowering due to chemical weathering (L T-

)1

0 cr value of r  at the divide (L T )-1

mR mechanical denudation rate (L T ) -1

sR chemical denudation rate (L T ) -1

TR total denudation rate (L T ) -1

maxS absolute value of maximum slope (dimensionless)

vS chemical denudation and deposition (M L  T )-3 -1

depth averaged chemical denudation and deposition (M L  T )-3 -1

RT relaxation timescale (T)

DT diffusive timescale (T)
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dq denudation ratio (dimensionless)

transport ratio (dimensionless)

dt density ratio (dimensionless)

 tectonic velocity vector (L T )   -1

x y zU , U , U components of the tectonic velocity vector in the x,y, and z

directions (L T )   -1

sediment velocity vector (L T )   -1

sx sy szv , v , v components of sediment velocity vector in x,y, and z directions  (L

T )  -1

depth averaged components of the sediment velocity vector in the

x-, y- and z- directions, respectively  (L T )  -1

z coordinate of the soil surface (L)

blz coordinate of the soil surface relative to base level (L)

dimensionless soil surface coordinate

x location of hillslope inflection point (point of zero curvature) (L)

dimensionless location of inflection point  
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CHAPTER III

USING CHEMICAL TRACERS IN HILLSLOPE SOILS TO ESTIMATE THE
IMPORTANCE OF CHEMICAL DENUDATION UNDER CONDITIONS OF

DOWNSLOPE SEDIMENT TRANSPORT

Abstract

We present a model of hillslope soils that couples the evolution of topography, soil

thickness, and the concentration of constituent soil phases, defined as unique components

of the soil with collective mass equal to the total soil mass. The model includes both

sediment transport and chemical denudation. A simplified two phase model is developed;

the two phases are a chemically immobile phase, which has far lower solubility than the bulk

soil and is not removed through chemical weathering (for example, zircon grains), and a

chemically mobile phase that may be removed from the system through chemical

weathering. Chemical denudation rates in hillslope soils can be measured using the

concentration of immobile elements, but the enrichment of these immobile elements is

influenced by spatial variations in chemical denudation rates and spatial variations in the

chemical composition of a soil’s parent material. These considerations cloud the use of

elemental depletion factors and cosmogenic nuclide-based total denudation rates measured

at single points on hillslopes to identify the relationship between physical erosion and

chemical weathering. The model is used to predict concentrations of chemically immobile

phases in hillslope soils; these predictions are used to test the veracity of using point

measurements to estimate basin wide chemical denudation rates. Point measurements may

be adequate where the chemical denudation rate is a significant fraction of the total

denudation rate, but are inadequate in regions where chemical weathering rates are small
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compared to the total denudation rate. We also examine relationships between unsteady

mechanical and chemical denudation rates. Soil particle exposure ages may affect chemical

weathering rates; the relationship between total landscape lowering rates and soil particle

ages can thus be quantified.

1. Introduction

Many landscapes are mantled by a mobile layer of soil. This soil is created from

weathered bedrock or saprolite through a variety of processes such as penetration by tree

roots, burrowing by mammals, or freeze-thaw mechanisms [e.g., see Birkeland, 1999].

Once created, mobile soil is removed from the landscape by either mechanical sediment

transport [e.g., Gilbert, 1877], or by chemical weathering processes [e.g., White and

Brantley, 1995]. Chemical weathering within a hillslope soil plays an important role in

the export of dissolved material from basins; recent work has found that the fluxes of

solutes from soils may be equal to or greater than the fluxes from saprolite and weathered

bedrock [Anderson et al., 2002; Green et al., 2004]. 

2 Chemical weathering of silicate minerals can serve as a sink for atmospheric CO

[Berner et al., 1993]; studies of chemical weathering therefore have been motivated in

part by the hypothesis that there are feedbacks between chemical weathering and global

climate [Raymo and Ruddiman, 1992]. In their landmark study Raymo and Ruddiman

[1992] hypothesized that an increased mechanical denudation rate due to tectonic uplift

can result in an increased chemical denudation rate (due to an increase in the rate of

production of fresh mineral surfaces) and global cooling (due to reduction in atmospheric

2CO ). A number of researchers have demonstrated a coupling between chemical and
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mechanical denudation rates using stream gauge data [see Stallard, 1995, for review].

Measurements of both chemical and mechanical denudation rates from stream gauges

have the advantage of integrating denudation over an entire basin, but have the

disadvantage of varying due to the stochastic distribution of floods and brief

measurement periods relative to the measurement period needed to fully characterize the

full distribution of floods [e.g., Kirchner et al., 2001]. 

Quantifying the balance between chemical and mechanical denudation in hillslope

soils has the advantage of averaging the denudation rate over 10ka-1000ka, as hillslope

soils respond more slowly than channels to erosional forcings by storms [e.g., Furbish

and Fagherazzi, 2001; Mudd and Furbish, 2005 in press]. In the soil environment, mass

balance techniques are useful in determining the extent of chemical weathering [e.g.,

April et al., 1986; Brimhall and Dietrich, 1987]. These mass balance techniques involve

measuring the enrichment of minerals in the soil that are relatively insoluble. Until

recently, however quantifying rates of chemical denudation within soils has been limited

to non-sloping sites where the age of the soil is known [e.g., Chadwick et al., 1990;

Merritts et al., 1992; Taylor and Blum, 1995]. A recent series of papers, however, has

shown that the chemical denudation rate may be estimated in eroding landscapes if the

total denudation rate (the sum of the chemical and mechanical denudation rates) is known

[Small et al., 1999; Riebe et al., 2001; Riebe et al., 2003; Riebe et al., 2004a; Riebe et al.,

2004b]. Measuring the chemical denudation rate using the enrichment of immobile

minerals is distinct from solute studies because the estimate of chemical denudation using

this method is averaged over the residence time of the soil particles. The total denudation

rate of a soil may be determined by measuring inventories of cosmogenic radionuclides at
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the soil-saprolite boundary [e.g., Heimsath et al., 1997, Small et al., 1997].

While the techniques of Riebe et al. [2001] and Small et al. [1999] allow for the

estimation of the relative proportion of chemical and mechanical weathering in mobile

soils averaged over the residence time of the soil particles, they are limited to soils in

which there is no spatial variation in the chemical composition of the parent material, and

in which the chemical denudation rate in the soil does not vary spatially. Strong spatial

co-variations of chemical weathering and sediment transport processes, however, have

been long inferred from routine observations that soil properties systematically vary

along hillslopes [e.g. Birkeland, 1999].  Recent investigations have found spatial

heterogeneity in the degree of chemical weathering in hillslope soils as a function of

position using mass balance techniques [Green et al., 2003; Green et al., 2004; Nezat et

al., 2004; Yoo et al., 2004]. 

In this contribution we extend the work of Small et al. [1999] and Riebe et al.

[2001] by developing a model that explicitly includes spatial variations in chemical

denudation rates and spatial variations in the chemical composition of the parent material

from which the soil is formed. This new model is used to address several questions. First

we examine to what extent the chemical composition of the soil is expected to vary under

hypothesized spatial variations in the chemical denudation rate. We then address the

question of how closely the chemical denudation rate estimated using the technique of

Riebe et al. [2001] (which is relatively simple, requires few measurements, and is

therefore a preferred first alternative to taking spatially distributed measurements in a

basin) will match the true basin averaged chemical denudation rate if the chemical

composition of the parent material or the chemical denudation rate varies spatially.
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Finally, the model is used to examine patterns of soil chemical composition under

conditions of transient erosion rates, and how such transient erosion rates may affect the

sediment transport and chemical denudation rates of hillslope soils. 

2. A Coupled Model of Hillslope Evolution

Our model, which couples the elevation a hillslope surface with the concentration

of constitutive phases (to be defined in section 2.2) in the soil, is based on conservation

of mass for the total soil layer and for each constitutive phase within the soil. First we

derive a statement of mass conservation for the whole soil.  

2.1. Conservation of Total Soil Mass

Many authors have derived equations for conservation of mass on hillslopes that

contain terms for the mechanical transport of sediment [Ahnert, 1976; Anderson, 2002;

Armstrong, 1976; Culling, 1960; Gabet et al., 2003; Kirkby, 1971; Roering 2001]. Others

have derived models that explicitly include terms for mass loss due to chemical

weathering processes [Kirkby, 1977; Kirkby, 1985a; Kirkby, 1985b, Mudd and Furbish,

2004]. Here we use a depth-integrated equation for the conservation of mass of a

hillslope soil, one including both chemical and physical processes: 

(1)

s xwhere h (L) is soil depth, r  (L  T )  is the dry bulk density of the soil, v  (L T )  is the3 -1 -1

yvelocity of the sediment in the x-direction,  v  (L T ) is the velocity of the sediment in the-1

vy-direction, S  (M T  L ) is a rate of mass loss or gain per unit volume due to chemical or-1 -3
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zbiological processes, r  (M L ) is the dry bulk density of material deposited at the-3

rzsurface, d  (L T ) is the deposition rate of material at the surface, r  (M L ) is the density-1 -3

çof the parent material,  p  (L T ) is the rate of entrainment of parent material into the-1

active soil layer, and the overbars denote depth-averaged quantities (Figure 1). The

derivation of equation (1) is presented in Mudd and Furbish [2004]. The first term in

equation (1) is the change with respect to time of the mass in a column of soil. The

second and third terms are the mass fluxes of sediment in the x and y directions,

respectively. The forth term is the rate of mass lost or gained due to chemical or

biological processes (e.g., weathering of minerals, deposition of plant material). The last

Figure 1. Schematic of a 2-D hillslope.
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two terms are rate of mass losses or gains due to deposition of material on the surface of

the soil or production of soil at the soil-saprolite boundary. The soil thickness h is

defined as the distance between the elevation of the soil surface, z (L), and the elevation

of the base of the mechanically active layer of the soil, h (L):

(2)

where the mechanically active layer is the portion of the soil which is experiencing

mechanical disturbances.

çThe deposition and production rate terms (dz and p , respectively) represent the

change in the elevation of the base of the active layer and the surface if the hillslope

x y z zsediment velocities v , v , and v  are zero (the vertical velocity of the sediment, v , does

not appear in equation (1) because it has been eliminated by depth integration). If particle

motion extends to the base of the soil as defined in a pedological sense, such that ç

çcoincides with the soil-bedrock interface, then p  is the rate of soil production associated

with the conversion of bedrock to soil. This is analogous to the production term described

by Kirkby [1971] and examined empirically using cosmogenic isotopes [e.g., Heimsath et

al., 1997; Riebe et al., 2003; Small et al., 1999]. It is important to note that the production

term does not include any mass losses due to chemical weathering; these mass losses are

vsubsumed in the term S . 

2.2. Conservation of a Soil Phase

We now consider conservation of mass for constitutive phases that make up the

soil for the general framework outlined in equation (1). We define a phase as any

identifiable and unique portion of the soil. By unique we mean that a given phase is
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physically separate from all other phases. In a given soil sample, the total mass of the

sample is the sum of the masses of the constitutive phases: 

(3)

i totwhere m  is the mass of phase i (M), m  is the total mass in the sample (M), and N is the

inumber of phases. The concentration by mass of phase i, c  (dimensionless), is: 

(4)

Summing the concentrations by mass gives:

(5)

The mass of a constitutive phase in the soil per unit volume is

(6)

where V (L ) is a unit volume. In a control element with a surface area A (L ), a volume3 2

V, and a vector normal to the surface n (L), the conservation of mass of a constitutive

phase is:

(7)

i i ix iy izwhere v  (L T ) is the velocity vector of phase i (v  = v  i  + v  j + v  k) where i, j, and k-1 ˆ ˆ ˆ ˆ ˆ ˆ
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ix iy izare unit vectors in the x, y, and z directions, respectively,  and v , v , v  are the respective

icomponents of the phase velocity), S  (M L  T ) is the rate of mass loss or gain of phase i-3 -1

per unit volume due to chemical or biological processes. The rates of the mass loss of

each phase per unit volume add up to the total mass loss rate per unit volume:

(8)

In order to develop a general equation of mass conservation for phase i, the

method of Mudd and Furbish [2004] is used, in which equation (7) is first integrated over

the control element and then depth integrated through the soil column. Kinematic

boundary conditions are applied at z = æ and z = ç, and it is assumed that the velocity of

phase i at the boundaries is the same as the average velocity of the bulk soil. This results

in a general statement of mass conservation for phase i: 

(9)

where the overbars represent a depth averaged quantity,  is the concentration of phase

içi in material deposited at the surface of the soil (dimensionless), and c  is the

concentration of phase i at the soil-saprolite boundary (dimensionless). The first term in

equation (9) is the change with respect to time of the mass of phase i in a column of soil.

The second and third terms are the mass fluxes of phase i in the x and y directions,

respectively. The forth term is the rate of mass of phase i lost or gained  due to chemical

or biological processes (e.g., weathering of minerals, deposition of plant material). The

last two terms are rate of mass of phase i lost or gained due to deposition of material on
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the surface of the soil or production of soil at the soil-saprolite boundary. 

Equations (1) and (9) are the most general form of equations of depth-integrated

conservation of mass for the soil profile and for soil phase i, respectively. They have a

number of  independent variables and therefore must be closed with simplifying

assumptions and additional constitutive equations before they can be solved analytically

or using numerical models.   

3. A 1-D, Two Phase Model of Hillslope Weathering and Transport

We now develop a two phase soil weathering model that consists of a chemically

mmobile phase with concentration c  and a chemically immobile phase with concentration

imc . All mass lost due to chemical weathering is removed from the mobile phase:

 (10a)

(10b)

For example, an immobile phase could be the mineral zircon, which is highly insoluble

compared to other rock forming minerals [e.g., Brimhall et al., 1992]. If an element (e.g.,

zirconium) only occurs in the immobile mineral (e.g., zircon), then the elemental

concentration may be substituted for the mineral concentration. In this two phase system,

if the concentration of the immobile phase is known, then the concentration of the mobile

phase is also known (equation 5). Thus we only need a conservation statement for one of

the soil phases. Here we solve the governing equations for the immobile phase. We

conceptualize the system as having three layers (Figure 2): the soil, a saprolite layer from

which the soil is produced, and a layer of unweathered bedrock. The concentration of the
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im çimmobile element in these three layers is denoted by c  in the soil, c  at the soil-saprolite

rboundary, and c  in the unweathered bedrock.

3.1. Simplifying assumptions

We begin by reducing the system to a one dimensional hillslope and assuming

zthat deposition at the surface of the soil is zero (d  = 0). We also assume that the soil is

well mixed such that products that are depth integrated can be assumed to be the products

of depth integrated quantities (e.g., ). Additionally, it is assumed that

Figure 2. Schematic of the 1-D hillslope. The black particles represent the immobile
phase in the bedrock, saprolite, and soil. 
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there is no sorting, such that the velocity of any given phase is the same as the bulk soil

ix xvelocity (v  = v  throughout the soil column). It is also assumed that sediment at the soil-

x z=æ y z=çsaprolite interface does not have horizontal velocities (v |  = v |  = 0). 

The rate of production of mobile soil from saprolite has been found to decrease

with soil thickness (h) at some field locations [e.g., Heimsath et al. 1997]:

(11)

0where W  (L T ) is the rate of soil production as the soil thickness approaches zero and ã-1

(L) is a length scale that characterizes the rate of decline in the soil production rate with

increasing soil thickness. We also assume that the depth integrated density of the soil is

homogenous in the x and y directions. It has been suggested that the soil production

function in many locations is peaked, with a maximum value at an intermediate soil depth

[e.g., Anderson, 2002; Carson and Kirkby, 1972;  Gilbert, 1909]. Here, however, we

assume that the soil production rates of our modeled hillslopes are slow enough such that

they lie on the portion of the soil production function where the production rate decreases

with increasing soil thickness.

3.2. Flux Laws

A number of authors have presented constitutive equations for sediment flux [e.g.,

Anderson, 2002; Culling, 1963; Gabet, 2000; Gabet et al., 2003; Kirkby, 1967; Roering

et al., 1999; Roering, 2004]. Here we use a generalized equation to describe sediment

flux, ö:

(12)
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where ö has units L  T . The form of ö may vary depending on the site. We present two2 -1

common flux laws, the first where sediment flux is linearly proportional to slope, and the

second where sediment flux increases nonlinearly as the soil surfaces approaches a

critical gradient:

(13a)

(13b)

c  where D (L  T ) is a sediment diffusivity and S  is a critical slope (dimensionless) .2 -1

3.3. Lagrangian Coordinate System

Dynamic hillslope evolution is driven in part by incision at the base of the

hillslope, and here we impose an external forcing on the modeled hillslope driven by

channel incision at the base of the hillslope. We designate a coordinate system in which

the elevation of the soil surface (æ) and the elevation of the soil-saprolite boundary (ç) are

measured relative to the local base level, which is the elevation at the base of the

hillslope: 

(14a)

(14b)

0where the subscript bl indicates an elevation relative to base level and z  is the elevation

of local base level, taken here to be the absolute elevation at the base of the hillslope
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(Figure 2). In the transient case, the time derivatives of both the elevation of the soil

surface (æ) and the elevation of the base of soil-saprolite boundary(ç) will contain a base

0 level lowering term (Mæ /Mt). This term is the incision or deposition rate at the lower

boundary of the hillslope, which we call I (L T ). If there is a river that is incising-1

through bedrock at the base of the hillslope, I will be negative. If the base of the hillslope

is a colluvial hollow that is filling with sediment, I will be positive.

3.4. The Governing Equations for a Hillslope Soil Composed of Two Phases

bl blNoting that the soil thickness h = z - h = z  - h , the governing equations for a

one-dimensional, two-phase hillslope may be stated as:

(15)

(16)

and

(17)

Equation (15) describes the rate of lowering of the boundary between soil and saprolite

relative to base level (Figure 3). Soil production (the first term to the right of the

equality) will lower this boundary, whereas channel incision (the second term) will 



82

increase the elevation of the boundary relative to base level (e.g., incision causes the

difference between the elevation of the soil-saprolite boundary and the channel to grow).

Equation (16) describes the evolution of the elevation of the soil surface through time 

(Figure 4). The second term in equation (16) is the rate of change of the elevation of the

soil surface due to the divergence of sediment flux, the third term is the rate of change of

the elevation of the soil surface due to chemical weathering, the third term is the rate of

change of the elevation of the soil surface due to expansion or contraction of the soil

when it is converted from saprolite to soil. The last term is the rate of change of the

elevation of the soil surface due to incision, and appears because the elevation of the soil

surface is measured relative to local base level. Equation (17) describes the change in

time of the relative depth of the immobile phase (e.g., if a soil column is 1m thick, and

the concentration of the immobile phase in this column is 0.1, then the relative depth of

the immobile phase is 0.1m). The second term in equation (17) describes changes in the

relative depth of the immobile phase due to sediment transport, and the third term

Figure 3. Schematic showing mechanisms for changing the elevation of the soil-saprolite
boundary relative to base level. 
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describes changes in the relative depth of the immobile phase due to soil production.   

Equations (15), (16), and (17) may be combined to form an equation that

describes the possible mechanisms for enriching or depleting the concentration of the

immobile element in the soil (Figure 5):

(18)

The concentration of the immobile phase at some point on the hillslope may be affected

Figure 4. Schematic showing mechanisms for changing the elevation of the soil
surface relative to base level. 
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by the transport of sediment in areas of spatial concentration gradients, which is

described by the second term in equation (18). Thinning of soil by chemical dissolution

will lead to an increase in the concentration of an immobile element (third term of

equation 18). The fourth term of equation (18) describes the enrichment or dilution of the

concentration of the immobile phase due to soil production.

3.5. Non-Dimensionalization and Scaling

The number of parameters in the system described by equations (15), (16) and

(17) may be reduced by non-dimensionalizing the system. The length scales are non-

dimensionalized with either the length of the hillslope, ë (L), or the decay depth of the

soil production function ã (see equation 11):

(19a,b,c,d)

where dimensionless quantities are denoted with the carats. A lengthscale ratio

(dimensionless) is defined as:

(20)

DWe also define two timescales. The first timescale (T ) is based on the relaxation time

hillslope experiencing diffusion-like sediment transport [e.g., Fernandes and Dietrich,

1997; Furbish and Fagherazzi, 2001; Jyotsna and Haff, 1997; Roering et al., 2001], and

Pthe second (T ) is formed with soil production parameters:

(21a,b)
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D Pwhere we name T  the diffusive timescale and T  the production timescale. The diffusive

timescale will range from tens of thousands to tens of millions of years [Mudd and

0Furbish, 2004]. Studies of soil or regolith production have found values of W  that range

from approximately 1x10  m yr  to 2.5x10  m yr  and values of ã that range from-5 -1 -4 -1

approximately 0.25m to 0.5m [Heimsath et al. 1999; Heimsath et al., 2000; Heimsath et

al., 2001; Small et al., 1999]. This gives production timescales ranging from thousands to

tens of thousands of years. We scale time, the depth integrated mass loss due to chemical

weathering per unit volume per unit time, and the base level lowering rate by the two

timescales:

(22a,b,c)

Sediment flux is scaled by the diffusivity:

(23)

We define a diffusive to production timescale ratio (dimensionless) as

(24)

and a soil to parent material density ratio (dimensionless) as

(25)

The dimensionless concentration of the immobile phase is scaled by the concentration of
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this phase in the bedrock:

(26a,b)

If chemical weathering is occurring on the hillslope, the concentration of the immobile

phase in the soil will become enriched relative to the parent material (Figure 5), so the

dimensionless concentration of the immobile phase in the soil (c) and at the base of theˆ

çsoil (c ) represent enrichment ratios. The subscript im is dropped from the dimensionlessˆ

concentrations because we are solving for the concentration of the immobile phase.

Figure 5. Schematic of the mechanisms that change the concentration of the chemically
immobile phase within the soil layer.
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 Inserting equations (19)-(26) into equations (15), (16), and (17) results in:

(27)

(28)

and 

(29)

0 sThe large number of model parameters in equations (19)-(26), namely W , ã, ë, D, ñ , and-

ç t L dñ , are subsumed into three dimensionless groups (è , è , and ô ) in the dimensionless

equations (27)-(29). A single choice of a given value for any of the dimensionless groups

can represent numerous hillslopes when the dimensionless governing equations are used.  

4. On the Use of the Two Phase Hillslope System

Equations (27)-(29) may be used to explore the impact of the relative magnitude

of chemical and mechanical denudation on hillslopes. Several recent studies [Riebe et al.,

2001; Riebe et al., 2003; Riebe et al., 2004a; Riebe et al., 2004b] have suggested that if

the enrichment of an immobile element and the total denudation rate (the sum of the

chemical and mechanical denudation rates) are known, then the relative proportion of

chemical to mechanical weathering may be determined using the relationship:

(30)
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cawhere r  (L T ) is the apparent denudation rate due to chemical weathering measured by-1

Tthe technique of Riebe et al. [2001], and r  (L T ) is the total denudation rate. The total-1

T çdenudation rate is the rate of conversion of saprolite to soil (r  = p ) and can be

determined by using cosmogenic radionuclides collected at the soil-saprolite interface if

the soil production rate is steady in time [e.g., Heimsath et al., 1997, Small et al., 1997].

The soil production is a function of the soil depth, so the assumption that the soil

production rate is steady in time also implies that soil thickness is assumed to be steady

in time. Riebe et al. [2001] also defined a chemical depletion fraction, or CDF, which can

be directly related to the enrichment fraction:

 (31)

The CDF has been used by Riebe et al. [2001; 2003; 2004a; 2004b] to estimate the

fraction of the total denudation that is occurring through chemical processes [which we

call the denudation ratio, e.g., Mudd and Furbish, 2004], but this estimate matches the

true  fraction of denudation occurring through chemical processes only under certain

conditions [Riebe et al., 2001, appendix]. The first condition is in the case where soil

experiences no sediment fluxes from upslope (e.g., a soil on a flat terrace or at a drainage

divide). In that case, the apparent chemical denudation rate is equal to the actual chemical

cdenudation rate, r , at that location. If there is downslope sediment transport, the

chemical depletion fraction only yields the exact fraction of denudation occurring

through chemical processes if the chemical composition of the parent material is

homogenous and if the chemical denudation rate does not vary in space. Many hillslope

soils, however, have chemical compositions that vary in space [e.g., Birkeland, 1999].
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The spatial distribution of the chemical composition of the soil, including the immobile

elements, depends on the spatial variation in chemical denudation rates in the soil, the

transport of material with differing age and composition from upslope, and the spatial

variation in parent material composition (Figure 5).  To calculate the basin averaged

c cchemical denudation rate, R , one must integrate the local denudation rate, r , over the

entire basin (or over the one-dimensional transect used here, Figure 6).   

It should be noted that the denudation rates discussed here refer to denudation within the

soil profile only, and does not include the mass lost to weathering processes within the

saprolite. Also, all denudation rates in this contribution refer to rock equivalent units, for

Figure 6. Schematic of the a. integrated denudation rates and b. local denudation rates.
c. Spatial variations in the local denudation ratio and the integrated denudation ratio.



90

cexample r AÄt  is the thickness of rock lost in time Ät from within the soil, but the

thickness of soil lost will be greater by the ratio of the density of the parent material to

dthe density of the soil, ô . The local rate of chemical denudation is defined by:

(32)

dl c TWe define both a local chemical denudation ratio, È  = r /r , which is a function of

d c Tposition, and an integrated watershed denudation ratio è  = R /R , that takes one value for

a given hillslope (Figure 6c). These are the ratios of the chemical denudation rate to the

dtotal denudation rate. For example, if è  = 0.5, then half of all the soil produced on a

dlhillslope is denuded chemically, whereas if È  = 0.5, then the local lowering rate due to

v ç v d schemical denudation in rock equivalent units (h S  / ñ  = h S  / ô  ñ ) is half of the local-

rate of soil production. 

caThe apparent local rate of chemical denudation, r , diverges from the actual local

crate of chemical denudation, r , for several reasons; we explore two important

mechanisms that lead to apparent chemical denudation rates that differ from the actual

chemical denudation rates. The reasons that we explore are spatial variations in the mass

vloss rate due to chemical weathering (S ) and spatial variations in the enrichment of the

çimmobile phase at the soil-saprolite boundary (c ). These mechanisms are studied using

the simple but illustrative case of a steady state hillslope, which allows for analytic

solution of equations (27)-(29). The effect of transient incision or deposition rates are

also explored using non-steady state models.
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4.1. Steady State Solution of the Two Phase Hillslope Model

For a hillslope that is in steady state, the time derivatives in equations (27)-(29)

vanish. The governing equations then become:

(33)

(34)

(35)

The dimensionless incision rate, I, is constant in time, such that the dimensionless soilˆ

depth is also constant in time and space by equation (33). To close the system, we define

the spatial distribution of dimensionless mass loss rate due to chemical weathering, S,ˆ

and the spatial distribution of the enrichment of the immobile phase at the soil-saprolite

çboundary ,c . Although the sediment flux law influences the surface topography (æ), slopeˆ ˆ

(Mæ/Mx) and curvature (M æ/Mx ), it does not influence the spatial distribution of the2 2ˆ ˆ ˆ ˆ

enrichment of the immobile phase on the hillslope (c). This is shown in the solution toˆ

equation (35) presented later in this section. For the analysis of the steady state case, the

simplest possible spatial variations of the dimensionless mass loss rate due to chemical

weathering, S, and the dimensionless concentration of the immobile phase at the base ofˆ

çthe soil, c , are assumed; they are approximated by linear functions (we consider moreˆ

complex spatial variations in Appendix A): 

(36)



92

(37)

çwhere ÷ and ó (dimensionless) describe the variation of S and c  as a function of spaceˆ ˆ

and the subscript divide indicates the value of the parameter at the hillslope divide. Recall

that S is negative if mass is lost to chemical weathering, so if ÷ is negative the dissolutionˆ

rate increases downslope. If ó is positive, then the enrichment of the immobile phase at

the soil-saprolite boundary increases downslope. No flux passes through the divide

( ), whose location is at x = 1. At the divide, the enrichment of the immobileˆ

phase in the soil is set by the ratio of chemical to total denudation at the divide and the

enrichment of the immobile element at the soil-saprolite boundary at the divide:

(38)

Inserting equation (37) into equation (35) yields an ordinary differential equation

whose solution, given the constant boundary condition described by equation (38) and

the no flux condition at the divide, is:

(39)

Similarly, the flux as a function of space may be solved by inserting equation (36) into

equation (34) and integrating:
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(40)

Equations (39) and (40) may be combined and simplified to yield the steady state

solution for the enrichment of the immobile phase in the soil:

(41)

Figure 7. Schematic showing a. linear variation in space of the dimensionless mass loss
rate due to chemical weathering ( ) and its relationship to the spatial variation in the local

dldenudation ratio (È ).
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where 

(42a, b)

dl slThe ratios Ö  and Ö  represent the local denudation ratio at the divide and the change in

the local denudation ratio over the length of the hillslope (Figure 7). In the steady state

dlcase where S is described by equation (36) the local denudation ratio, È , is: ˆ

(43)

slIf the chemical denudation rate increases downslope, then Ö  is positive. The

chemical depletion fraction (CDF) may be calculated by inserting equations (37) and (41)

Figure 8. Plots of enrichment of the immobile phase in the soil ( ) and the chemical
depletion fraction (CDF) for steady state solutions of the two phase hillslope system where

slthere is no spatial variation in the local chemical denudation rate (Ö  = 0). Legend in box
a. applies to all plots in a. and b.
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into equation (31). Several enrichment profiles and the corresponding CDF profiles are

shown in Figures 8 and 9. In Figure 8, the enrichment of the immobile phase in the soil-

saprolite interface increases downslope although the local denudation ratio does not vary

çin space. In Figures 9, the enrichment of the immobile phase at the base of the soil, c , isˆ

constant in space and the local denudation ratio increases downslope (e.g., greater

chemical weathering rates downslope). If ó = 0, the chemical depletion fraction is not a

function of the enrichment of the immobile phase at the soil-saprolite boundary at the

divide (the plots of the CDF in Figures 9a and 9b are identical). When the enrichment of

çthe immobile phase at the base of the soil (c ) varies linearly in space, the downslopeˆ

variation in the dimensionless concentration of the immobile phase in the soil (c) isˆ

Figure 9. Plots of enrichment of the immobile phase in the soil ( ) and the chemical
depletion fraction (CDF) for steady state solutions of the two phase hillslope system where
there is no spatial variation in the enrichment of the immobile phase at the soil-saprolite
boundary (ó = 0). Legend in box a. applies to all plots in a. and b.
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dllinear, whereas when the local denudation ratio (È ) varies linearly, the downslope

variation in the enrichment of the immobile phase, c, is nonlinear.ˆ

While both of the sets of solutions represent an increase in chemical weathering

downslope, with the first set having increased weathering in the saprolite, and the second

having increased rate of chemical denudation in the soil, the resulting plots of the

chemical depletion fraction (CDF) vary significantly. In the first set (Figure 8) the CDF

decreases downslope, whereas in the second set the CDF increases downslope. The

decrease in the chemical depletion fraction as one moves downslope in Figure 8

highlights the fact that on hillslopes with spatially varying enrichment ratios of the

immobile phase at the soil-saprolite boundary, an estimate of the denudation ratio based

on the CDF will not exactly match the true denudation ratio. In the case of Figure 8, the

local denudation ratio is the same everywhere on the slope, but the CDF varies in space

Figure 10. Normalized difference between the true local ratio of chemical to total

dldenudation rate (È ) and this ratio estimated using the chemical depletion fraction
(CDF).
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because soil is being transported from upslope that is less enriched in the immobile phase

due to the spatial variation in the enrichment of the saprolite. 

The difference between the apparent denudation ratio (as quantified by the CDF)

and the actual denudation ratio (set by the dimensionless mass loss rate due to chemical

weathering, S) may be quantified using equations (36) and (41). The fractional differenceˆ

dlbetween the true local denudation ratio (È ) and the denudation ratio estimated by the

lCDF, which we call ä , is: 

(44)

lFigure 10 plots ä  for the scenarios plotted in Figures 8 and 9. If the rate of weathering is

increasing downslope in either the soil-saprolite interface or in the soil itself, the

chemical depletion fraction will underestimate the proportion of denudation caused by

chemical weathering.  Increasing either ó or ÷, which increases the spatial variation in the

çenrichment of the immobile phase in the parent material (c ) and the dimensionless rateˆ

of mass loss due to chemical weathering (S), respectively, increases the fractionalˆ

difference in estimated and actual denudation ratios. In addition, hillslopes with lower

dloverall denudation ratios (e.g., lower Ö ) will have larger discrepancies between the

actual denudation ratio and the denudation ratio as estimated by the chemical depletion

fraction. Thus, accounting for sediment transport and the spatial distribution of the

immobile phase in the saprolite is especially important in regions with low rates of

chemical denudation relative to mechanical denudation, for example in arid regions.  

dThe integrated denudation ratio, è , which is the ratio between the hillslope

averaged chemical denudation rate and the total denudation rate, may be calculated by: 
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(45)

If one is interested in calculating the ratio between chemical and total denudation

averaged over a basin, use of the chemical depletion fraction is attractive because of its

relative simplicity. Here we test the appropriateness of estimating the denudation ratio

d(è ) on hillslopes where soil is transported downslope and that have spatially

heterogeneous parent material or chemical denudation rates the denudation rates. We

consider three cases where the denudation ratio is estimated using the chemical depletion

fraction measured i) at the hillslope base (x = 0), ii) midway between the hillslope baseˆ

and the divide (x = 0.5), and at the divide (x = 1). The fractional difference between theˆ ˆ

integrated denudation ratio and the denudation ratio estimated by the chemical depletion

Ifraction, which we call ä , is

(47)

IA particular case of ä  is when the enrichment at the soil-saprolite interface is spatially

homogeneous (ó = 0). In this case, the error in the integrated denudation ratio estimated

by the CDF is

(48)

Equation (48) demonstrates that if the parent material has a homogenous chemical

composition, the chemical depletion fraction will accurately predict the denudation ratio 
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(èd, which is the ratio of the chemical denudation rate to the total denudation rate) at the

Figure 11. Contour plots of the fractional difference between the integrated denudation
ratio and the denudation ratio estimated by the chemical depletion fraction (e.g., all plots

I d dshow contours of ä  = (è -CDF)/è ). In all plots the enrichment of the immobile phase at
the soil-saprolite boundary at the divide is equal to 1.25 ( ). Each individual

Iplot shows contours of ä  at hillslope positions indicated above the plots (e.g., at the
divide, mid-slope, or at the channel). a. Plots show hillslopes where the spatial variation
in the enrichment of the immobile element at the soil-saprolite boundary does not vary in
space (ó=0). b. Plots show hillslopes where the spatial variation in the local denudation

slratio does not vary in space (Ö  = 0). c. Plots show hillslopes where both the local
denudation ratio and the enrichment of the immobile element at the soil-saprolite

dlboundary vary in space. In these plots the denudation ratio at the divide, Ö , is 0.2. 
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base of the hillslope. On the other hand, if chemical denudation rate does not vary in

slspace (e.g., Ö  = 0), the chemical depletion fraction will accurately predict the

denudation ratio at the divide.  The fractional difference between the integrated

denudation ratio and the denudation ratio estimated by the chemical depletion fraction

I(ä ) is plotted for a range of parameter values in Figure 11. For hillslopes that experience

low chemical denudation rates as a proportion of the total denudation rate (e.g., low

dl values of  Ö ), the fractional difference between the denudation ratio estimated by the

chemical depletion fraction and the true denudation ratio can exceed 25%. In landscapes

where chemical denudation makes up a larger proportion of the total denudation, the

denudation ratio estimated by the chemical depletion fraction is expected to differ from

the true denudation ratio by less than 10% if spatial variations in the chemical denudation

rate are small (Figure 11). 

4.2. Quantifying the Changes in the Concentration of the Immobile Phase Related to
Transient Incision or Deposition

If the lowering (or deposition) rate (I) at the base of the hillslope changes, bothˆ

the spatial distribution the chemical denudation rate and of the enrichment of the

immobile phase may be affected. Consider a hillslope that is initially at steady state with

0a stream at its lower boundary incising at a rate of I . The stream then experiences a step

0change in its incision rate, to a rate I. This causes soil to either be evacuated (if I<I ,

0recall I takes a negative value for incision) or accumulate (if I>I ) on the hillslope. How

do chemical denudation rates respond? A simple example would be if the chemical

denudation rates did not change when total denudation rates change. In this case, if the

incision rate increased, then the soil would thin (see equation 15), and because the
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chemical denudation rate is a product of the chemical weathering rate per unit volume

and the soil thickness (see equation 32), the chemical denudation rate would decrease as

well. Conversely, under a depositional regime, the soil depth would increase and the

proportion of the total denudation accounted for by chemical weathering would increase.

Riebe et al. [2001] found that in catchments in the Sierra Nevada of California,

the proportion of the total denudation rate due to chemical weathering did not change

over a variety of total denudation rates. In hillslopes that have a constant denudation

ratio, transient changes in incision rates will not lead to changes in the spatial distribution

of the concentration of the chemically immobile phase, because any increase in the

supply of fresh material, which is more susceptible to weathering [White and Brantley

2003], will be compensated by an increase in dissolution of the soluble phases in the soil. 

White and Brantley [2003] noted that the age of minerals was of fundamental

significance in determining the weathering rate, as fresh minerals weather many orders of

magnitude faster than minerals that have been exposed to water for long periods of time.

Riebe et al. [2001] argue that exposure of fresh mineral surfaces in faster eroding soils is

one of the causes of the trend in which landscapes that are eroding more quickly have

greater rates of chemical denudation, and as we will demonstrate below faster soil

production is coupled to younger soil particles. Because soil age and chemical

weathering rates may be linked, spatial variations in the age of soil particles may also

influence the spatial distribution of weathering rates [e.g., Green et al. 2004]. 

Given the potential importance of soil particles ages in determining the rate of

chemical weathering in the soil, we present here an analysis of both mean soil particle

ages and the distribution of soil particle ages. We define soil particle age as the time
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elapsed since the particle has been entrained into the mechanically active soil layer. For a

“box” of hillslope soil with downslope dimension L, transverse dimension Y, and depth h,

Rif the soil depth does not vary in time, then one way to define a mean residence time, T ,

of mass moving from bedrock into and through the soil is:

(49)

çHere, V = hLY is the volume of the soil box, and I = p LY is the steady (volumetric) rate

of input of mass to the soil box at steady state.  Small et al. [1999] noted this relationship

between particle residence time and soil production, although in their treatment it was

assumed that there was no density difference between the soil and the parent material.

RThis mean residence time, T , may also be considered a “turnover time,” that is, the time

required to replace the volume V at an input rate I.

The volumetric flux Q(x) (L  T ) (equivalent to hö) through hY at a downslope3 -1

distance x is 

(50)

r ç ç dso the flux density q(x) (M L T ) is q(x) = v(x) = Q(x)/hY = ñ  p  x/h, where v = p  ô-1

Rx/h (L T ) is the particle velocity.  Thus, T  may also be defined-1

(51)

R RIt can be seen that T  increases with x; but so does the particle velocity v(x), such that T

remains constant, as in equation (49).

The coordinate x above is Eulerian.  Momentarily consider x from a Lagrangian



103

perspective, such that it denotes the position of a soil particle, in which case v = dx/dt,

and 

(52)

Separating variables and integrating,

(53)

0 0where x  is the initial position of the particle, and 0 # x  # x.

For the soil box with upslope and downslope sides at x = 0 and x = ë, respectively,

particles “entering” the soil (from bedrock) are uniformly distributed between these

0limits.  That is, at any instant, 0 # x  # ë with equal probability.  The probability density

0 0function f(x ) of initial positions x  is thus

(54)

Now, let ô denote the (travel) time that it takes a particle to move from its initial position

0 ôx  to position x = ë, and let ì  denote the (ensemble) average time that particles reside in

the soil box before reaching ë (whence they leave the box).  With these definitions we

rewrite equation (53) as

(55)

0 R 0and, for reference below, rearrange this to x  = ëexp(-ô/T ) noting that Mx /Mô = -

R R(ë/T )exp(-ô/T ).  The probability density function p(ô) of travel times ô is defined by p(ô)
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0 0= f(x )*Mx /Mô*:

(56)

ô R RThis is the exponential distribution with average ì  = T  and variance ó  = T .  Thus,2 2

travel times ô are “mostly” short, with the probability decreasing exponentially with

0increasing travel time.  Whereas the starting positions x  are uniformly distributed

between 0 and ë, speeds increase with x, so travel times are disproportionally shortened.

In the steady state case, therefore, no spatial variation of the mean age of the

particles occurs (equation 49), so if the age of the soil particles is the dominant factor in

determining the chemical denudation rate, no spatial variation in the chemical denudation

rate occurs.  If, however, the incision at the base of the hillslope changes, then the age of

the particles must adjust to the new conditions, leading to spatial variations in the soil age

(Figure 12), and thus spatial variations in the chemical denudation rate. If the incision

rate increases (Figure 12a), then in the time before the hillslope approaches its new

steady state condition the soil will have lower mean soil ages near the base of the

hillslope than at the divide. If the particle age drives the chemical denudation rate, this

means that if the incision rate has recently increased, then the chemical denudation rate

will increase downslope. Conversely, if the incision rate slows (Figure 12b), then soil

near the base of the hillslope will be older than the soil upslope, and the chemical

denudation rate will decrease downslope if soil age is the dominant factor controlling the

chemical denudation rate.
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5. Conclusions

We have derived mass conservation equations that can be used to predict

Figure 12. Diagram showing the response of a hillslope to increasing or decreasing
incision rates. Bottom two figures show the calculated mean age of soil particles in

0thousands of years as a function of position. Parameter values are W  = 2.5x10  m yr  and-4 -1

0ã = 0.5m, D = 0.01 m  yr . The hillslopes are at steady state for an initial incision rate I2 -1

at t=0, then the incision rate changes to incision rate I. The lines labeled ‘initial’ and
‘final’ mean age are theoretical values calculated with equation (49). Between the steady
solutions are the mean age of the soil particles as a function of hillslope position, whose
labels indicate the time elapsed after the change in incision rate. Particle ages are
calculated by a stochastic numerical model that randomly selects discrete particles to
move downslope each timestep; the number of particles moving is proportional to the
sediment flux. The stochastic nature of the model causes the variance about the trend in

0the mean ages. The divide is at x = 25m. In the case of the increasing incision rate, I  =

05.0x10  m yr  and I = 1.0x10  m yr . In the case of the decreasing incision rate: I  =-5 -1 -4 -1

1.0x10  m yr  and I = 5.0x10  m yr . -4 -1 -5 -1
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concentrations of a chemically immobile phase in a hillslope soil. Under simplifying

assumptions that are relevant to certain field situations, the spatial distribution of the

enrichment of this immobile phase can be solved analytically. Chemical denudation rates

in a hillslope soil can be measured using the concentration of immobile elements, but the

enrichment of these immobile elements are influenced by spatial variations in chemical

denudation rates and the chemical composition of the material from which the soil is

derived. These considerations cloud the use of elemental depletion factors and

cosmogenic nuclide-base total denudation rates [e.g. Riebe et al., 2001] in identifying the

relationship between physical erosion and chemical weathering. Although the method of

Riebe et al. [2001] may be inadequate in regions where the chemical denudation rate is

only a small fraction of the total denudation rate, it is still useful in locations where the

chemical denudation rate is a significant portion of the total denudation rate (e.g., >50%)

and where sediment transport and spatial variations in chemical denudation rates only

introduce small (<10%) errors in the chemical denudation rates estimated using the

chemical depletion fraction of Riebe et al. [2001]. In regions where the chemical

denudation rate is a significant proportion of the total denudation rate, spatially

distributed measurements of the enrichment of immobile soil phases are required to

accurately quantify the relationship between physical erosion and chemical weathering. 

We also present several possible responses of chemical weathering rates in the

soil such as the expected distribution of particle ages, to unsteady channel incision rates.

Depositional parts of a hillslope system have locally greater particle ages, which might be

expected to reduce the local rate of chemical denudation. These areas of deposition

would also coincide with topographic hollows, however, where there is an increased
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likelihood of groundwater flow, which might be expected to increase weathering. Using

immobile minerals to quantify weathering rates in such locations of transient deposition

could allow researchers to assess the relative importance of hydrology and particle

exposure ages on the rate of chemical weathering in hillslope soils.  

Appendix 1

Here we offer several solutions to the steady state equations (34) and (35) based

çon a variety of descriptions of the spatial variation in S and c  = 0. The enrichment of theˆ ˆ

immobile phase at the soil-saprolite interface may be measured in the field and then

fitted. We have proposed  a linear approximation in the text, here we propose three

additional fits to the saprolite enrichment:

(A1)

(A2)

(A3)

çwhere á and â are fitting parameters, the subscript c denotes a fitting parameter for c ,ˆ

and the subscripts e, q, and p denote parameters for the exponential, quadratic, and power

law fits, respectively. The solutions to equation (35) for the three approximations given

by equations (A1), (A2) and (A3) are:

(A4)
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(A5)

(A6)

To close equations (A4-A6),  must be evaluated. To do this, a functional form of Sˆ

must be proposed. Again, we provide three examples: an exponential function, a

quadratic function, and a power law function: 

(A7)

(A8)

(A9)

where again á and â are fitting parameters, the subscript S denotes a fitting parameter for

S, and the subscripts e, q, and p denote parameters for the exponential, quadratic, andˆ

power law functions, respectively. These fits lead to solutions for equation (35):

(A10)

(A11)
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(A12)

6. List of Symbols

G Overbars denote depth integrated quantities

^ Carats denote dimensionless quantities

á Fitting parameter (see Appendix B)

â Fitting parameter (see Appendix B)

ic Concentration of phase i (dimensionless)

m imc , c Concentration of the chemically mobile and immobile phases

(dimensionless) 

ç rc , c Concentration of the immobile phase at the soil-saprolite interface and in

the bedrock (dimensionless) 

Dimensionless enrichment relative to the unweathered parent material of

the  immobile phase in the soil

Dimensionless enrichment relative to the unweathered parent material of

the immobile phase in the saprolite 

Dimensionless enrichment relative to the unweathered parent material of

the immobile phase in the saprolite at the divide

÷ Increase in  as a function of position

CDF chemical depletion fraction (dimensionless)

lä Local error in the denudation ratio

Iä Integrated error in the denudation ratio
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æd Deposition rate of sediment at soil surface (L T )-1

D Sediment diffusivity (L  T )2 -1

h Elevation of soil-bedrock interface (L)

0h Elevation of soil-bedrock interface at x = 0 (L)

blh Elevation of soil-bedrock interface relative to base level (L) 

Dimensionless elevation of soil-bedrock interface relative to base level

N,  Dimensional (L  T ) and dimensionless sediment flux2 -1

dlÖ Local denudation ratio at the divide (dimensionless)

slÖ Change in local denudation ratio over the hillslope (dimensionless)

g Soil production decay lengthscale (L)

h, Soil depth (L) and dimensionless soil depth, respectively

0I,  Dimensional (L T ) and dimensionless incision rate, respectively I = Mæ-1

/Mt

K Sediment dispersion coefficient (M L  T )-1 -1

l Length of the hillslope (half the distance between channels) (L)

i totm , m mass of phase i and total mass of soil (M)

Soil production rate (L T )-1

Depth averaged dry bulk density of hillslope soil (M L )-3

Dry bulk density of parent material (M L )-3

ca cr , r Apparent and actual local rate of chemical denudation (L T )-1

ca cR , R Apparent and actual integrated rate of chemical denudation (L T ) -1

Tr Local rate of total denudation (L T )-1

TR Integrated rate of total denudation (L T ) -1
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vS Chemical denudation and deposition rate per unit volume (M L  T )-3 -1

Depth averaged chemical denudation rate per unit volume (M L  T )-3 -1

Dimensionless chemical denudation rate

Dimensionless chemical denudation rate at the divide

ó Change in  as a function of distance from the divide

cS Critical slope (dimensionless)

Lq Length ratio (dimensionless)

tq Time ratio (dimensionless)

dlÈ Local denudation ratio

dè Integrated denudation ratio

daè Apparent integrated denudation ratio

dt Density ratio (dimensionless)

pT Production timescale (T)

DT Diffusive (or relaxation) timescale (T)

RT Mean age of soil particles (T)

, Depth averaged sediment velocity in the x and y direction (L T )-1

0W Nominal rate of soil production (L T )-1

x, Dimensional (L) and dimensionless distance from the channel

z Elevation of soil surface (L)

0z Elevation of soil surface at x = 0 (L)

blz Elevation of soil surface relative to base level (L) 

Dimensionless elevation of soil surface relative to base level
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CHAPTER IV

LATERAL MIGRATION OF HILLCRESTS IN RESPONSE TO CHANNEL
INCISION IN SOIL MANTLED LANDSCAPES

Abstract

We investigate lateral migration of hillcrests in response to vertical offsets or transient

incision rates of channels bordering these hillcrests in soil mantled landscapes. For hillslopes

undergoing sediment transport that is linearly proportional to the slope, the hillcrest offset

distance is one quarter of the ratio of the vertical offset between the channels to the relief of

the symmetric hillslope. If channels are downcutting at different rates, the speed of hillcrest

migration will depend on the ratio of the downcutting rates and the density ratio, which is

the ratio of the bulk density of the bedrock to the bulk density of the soil. The density ratio

plays a fundamental role in determining the transient response of the hillcrest; lower density

ratios lead to faster transient responses to changes in channel downcutting rates. Other

parameters that affect the transient response of the hillcrest are the magnitude of transient

differences in downcutting between the two channels, the time averaged incision rate, and

a ratio of the elevation of the hillslope to a length that characterizes the decay in soil

production with increasing soil thickness; different parameters will be important for different

sediment flux laws. The profile of soil thickness reacts to transient changes in downcutting

at a different rate than surface topography. Hillslopes experiencing transient channel

downcutting may have surface topography that is symmetric about the hillcrest but will at

the same time have a soil thickness profile that is asymmetric.
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1. Introduction

Landscapes are dissected by drainage networks following periods of base level

fall. It has been suggested [e.g., Gilbert, 1877; Hack, 1960] that after the landscape is

fully dissected it will adjust to a condition in which the erosion rate averaged over the

landscape will equal the rate of base level fall. There is field evidence that in areas of

active tectonics, spatially averaged erosion rates equal the rock uplift rate [e.g., Meigs et

al., 1999; Reneau and Dietrich, 1991]. Field evidence also suggests that some drainage

networks are stable over long periods of time in that the stream locations and profiles,

and the locations of the drainage divides, do not vary significantly over time [Bishop et

al., 1985; Young and McDougall, 1993]. In some cases, however, there is evidence of

drainage network change long after orogenesis. Postorogenic drainage network

reorganization can occur through the migration of drainage divides [Meyerhof, 1972] or

stream capture [Harbor, 1997; Mather et al., 2000; Zaprowski et al., 2001]. Drainage

divide migration and stream capture may be due to transient changes in the rate of base

level fall. Recent experimental results, however, suggest that even with a constant rate of

base level fall drainage divides may migrate [Hasbargen and Paola, 2000]. This is in

contrast to some numerical studies that have found that a constant rate of downcutting or

uplift leads to stable channel and ridge networks [e.g., Howard, 1994; Tucker and Bras,

1998; Willgoose et al., 1991]. Pelletier [2004], however, found that altering the flow

routing algorithm of a landscape evolution model can lead to simulations that predict

drainage divide migration, whereas Densmore et al. [1998] simulated migrating divides

when stochastically driven landslides contributed to hillslope erosion..

In their experiments, Hasbargen and Paola [2000] found that while the basin
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averaged erosion rate may be steady the local erosion rates of subbasins may be unsteady

if not cyclic. Such locally transient erosion rates can lead to the migration of drainage

divides (Figure 1). Channel incision rates that vary in space and time will lead to vertical

offsets of the relative elevation of adjacent channels. The hillslopes that bound the

drainage divide will react to the offsets over some delayed response time if the hillslope

is undergoing creep [e.g., Fernandes and Dietrich, 1997; Roering et al., 2001], or nearly

instantaneously if the hillslopes are at a critical slope; such hillslopes will respond to base

Figure 1. Two scenarios for erosion in a basin. The basin averaged erosion rate of both
basins does not vary in time. In a., the local erosion rates equal the basin averaged erosion
rate, and the ridges are stationary. This is predicted by many numerical models for a case
of constant downcutting at the basin outlet [e.g., Howard, 1994]. In b., local erosion rates
vary between subbasins, and divides can migrate, despite a constant rate of downcutting
at the basin outlet. This has been observed in the laboratory setting [e.g., Hasbargen and
Paola, 2000]. 

http://endnote+.cit
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 level fall with landsliding [e.g., Burbank et al., 1996]. Whatever the response time,

vertical offsets between adjacent channels will lead to the lateral migration of a drainage

divide. If the drainage divide moves laterally, this will change the drainage area of the

streams, thus changing the hydrology and sediment supply of the affected basins. 

Field studies in tectonically quiescent regions have reported erosion rates in

adjacent streams that vary by up to a factor of two [Kirchner et al., 2001; Matmon et al.,

2003]. Others have used stream gradients and the stream power law to estimate spatially

variable stream erosion rates in tectonically active regions. Kobor and Roering [2004]

investigated stream gradients in the Oregon Coast Range and reported that local stream

downcutting rates are spatially variable, although in the Oregon Coast Range it is thought

that erosion rates are in equilibrium with uplift rates over large spatial scales [Reneau and

Dietrich, 1991]. In addition, Finlayson et al. [2002] found that the erosion index, a metric

that combines topographic and hydrologic data used to assess potential erosion rates,

varies over several orders of magnitude across the Himalaya, despite the relatively

uniform convergence of the Indian subcontinent.

Whereas a basin may be denuding at a constant rate averaged over geologic time,

at shorter timescales stream incision is forced by various stochastic processes [e.g.,

Benda and Dunne, 1997; Snyder et al., 2003; Tucker, 2004]. Because the stochastic

forces (such as streamflow and sediment supply) controlling incision rates in bedrock

channels may be nonlinear functions of drainage area, adjacent streams that have

different drainage areas may experience time histories of downcutting events that are of

different magnitude and frequency, causing local disequilibrium of erosion rates. Such

local disequilibrium may force the migration of drainage divides if the signal of changing
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incision rates can propagate up the hillslope and reach the divide. The likelihood that

changes in channel downcutting rates will affect the divide in the case of a symmetric

hillslope has been found to increase for variations in downcutting rates that have longer

periods [Furbish and Fagherazzi, 2001].

Here we present analytical and numerical results of our investigations of the

migration of drainage divides on 1-D hillslopes (which we refer to as hillcrests) under the

conditions of vertical channel offsets and transient local incision rates. First, we develop

and nondimensionalize the governing equations that describe conservation of mass on a

hillslope. A numerical model is then used to solve these governing equations. We use the

numerical model as a virtual laboratory [e.g., Bras et al., 2003] to explore the behavior of

hillcrests in a number of different scenarios. These scenarios are selected to approximate

natural conditions that have been hypothesized to lead to hillcrest migration [e.g.,

Hasbargen and Paola, 2000; Mather et al., 2000; Smith and Bretherton, 1972].

Analytical solutions are presented for specific instances of lateral hillcrest migration due

to vertical channel offsets and differential channel downcutting rates. We then explore

the nature of hillcrest migration on one-dimensional hillslopes that are subject to

transient downcutting rates in the bounding streams, and which obey several different

sediment flux laws. Two transient cases are investigated with a numerical model. The

first set of model runs investigates the transient behavior of the hillcrest when

knickpoints of an equal height pass through the two channels, separated by some time

delay; a simplification of pulses of incision, manifested in knickpoints, that migrate

through basins at different celerities [e.g., Crosby and Whipple, 2005, in press]. The

second set of simulations tracks the migration of the hillcrest when the time averaged
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downcutting rate is the same in both channels but the instantaneous rates vary in time

with different amplitudes and frequencies.

2. A 1-D Model of Hillcrest Migration

2.1. Governing Equations

The basis for our hillcrest migration analysis is an equation for conservation of

mass on a soil mantled hillslope, which is depth-averaged from the soil-bedrock interface

to the soil surface. In one dimension, the equation is

(1)

s xwhere h (L) is the soil thickness, ñ  (M L ) is the dry bulk density of the soil, v  (L T ) is-3 -1

çthe velocity of the sediment in the x-direction, ñ  (M L ) is the density of the parent-3

çmaterial, p  (L T ) is the rate of bedrock lowering due to soil production, and the-1

overbars denote depth-averaged quantities (Figure 2). Equation (1) is a version of the

equation derived in Mudd and Furbish [2004] that contains the assumptions that there are

no sources or sinks of mass in the soil (e.g., chemical denudation) and that the depth

averaged dry bulk density is constant in time and spatially homogenous. The second

assumption is reasonable for bioturbated soils, in which mechanical disturbances can loft

soil to a constant porosity [Brimhall et al., 1992]. We focus on hillslopes where

diffusion-like sediment transport processes dominate (e.g., porous forested soils with

little overland flow); we do not consider hillslopes where sediment flux due to overland

flow plays a significant role.
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The soil thickness, h, is defined as

(2)

where æ (L) is the elevation of the soil surface and ç (L) is the elevation of the soil-

çbedrock boundary. The rate of soil production, p , has been found to be a function of the

soil thickness,

(3)

0[e.g., Heimsath et al., 1999] where W   (L T ) is the nominal rate of soil production when-1

the soil thickness is zero and g  (L) is a length scale that characterizes the rate of decline

in the soil production rate with increasing soil thickness. 

Figure 2. Schematic of the coordinate system. When incision rates in the primary and
secondary equal and constant in time, the hillcrest is at x = ë.
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Dynamic hillslope evolution is driven in part by incision at the base of the

hillslope. We designate a coordinate system where the shape of the hillslope is measured

relative to local base level (chosen as the elevation at the base of the hillslope):

(4a)

(4b)

0where the subscript bl indicates elevation relative to base level and æ  is the elevation of

local base level (Figure 2). The lowering of the soil-bedrock interface relative to base

level is then

(5)

0The second term on the right of equation (5), Mæ /Mt,  is the rate of base level lowering. If

0the channel at the base of the hillslope is incising into bedrock, Mæ /Mt will be negative. In

the Lagrangian coordinate system, equation (1) becomes 

 (6)

The second term in equation (6) describes the change in surface elevation of the hillslope

relative to base level due to mechanical transport processes within the soil layer. The

third term is a change in surface elevation due to soil production; it is nonzero when the

dry bulk density of the soil is different from the dry bulk density of the bedrock. 

Mechanical sediment transport processes in the absence of overland flow can

include soil creep [e.g., Culling, 1963; Heimsath et al., 2002; Kirkby, 1967; Roering et
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al., 1999; Young, 1978], animal burrowing and disturbance [e.g., Gabet, 2000], frost

heave processes [e.g., Anderson, 2002], and tree throw and root growth [e.g., Gabet et

al., 2003; Roering et al., 2002]. In order to close equation (6), one must use a sediment

flux law [e.g., Dietrich et al., 2003] to describe the sediment transport processes. A

number of flux laws have been proposed and tested using field data. There is evidence

that on low relief hillslopes, sediment flux is linearly proportional to slope [McKean et

al., 1993; Small et al., 1999]. The one dimensional linear sediment flux law can be stated

as:

(7)

where D (L  T ) is a sediment diffusivity. (Another coefficient occasionally reported in2 -1

the literature, K, is in units of M L  T  [e.g., Fernandes and Dietrich, 1997]. This-1 -1

scoefficient is related to D by K = &ñ  D. Some authors invert these two symbols [e.g.,

Roering et al., 2001]; the quantities may be identified by their units). On steeper

hillslopes, the interactions between disturbances, friction and gravity may lead to

sediment flux that increases nonlinearly with slope [Andrews and Bucknam, 1987;

Roering et al., 1999]. This can be stated, in one dimensional form, as

(8)

cwhere S  (dimensionless) is a critical slope. We refer to equation (8) as the linear-critical

flux law. 
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2.2. Scaling and Nondimensionalization of the Governing Equations

The number of parameters in the system described by equations (5-8) can be

reduced by nondimensionalizing the system. The variables of dimension length are

nondimensionalized with:

(9)

where dimensionless quantities are denoted with carats and 8 (L) is half the distance

between adjacent channels (Figure 2). At both x = 0 and x = 2 8 there are channels that

set the boundary condition of the hillslopes (the two hillslopes are separated by the

0hillcrest). We name the channel at x = 0 the primary channel and set its elevation to æ

0(the scaling of æ  will be defined below). The channel at x = 2 8 is called the secondary

channel. 

A lengthscale ratio (dimensionless) is defined as:

(10)

L dNote that h = è  ( æ - ç). A density ratio, t , is defined as^ ^ ^

(11)

We form a timescale defined by the parameters of the soil production function, and name

this the production timescale: 

(12)
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0The rate of base level lowering (Mæ /Mt = I)  is scaled by

(13)

We also define a timescale based on the relaxation time of the hillslope [e.g.,

Fernandes and Dietrich, 1997; Furbish and Fagherazzi, 2001; Jyotsna and Haff, 1997].

The relaxation time is the time it takes for a hillslope to attain a new steady configuration

Dafter it has been perturbed. We define a diffusive timescale, T , as

(14)

This timescale is related to the relaxation time by a constant [e.g., Fernandes and

Dietrich, 1997; Furbish and Fagherazzi, 2001; Jyotsna and Haff, 1997]. Time is scaled

Dby T :

(15)

tThe production and diffusive timescales are used to define a timescale ratio, q

(dimensionless):

(16)

A discussion of typical timescales and timescale ratios may be found in Mudd and Fubish

[2004]. The linear and nonlinear flux laws described by equations (7) and (8) are scaled

using equations (9) and (14). The resulting two equations can be written in the general
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form:

 (17)

where N is a dimensionless function of slope with 

(18)

in the case of the linear sediment flux law and

(19)

in the case of the linear-critical flux law.

2.3. Dimensionless Governing Equations

Inserting equations (9-19) into equations (5) and (6) gives the nondimensionalized

governing equations for the hillslope system: 

(20)

(21)

Equations (20) and (21) allow the investigation, through both analytic and numerical

techniques, of scenarios that will lead to hillcrest migration.  



129

3. Analytical Solutions of Hillcrest Migration

Analytical solutions can be obtained for specific cases of hillcrest migration. We

solve equations (20) and (21) for two cases: in the first case the channels are incising at

the same rate but are offset vertically, and in the second case the adjacent channels are

incising at constant but different rates. 

3.1. Hillcrest Offset Due to Channel Elevation Differences at Topographic Steady
State

Consider a one-dimensional hillslope between two channels that is at topographic

steady state relative to local base level (Mæ / M  = Mç / M  = 0). The steady state condition^t^t^ ^

implies that the production rate of soil is spatially uniform. If the channels that bound the

ridge are at the same elevation, the hillslopes on either side of the ridge will be

symmetric. If, however, the channels are at different elevations, the hillcrest will be

offset toward the channel at a higher elevation. In this section we determine how the

offset distance is affected by the dominant sediment flux law, the characteristics of the

hillslope (e.g., hillslope relief) and the vertical offset of the two channels bounding the

hillslope. 

The horizontal offset of the hillcrest can be found analytically by solving

equations (20) and (21) simplified for topographic steady state. Setting the time

derivative in equation (20) to zero yields exp(h) = -I. We assume sediment transport is^ ^

linearly proportional to the slope (equations 7, 17 and 18) and set the time derivative in

equation (21) to zero, giving an equation for the curvature of the hillslope:

(22)
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The surface topography may be found by integrating equation (22) twice and applying

the appropriate boundary conditions. The dimensionless surface elevation is set to zero at

x = 0. At x = 2, which is the location of the secondary channel, the surface elevation is^ ^

offset from the elevation of the channel at x = 0. This vertical offset is measured as a^

fraction of the elevation of the hillcrest if both channels were incising at the same rate.

The elevation at the hillcrest for a steady state hillslope when both channels are at the

lssame elevation (Z , dimensionless) is^

(23)

OThe offset ratio, q , is defined as

(24)

 = 2  is the dimensionless elevation of the secondary channel (see Figure 3).^
xwhere æ|^

Figure 3. Dimensionless hillslope profiles: dashed line is a symmetric hillslope pair,
solid line shows a profile where the secondary channel is offset vertically, the hillcrest
in this profile is offset horizontally from the hillcrest of the symmetric profile. 
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Using equations (23) and (24) as the second boundary condition for equation (22), the

hillslope profile may be found:

(25)

The hillcrest offset, Ù (dimensionless), is measured as the distance from x = 1 (see Figure8 ^

3) and may be found by setting the slope of equation (25) to zero, solving for x, and^

subtracting one:

(26)

Equation (26) demonstrates that the hillcrest offset in the case of the linear sediment flux

law is a simple function of geometry. That is, the hillcrest offset is one quarter of the

offset ratio. 

For comparison, we can calculate the hillcrest offset distance for the case of

rapidly incising, steep topography.  Burbank et al. [1996] found that in the Himalaya in a

region of rapid incision, slope angles were independent of the incision rate, suggesting

that a threshold slope had been attained. Imagine two rivers separated by hillslopes at a

Tthreshold slope, S  [this slope was found to be ~0.8; Burbank et al., 1996].  The

dimensionless elevation of the hillcrest when both channels are at the same elevation is

T O Tsimply S , and if the river is offset by the product of  q and S , the hillcrest offset

distance will be

(27)



132

Recall that the linear sediment flux law applies to landscapes with gentle slopes. These

two cases can be thought of as end member scenarios. In landscapes where slopes are

gentle and incision rates are lower, vertical offsets in the elevations of adjacent channels

will move the hillcrest a quarter of the offset ratio according to equation (26), whereas in

rapidly eroding landscapes a vertical channel offset can cause twice the hillcrest offset as

a fraction of the relief of the symmetric hillslope. 

It should be noted, however, that landscapes where rivers are bounded by critical

hillslope are generally high relief landscapes, such as the Himalaya [e.g., Burbank et al.

1996]. Suppose a knickpoint of some arbitrary height is generated due to a faulting or

rapid sea level change. This knickpoint then migrates through a lower relief, soil mantled

foreland and subsequently into a high relief mountainous area which has hillslopes at a

threshold angle. In such a case the knickpoint would be a much smaller fraction of the

relief in the high relief mountainous region than in the lower relief, soil mantled region.

The ratio of the dimensional hillcrest offset distances in such a case is 

(28)

where the subscript ts denotes the high relief, threshold slope landscape and the

diffusivity, base level lowering rate, and bedrock to soil density ratio are all measured in

the soil mantled landscape where sediment transport follows equation (18). 

As an example, consider a knickpoint that is 10m in height (the 1996 Chichi

earthquake in Taiwan had a vertical offset of 3-8m [Chen et al., 2002]) that is generated

on a landscape which has a background base level lowering rate of 0.01 mm yr  in the-1

foreland area. Suppose that in the hillslopes throughout this landscape are on average
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500m long, there is no density contrast between the soil and the bedrock, the diffusivity

in the soil mantled foreland is 0.025 m  yr , and the threshold slope is 0.8 in the2 -1

mountainous area. Note that the base level lowering rate could be significantly higher in

the mountainous area compared to the foreland area; background base level lowering

plays no role in the amount of relief in landscapes with hillslopes at a threshold angle.

Under these conditions, the knickpoint would cause the hillcrest in the foreland area to be

offset by 25m, whereas the offset in the mountainous, threshold portion of the landscape

from this same knickpoint would be 6.25m.  

We may also compare the behavior of the above instances with the case of a

hillslope where sediment transport follows a linear-critical sediment flux law (equation

8). The profile of a hillslope experiencing linear-critical sediment transport at steady state

is described by:

(29)

where X (dimensionless) is the location of the hillcrest. The symmetric case, where there^

is no hillcrest offset, is found by setting X to one. We may solve for the elevation at the^

secondary channel by setting x to two. This leads to a transient (nonalgebraic) equation in^

c ls OX; an analytic solution of the hillcrest offset as a function of S , Z , and q  has not been ^ ^
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found. We may solve for the vertical channel offset for various values of the hillcrest

offset and the elevation of the hillcrest in the symmetric case and compare these offsets

with the linear and critical hillslope cases. Figure 4 plots contours of the dimensionless

hillcrest offset (Ù) as functions of the relief of the hillslope when it is in symmetric state^

(Z) and the elevation of the secondary channel (recall the primary channel is always at an^

elevation of æ = 0). We have plotted the hillcrest offset as a function of the relief of the^

hillslopes in the symmetric state because it is not a function of the elevation of the

secondary channel. For low relief hillslopes (low values of Z), the behavior of the^

hillslopes obeying a linear-critical flux law approaches the behavior of the hillslopes

obeying the linear sediment flux law. As the relief of the hillslopes increase, the linear-

critical slopes behave more like the threshold slopes. If two hillslopes experience a

vertical offset of the same dimensionless height, the hillslope with less relief will

experience the greater hillcrest offset. For hillslopes with the same vertical offset and the

Figure 4. Contours of the dimensionless hillcrest offset (Ù) as a function of hillslope
ˆ

relief and vertical channel offset. The solid line is for hillslopes experiencing a linear
sediment flux law, the dashed line is for linear-critical slopes, and the dotted line is for
threshold slopes. 
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same relief, the hillcrest offset will be greatest for the threshold slopes, followed by the

linear-critical slopes, with the hillslopes where sediment flux goes linearly with slope

having the lowest hillcrest offset. 

3.2. Migrating Hillcrest Due to Steady But Unequal Channel Incision Rates

To examine the possibility of stream capture associated with hillcrest migration,

we consider the case in which two adjacent channels are incising at steady, but different,

rates. The incision rate of the channel at x = 0 is I, and at x = 2 the incision rate is set to a^ ^ ^

Ifraction of I, which we call q  (dimensionless). If the channel at x = 2 is incising at a^ ^

different rate than the channel at x = 0, then the relative elevation of the channel at x = 2^ ^

will change:

(30)

Numerical solutions have demonstrated that from arbitrary initial conditions and steady

but unequal downcutting rates at x = 0 and x = 2, the soil thickness reaches a steady state^ ^

after some finite period of time (Mh/M  = 0). We call this a pseudo steady state because^t^

while the soil thickness does not change in time, the surface topography is transient, and

the pseudo steady-state condition only exists until the channel that is incising at a slower

rate is captured by the fast-eroding channel. When the dimensionless soil production rate,

exp(h),  reaches its steady state condition it is a linear function of x . This linear function^ ^

is:

(31)
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Equation (31), combined with the dimensionless equation for soil thickness using the

linear flux law, results in an equation for the curvature of the pseudo steady state

hillslope: 

(32)

At x = 0, the boundary condition is æ = 0. At x = 2, the boundary condition may be found^ ^ ^

by integrating with respect to time and letting æ at  = 0 be equal to zero:^t^

(33)

These two boundary conditions may be used to solve for the pseudo steady state

topography:

(34)

The dimensionless elevation of the hillslope (æ) is a function of both x and  . The^t^ ^

hillcrest is located where the slope of the soil surface equals zero. The location of the 
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dhillcrest, x , is found to be:
ˆ

(35)

dThe dimensionless lateral migration speed of the hillcrest, u , is found by differentiating^

equation (35) with respect to dimensionless time: 

(36)

IFigure 5. Pseudo steady state hillcrest migration. The parameter è  is the ratio of the rate
of incision in the secondary channel to the rate of incision in the primary channel.  a.
Profile of a hillslope where the secondary channel is incising at a slower rate than the

d tprimary channel. Black dots denote the location of the hillcrest. Parameters are: t  = 2, q

D I d= 10, q  = 100, I  = -0.1, and q  = 0.9. b. Dimensionless velocity of the hillcrest for t  =
ˆ

d1. c. Dimensionless velocity of the hillcrest for t  = 1.5. d. Dimensionless velocity of the

d I I Ihillcrest for t  = 2. In b. for q  =0.5, q  = 0.6 and in c. for q  =0.5 the plots end where the
location of the hillcrest is x = 1. Note the change in vertical scale in b.-c.

ˆ
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The dimensionless incision rate (I) of the primary channel and the time and length ratios^

t  D(q  and q ) are important in determining the curvature, slope, and relief of the pseudo

steady state hillslope, but they play no role in determining the location and migration

I dspeed of the hillcrest. The behavior of the hillcrest is solely a function of q , t , and .  ^t

Figure 5 shows some of the behavior of the pseudo steady state hillslope. As the

secondary channel incises at a slower rate than the primary channel, the relative elevation

of the secondary channel increases, and the hillcrest migrates away from the primary

channel (Figure 5a). In all cases the migration speed of the hillcrest increases with time.

I dAs q  approaches one, the relationship between u  and  may be approximated as linear,^t^

Ibut at smaller values of q  (when the secondary channel is being offset from the primary

dchannel at a faster rate), u  increases nonlinearly with time (Figures 5b-d). The density^

d d d Iratio (t ) is inversely related to u  (equation 36), and u  also decreases with increasing q .^ ^

ILower values of q  mean that the vertical offset distance between channels will increase

more rapidly (equation 34), and the faster this relief between channels is generated, the

faster the hillcrest migrates. 

Stream capture occurs when the location of the hillcrest equals the location of the

d scsecondary channel (x  = 2). The dimensionless time to stream capture ( ) is found by^t^

setting the hillcrest location equal to the location of the secondary channel in equation

(35) and solving for time:
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(37)

sc I IFigure 6 shows how  varies with variations in q . For small values of q , meaning that^t

scthe vertical offset elevation between the primary and secondary channel grows rapidly, ^t

can approach or be less than one (the time to stream capture approaches the relaxation

Itime of the hillslope). As q  moves to values of 0.3-0.4, the time to stream capture begins

Ito increase rapidly, and as q  approaches one the time to stream capture approaches

infinity. 

IBoth Matmon et al. [2003] and Kirchner et al. [2001] have measured q  values

approaching 0.5 in the field (see Table 1). In the drainage basins measured for these two

studies, the channel spacing is large enough (O(10 -10 m)) that the imbalance in erosion3 4

rates over adjacent basins would need to persist for tens of millions of years for a basin to 

scFigure 6. The dimensionless time to stream capture ( ) as a function of the incision
ˆ
t

I d I scratio q  and the density ratio t . As q  approaches 1,  asymptotically approaches
ˆ
t

infinity. 
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Table 1. Measured incision ratios of adjacent basins. Basin references are the location a

names used in Kirchner et al. [2001] (Source = 1), Matmon et al. [2003] (Source = 2),

Iand Riebe et al. [2000] (source = 3) of the adjacent basins used to calculate q  . The data
from Riebe et al. [2000] were derived from their Figure 1.

basin referencea
Iq  Source

25,27 0.68 0.18 1

26,27 0.69 0.19 1

14,15 0.71 0.21 1

1,2 0.55 0.14 1

GSCS-1, GSCS-2 0.49 0.12 2

GSBC-1, GSCA-1 0.59 0.15 2

GSCO-4, GSRF-11 0.57 0.14 2

Fall River 0.50 0.11 3

Fort Sage 0.16 0.07 3

capture the adjacent stream via this mechanism. For example, with l = 500m (the

approximate spacing between basins one and two in Kirchner et al. [2001]), D = 0.025

d Im  yr , no density difference between the soil and bedrock (ô  = 1), and q  = 0.5, the time2 -1

to stream capture from a symmetrical state (the two channels are at the same elevation)

would be 2.66x10  years. The hillcrest migration speed in such a case would be on the7

order of 0.01mm yr . This rate may seem negligible, but consider a situation in which l-1

= 100m, a scale at which the basin averaged erosion rates in adjacent basins have yet to

be measured using detrital cosmogenic radionuclides. With all other parameters the same

as above excluding the channel spacing, the time to stream capture decreases to ~1x106

Iyears. This time would reduce to five hundred thousand years if q  were 0.2, which is the

ratio of erosion rates between adjacent catchments reported by Riebe et al. [2000] at Fort

http://endnote+.cit
http://endnote+.cit
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Sage, California. The cosmogenic isotope method used to calculate the spatially varying

erosion rates by both Matmon et al. [2003] and Kirchner et al. [2001] averages rates over

this timescale; such a duration of an average imbalance in erosion rates between adjacent

basins is reasonable. To dimensionalize the hillcrest migration velocity, the

dimensionless velocity is multiplied by the factor ë/D, so shorter slopes with higher

diffusivities will have faster hillcrest migration velocities. More field studies quantifying

spatially varying rates of erosion in adjacent basins at the ë#100m scale could better

constrain the likelihood of stream capture through a mechanism of differential

downcutting rates in adjacent basins.

Consider also the problem of escarpment retreat. A number of authors have

suggested that escarpments can retreat at rates of 1mm yr  if the escarpment has retreated-1

at a constant rate since the time of rifting, whereas others have suggested that the recent

retreat rates are considerably slower, and that a majority of the retreat occurred shortly

after rifting (for an overview, see van der Beek et al. [2002] and references therein). On

the southeastern Australian escarpment Heimsath et al. [2000] found that on the coastal

side of the escarpment the basin averaged erosion rate (measured using Be10

concentration in river sand) was 51.49 x10  m yr ,  whereas the basin averaged erosion-6 -1

rate on the upland side of the escarpment was 15.47 x10  m yr . This difference in-6 -1

erosion rates could lead to migration of the hillcrest, contributing to escarpment retreat;

Ithe difference in erosion rates gives a è  value of 0.3 between the coastal and upland side

of the escarpment. Heimsath et al. [2001] also found the diffusivity to be 0.004 m  yr . 2 -1

We consider the hillslope length in this case the distance from the hillcrest to the channel

dhead. For hillslopes with lengths on the order of 10-100m and with a density ratio (ô ) of
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1.5, the hillcrest retreat rates would be on the order of 10  to 10  meters per year. This-4 -5

should be considered only a rough estimate of escarpment retreat rates due to the fact that

as the hillslope on the fast-eroding side of the escarpment grows in length as the hillcrest

migrates toward the upland, the location of the fluvial network is likely to change.  

For hillcrests that migrate rapidly, the diffusivities would have to be extremely

high, the hillslopes short, density differences between soil and bedrock low, and the

difference in erosion rates on either side of the escarpment pronounced. For example,

dwith no difference in the densities of soil and bedrock (ô  = 1), hillslopes that are 20m

Ilong, a difference in erosion rates of a factor of 20 (è  =0.05), and a diffusivity at the

upper range of any measured (D = 0.03 m  yr , see Fernandes and Dietrich [1997] for a2 -1

range of diffusivities) the hillcrest would migrate at a rate on the order of 1mm per year. 

4. Numerical Simulations of Transient Hillcrest Migration

To investigate the transient response of the hillslope hillcrest to unsteady

downcutting in the primary and secondary channels we solve equations (20) and (21)

numerically. We focus the numerical investigation on two scenarios of transient channel

incision. The first scenario models knickpoints propagating through a drainage basin.

Two knickpoints of identical elevation travel through the primary and secondary channel,

but there is a delay between the time these knickpoints pass the base of the hillslope. This

delay is a natural feature of knickpoint propagation because the celerity of the knickpoint

varies between basins if they have different sediment supplies or water discharges

[Crosby and Whipple, in press; Whipple and Tucker, 1999]. The second scenario models

the effect of having incision rates that vary with different frequency and amplitude in the
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primary and secondary channels. This variation is an approximation of downcutting of

streams that have different thresholds for channel incision and flood distributions that

cause temporal variations in downcutting rates [e.g., Snyder et al., 2003; Tucker, 2004].

For these two cases, the long term average erosion rate is set to be the same in both the

primary and secondary channel.

4.1. The Effect of Delayed Knickpoint Migration

In the first set of simulations the two channels bounding a 1-D hillslope pair are

incising at a background rate I.  A knickpoint passes through the primary channel at  = 0.
ˆ
t^

kp kpdIt incises a fraction of the total relief of the hillslope q . After a delay time of , a^t

knickpoint of the same elevation passes through the secondary channel. A finite

difference model is used to track the transient response of the hillslopes separating the

channels to the passage of these knickpoints. The response of a hillslope with a linear

flux law (equation 7) has been explored by Fernandes and Dietrich [1997] and Roering

et al. [2001], but the simulations presented here differ in both the forcing (in the form of

incision rates) and the incorporation of soil production. Additionally we allow asymmetry

of the hillslope, which leads to hillcrest migration. 

Inclusion of soil production in modeling the transient response of a hillslope is

significant in two important ways. First, as will be shown later in this section, the

expansion (or contraction) of the material on the hillslope as it is converted from bedrock

dto soil (encapsulated in the parameter t ) acts as a first order control on the transient

response of the hillslope. Second, the response of the soil thickness can lag behind the

response of the surface topography.
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4.1.1. Linear Flux Law

In the first set of delayed knickpoint migration simulations, a linear sediment flux

law is used (equation 7). When a knickpoint in the primary channel reaches the base of

the modeled hillslope, the hillslope is steepened near the channel and responds with

increased sediment flux. The increased sediment flux from the disturbance causes soil to

be evacuated (Figure 7). Evacuation of soil causes a reduction in the soil thickness, thus

Figure 7. Transient behavior of a hillslope subjected to two knickpoints of the same
elevation. Figures are read from bottom to top for advancing dimensionless time ( );

ˆ
t

a horizontal slice through the figures would represent a profile at a given .  a. Contours
ˆ
t

represent surface elevation.  b. Contours represent soil thickness The dotted lines in a.
and b. show the location of the hillcrest.  
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causing an increase in soil production (see equation 3). After the initial wave of increased

sediment flux and the corresponding decrease in soil thickness, the soil recovers back to

its steady thickness, but at a rate different from the rate of return to steady surface

topography. Figure 7a shows the response of the surface topography to the passage of the

two knickpoints and Figure 7b shows the response of the soil thickness. After the passage

of each knickpoint the disturbances in soil thickness move away from the disturbed

channel, widen, and decay (Figure 7b). The disturbance to the surface topography

propagates upslope until it reaches the hillcrest, at which point it begins to “push” the

hillcrest away from the disturbed channel. As the disturbance in topography and soil

depth moves away from the primary channel and approaches the hillcrest, soil is

evacuated toward the disturbed channel, and the sediment flux toward the undisturbed

channel is reduced. This reduces the soil depth downslope of the hillcrest away from the

disturbed channel. We call the period during which the hillcrest moves away from the

primary channel the push phase. As the hillcrest moves toward the secondary channel a

wave of increased erosion propagates away from the secondary channel. At some time

after the second channel has been disturbed the hillcrest begins to migrate back toward its

equilibrium position at x = 1. We refer the period of time between the time the hillcrest
ˆ

begins to migrate back toward the primary channel due to the passage of the second

knickpoint and the time when the hillcrest returns to the equilibrium position the restore

phase.

The motion of the hillcrest has a characteristic shape (e.g., the dotted lines in

Figure 7) determined by the processes described in the previous section. Numerical

kpdsimulations have shown this motion to be a function of the knickpoint delay , the
ˆ
t



146

d kp Zdensity ratio t , the knickpoint ratio q , and a ratio q :

(38)

ZThe quantity è  is the ratio between the time it takes soil eroding at the background rate

Figure 8. Relaxation time of hillcrest migration as a fraction of hillslope relaxation time

kpd kp(ê). All runs have a  of 1. a. and b. show variation in q  with other parameters held
ˆ
t

dconstant for push (a.) and restore (b.) phases. c. and d. show variation in t  with other
parameters held constant for push (c.) and restore (d.) phases. e. and f. show variation in

Zq   with other parameters held constant for push (e.) and restore (f.) phases. g. and h.

kp d show variation in q   with t =1 for push (e.) and restore (f.) phases. In g. and h. there is

Zno sensitivity to q . Note the change in vertical scale.
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0Mæ /Mt to erode through soil of thickness 2ã and the relaxation time of the hillslope. For

example, a hillslope with a background incision rate of 2.5 x10  m yr  (similar to the-5 -1

erosion rates measured with Be  in the Smokey Mountains [Matmon et al., 2003] and10

southeast Australia [Heimsath et al., 2001]), a soil production length scale (ã) of 0.5m, a

Zdiffusivity of 0.01 m  yr , and a hillslope length (ë) of 100m would have a è  value of 25. 2 -1

At an approximation, both the push phase and the restore phase may be described

by an exponential decay function of the form:

(39)

[e.g., Howard, 1988; Roering et al., 2001] where F(t) is some function of time (in this

scase the location of the hillcrest) F  is the value of the function at the start time (and

eperturbed from equilibrium), and F  is the value at the function at equilibrium. In the case

eof the push phase F  is the theoretical maximum push distance (equation 26) and in the

ecase of the restore phase F  is x = 1. The decay constant, k, is a dimensionless parameter^

that determines how quickly the system will adjust to perturbations. It is a response time

that is scaled, like , by the relaxation time of the hillslope. The decay constant, k,^t

represents the time it takes the hillcrest to respond to perturbation as a fraction of the

hillslope relaxation time. For example, if k = 0.1, the disturbed hillcrest will have

migrated ninety percent of the distance to the maximum theoretical offset after a period

Dof 0.23 times the hillslope diffusive timescale (T  = ë /D), whereas if k = 1 the hillcrest2

will have migrated back to a tenth of the original disturbance after period of  2.3 times

DT . 

In some cases, the exponential approximation may be relatively poor. Closer
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examination of the motion of the hillcrest reveals that the exponential fit of the hillcrest

relaxation time varies in dimensionless time. To illustrate this more complex behavior,

we linearize equation (39) with respect to :^t

(40a)

where

(40b)

The slope of the line that defines X as a function of  is related to the hillcrest relaxation^t

time as a fraction of the hillslope relaxation time:

(41)

p dWe define two decay coefficients, k ( ) for the push phase and k ( ) for the restore phase.^t^t

This approach allows us to examine the adjustment rate of the hillcrest as a function of

time. This approach is necessary because the hillslope-soil system is responding on two

different timescales which lead to a complex response of the system to transient

perturbations. The two timescales are related to the adjustment of topography from

sediment fluxes (which respond to changes in slope), and the adjustment of soil

production (which respond to changes in soil depth). A time varying k measures the

changing rate of adjustment of the hillcrest to the equilibrium state as the coupled system

responds to transient changes in channel incision rates. Greater hillcrest relaxation times

(e.g., greater ê values) represent slower adjustment of the hillcrest to channel
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perturbations, whereas smaller hillcrest relaxation times (e.g., smaller ê values) represent

faster adjustment of the hillcrest to channel perturbations. 

d kpVariations in the density ratio t  and the offset ratio q  lead to systematic

variations in the hillcrest relaxation time throughout the duration of the push phase.

kpIncreasing q  leads to increasing hillcrest relaxation times in both the push and restore

p r kpphases (k  and k , e.g., Figure 8a). Increasing q  increases the disturbance of the surface

topography relative to the relief of the hillslope, which would presumably lead to faster

response times, but the hillcrest also must move farther from equilibrium, increasing the

response time. The numerical results imply that the increased distance the hillcrest must

migrate to reach equilibrium is more significant in determining the adjustment rate than

the perturbation in surface topography caused by the knickpoint.

dIncreasing t  (greater soil lofting) increases the relaxation time of the hillcrest

(Figure 8c, d), except in some cases shortly after the passage of the second knickpoint

d(Figure 8d). The relaxation time of the hillcrest is more sensitive to changes in t  than to

kpchanges in q  early in the push phase and throughout the restore phase (compare Figures

8a to 8c and 8b to 8d). For example, consider a hillslope with a diffusivity (D) of 0.02m2

yr  and a length (ë) of 40m, and all other parameters the same as those used to generate-1

Figure 8b. The diffusive timescale of this hillslope is then 80ka. Such a hillslope whose

dsoil is half as dense as the bedrock (ô  = 2) will have its hillcrest migrate ninety percent of

the distance to its maximum theoretical offset (determined by equation 26) within

approximately 50ka. If the soil is density ratio is lowered to 1.25, however, this time

becomes approximately 30ka.

The relaxation time of hillcrest migration responds in a complex way to changes
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Zin q  (Figure 8e, 8f). When the disturbance caused by a knickpoint first reaches the

Zhillcrest the rate of response is greater for hillslopes with smaller values of q  (with

smaller values of k corresponding to faster response rates, Figure 8e, f). As time passes

however, the response rates adjust, and for larger values of time the response rate

Zincreases with increasing values of q . The physics of this complex response can be

dfurther elucidated by examining the special case of t  =1. Examination of equation (21)

dreveals that if t  =1, then the first term in the brackets goes to zero. This term is the

transient response of the surface due to the lofting of the soil as it is converted from its

d Zparent material. When t  =1, the response of the hillcrest has no dependance on q .  The

dchanges in the relaxation time of the hillcrest through time for t  =1 are shown in Figure

8g and 8h. Changes in the relaxation time of the hillcrest due to lofting processes can be

found by subtracting the lines in Figures 8g and 8h from the lines in Figure 8e and 8f .

The difference in these trends demonstrates that lofting process can have a significant

effect on the transient behavior of the hillslope. 

Figure 9 shows dimensionless hillcrest offset distances for runs with different

Z kpdvalues of q  and .  These curves show that the trend in faster response times (lower ê^t

Zvalues) for lower values of q  shortly after the passage of the knickpoint dominates the

Zbehavior of the hillcrest. Specifically, for lower values of q  the initial response of the

Zhillcrest to perturbations is faster than for lower values of q , and most of the divides

Zmotion occurs in these early stages. Recall that lower values of q  would result from

shorter hillslopes, lower background incision rates, greater diffusivities, and greater soil

production length scales.
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4.1.2. Linear-Critical Flux Law

When hillslope sediment transport follows the linear-critical sediment flux law

kp ls(equation 8), we define q  to be the ratio of the height of the knickpoints to Z . Unlike ^

Zthe linear case, linear-critical hillslopes with the same value of q  do not lead to identical

d kphillcrest migration behavior if t  and q  are the same. Because we do not have an

analytical solution for the maximum offset distance as a function of the other model

parameters, using equation (40) to calculate the decay rates is difficult because the final

Figure 9. Hillcrest offset through dimensionless time for hillslopes with linear sediment

d kp Z Ztransport, t =2, and q  =0.3. The solid lines have q  = 0.1, the dashed lines have q  = 1.0,

Z Z kpd kpdthe dash-dot lines have q  = 10, and the dotted lines have q  = 100. a.  = 1, b.  = 0.5,
ˆ
t

ˆ
t

kpdc.  = 0.2. 
ˆ
t
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state of the hillcrest may only be calculated by iterative numerical means. We have

chosen instead to directly compare the motion of the hillcrest for various parameter

values (Figure 10). For low relief slopes, the behavior of hillslopes with linear-critical

sediment transport approximates the behavior of slopes with linear sediment transport for

reasons discussed in section 3.1. As the relief increases, however, the nonlinear flux

terms begin to dominate transport [Roering et al., 2001], and the behavior of the hillcrest

departs from the behavior of hillslopes with a linear sediment flux law.

Figure 10a compares the migration of the hillcrest for linear-critical slopes with

Zvarying dimensionless relief but identical values of q . As the relief increases, the

Figure 10. Hillcrest offset as a function of dimensionless time. All runs use a linear-critical

kpdsediment flux law unless where labeled. The knickpoint delay ( ) is 0.5. a. Variations in
ˆ
t

ls kp Z d Z . b. Variations in q . c. Variations in q . d. Variations in t . The solid line in all four
ˆ

plots is from the same model run.  
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distance that the hillcrest migrates also increases.  Although the hillcrest migrates further

for the hillslopes with higher relief, the adjustment rate is faster such that they spend less

time out of the symmetry after the second knickpoint has migrated past the base of the

kphillslope (Figure 10a). If the relief is held constant, varying the knickpoint ratio q

affects the distance the hillcrest travels but has only a negligible effect on how long the

hillcrest spends away from x = 1 after the passage of the second knickpoint (Figure 10b).^

kpThis implies that the adjustment rate for hillslopes with variations in q  is approximately

the same during the restore phase, a result that mirrors the behavior of the linear case (see

Figure 8b). Similarly, the response of the hillcrest mirrors the linear case for variations in

Z dq  (Figure 10c) and t  (Figure 10d). As noted in section 4.1.1., the richest variation in the

Zbehavior of the hillcrest occurs when q  is varied. Variations in the dimensionless relief,

the density ratio, and the knickpoint ratio lead to systematic variations in the response

rate in that varying these parameters will either increase or decrease the response rate in

the same manner regardless of the knickpoint delay. 

4.1.3. Soil Storage and Thickness Effects

To track soil storage, we measure the ratio of the total storage of sediment on the

hillslope at dimensionless time  to the total soil storage at steady state. We name this
ˆ
t

ssratio the soil storage ratio q . For both flux laws, the soil thickness, h, reacts more slowly^

than the surface topography (Figure 7b) such that when the hillcrest returns to the

symmetric position at x = 1, the soil has not returned to a steady state (where Mh/M   = 0^t^ ^

ssand q  = 1). Typical plots of the time evolution of soil storage after perturbations by

knickpoints are shown in Figure 11. The lines in Figure 11 end when the hillcrest in the

simulation has returned to the equilibrium position at x = 1. The reduction in soil storage^
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on the hillslopes caused by the evacuation of sediment due to the knickpoints will be

d kpgreater for increasing t  and q . Hillslopes with faster background incision rates I have^

smaller changes in soil storage on the hillslope because slower incision rates lead to

thicker soils, and the amount of sediment evacuated from the hillslope will be a smaller

percentage of the total soil storage in thicker soils. We restrict our description of the

dynamic behavior of soil storage following perturbation to this simple summary, as a

detailed analysis is beyond the scope of this contribution. 

4.2. The Effect of Variations in Amplitude and Frequency of Incision Rates

The incision rate of a channel is related to water discharge and sediment flux

[e.g., Howard et al., 1994; Sklar and Dietrich, 2004; Whipple and Tucker, 1999], both of

which are likely to be stochastic in time [e.g., Snyder et al., 2003; Tucker, 2004]. The

probability distribution of discharge and sediment flux will vary depending on the size of

Z kpdFigure 11. Change in soil storage ratio through time. All runs have q =10,  = 0.5, and
ˆ
t

kp d lsq  =0.3. All plots have t =2 unless noted.  Hillslope with linear-critical flux law has a Z
ˆ

value of 0.5.
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the basin, so, for example, if two adjacent basins are of different size and are eroding at

the same rate averaged over a time far greater than the time of individual events, one

basin may be incising with frequent but low magnitude incision events while the other

may be incising in infrequent but high magnitude events. This discrepancy in the

frequency and magnitude of incision events in adjacent basins with the same long term

lowering rate can perturb the location of the hillcrest separating these basins.  

Here we approximate the time varying nature of stream incision by modeling the

incision rate in the primary and secondary channels with sine waves of different

amplitudes and frequencies. We make this simplification because the computational time

required to run the large number of simulations that would need to be performed to

quantify hillcrest migration based on a stochastic distribution is prohibitive. The

approach of modeling erosion rate variability using sinusoidal functions has been taken

by Furbish and Fagherazzi [2001] in investigating the transient response of a hillslope

with a fixed hillcrest and a linear sediment flux law. Here we expand this analysis to

investigate the behavior of the hillcrest as the two channels incise with the same average

incision rate but with different frequencies and amplitudes. 

We model adjacent channels that, on a long term average, incise at the same rate

avg pI . The incision rate of the primary channel has a dimensionless amplitude A  and a^ ^

p pdimensionless period P  such that the incision rate of the primary channel (I ) through^ ^

time is:

(42)

All dimensionless amplitudes and incision rates are scaled analogously to I (see equation^



156

13) and all dimensionless periods are scaled analogously to dimensionless time (see

equation 15). The incision in the secondary channel has an amplitude and period that are

related to the amplitude and period of the primary channel by

(43a)

(43b)

A PWe call q  and q  the amplitude and period ratios, respectively. The downcutting rate of

the secondary channel is then

(44)

We present here a general overview of the behavior of the hillslopes and hillcrests

subject to sinusoidal variations in the downcutting rates of the bordering channels, rather

than perform a complete study of parameter space. Our numerical experiments focus on

hillslopes on which sediment transport can be described by the linear-critical sediment

Z lsflux law. We illustrate typical behavior of the hillcrest for hillslopes where q  =10, Z  =
ˆ

0.5 (this means the relief of the linear-critical hillslope will be ~0.4 because the linear

critical flux law limits the steepness of the hillslope gradient on high relief hillslopes),

dand t  = 2. From the results in section 4.1.2., it should be noted that the hillcrest will

dmove greater distances than the runs presented here if t  were reduced, and the hillcrest

lswould move more slowly and move a shorter distance if Z  were decreased. ^

A pIf the two channels have different instantaneous incision rates (e.g., q  and q  are

not equal to one), vertical channel offsets will be generated though time. Greater channel
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offsets will lead to greater distances of hillcrest migration. The migration of the hillcrest

is similar to the temporal pattern of channel offset, but the oscillation of the hillcrest will

be damped and shifted in phase compared to the oscillations in the vertical channel

offset. The phase shift is significant because it means that when vertical channel offsets

are nil, the divide will still be offset.  

Furbish and Fagherazzi [2001] found that higher frequency oscillations (e.g.,

Figure 12. Vertical channel offset and hillcrest offset for hillslopes bounded by channels

Z d with oscillating incision rates. All runs use a linear-critical flux law and have q =10, t =2,

ls avg p AZ  = 0.5, I  =-0.2, A  =0.2, and  q =1. The dotted lines are the vertical channel offset and
ˆ ˆ ˆ

p Pthe solid lines are the hillcrest offset. The P  and q  values are listed above each plot. 
ˆ
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plower values of P , more cycles of the incision rate in a given time period) in the channel^

incision rate are less likely to reach the drainage hillcrest than lower frequency

poscillations (e.g., higher values of P , fewer cycles of the incision rate in a given time^

period). We find this to be true in the case where the hillcrest is free to migrate and break

the symmetry of the hillslope. The average offset over time may be solved analytically;

p A pthis average offset will increase linearly with A , increase monotonically with q  and P ,^ ^

pand decrease monotonically with q . 

Three examples of vertical channel offsets and hillcrest offsets as a function of

time are plotted in Figure 12a,b, and c. The high frequency oscillations in Figure 12a

result in smaller hillcrest offsets than the lower frequency examples of Figures 12b and 

12c. The oscillations in the incision rate of the bounding channels will lead to oscillations

in the vertical channel offset, and higher frequency oscillations in the vertical offset will

be less likely to influence the migration of the hillcrest than lower frequency oscillations.

Figure 12 demonstrates that the response of the hillcrest reflects the vertical channel

offset, but this signal is damped and delayed. We point out that the dimensionless time  
ˆ
t

Dis scaled by the diffusive timescale T , which ranges from 10  to 10  years [Mudd and4 6

Furbish, 2004]. Variations in downcutting on the human timescale (e.g., a 10 year cycle

pof incision rates caused by, for example, El Nino climate cycles, gives a P  of 10  for a-5
ˆ

100m long hillslope with a diffusivity of 0.01 m  yr ) will likely not be reflected in the2 -1

hillcrest, whereas variations caused by long term climate change will be reflected in the

motion of the hillcrest. In Figures 12a and b all parameters are the same except for the

periods of the incision rate fluctuations. Note that in Figure 12a, which has a shorter

pperiod (lower P ), the hillcrest offset is a smaller fraction of the channel offset than in the^
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case of Figure 12b. 

Consider a dimensional realization of figure 12 where the hillslope has a length of

D20m and a diffusivity of 0.01 m  yr . This gives a T  value of 40ka. The relief of the2 -1

phillslope is ~8m. In the case of Figure 13a, where P  = 0.25, the incision rate of the^

primary channel varies over a period of 10ka, whereas the secondary channel varies over

pa period of 3ka (q  = 0.3). These periods change to 20ka and 6.67ka for the hillslope

p pmodeled in Figure 12b (P  = 0.5, q  = 0.3). In both these cases, the hillcrest will migrate^

with a period that is approximately the period of the primary (low frequency) channel

(10ka and 20ka for Figures 12a and b, respectively). Dimensional vertical offsets

between the two channels would be 0.8m in the case of Figure 12a and 1.6m, in the case

of Figure 12b. The maximum hillcrest offsets would be 0.28m for the case of Figure 12a

and 0.66m for the case of Figure 12b. 

The damping of high frequency variations is also reflected in the soil storage and

soil thickness. Figure 13 shows the spatial variation in soil thickness as a function of

time. The secondary channel has higher frequency oscillations; these oscillations in soil

thickness are not transmitted from the secondary channel to the hillcrest, rather the soil

thickness at the hillcrest is dominated by the signal from the primary channel with a

lower frequency of oscillation. In summary, the transient behavior of the surface

topography, the location of the hillcrest, and the soil thickness will be dominated by

channels whose incision rate varies with low frequency.
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5. Conclusions

We have investigated the behavior of lateral hillcrest offset and migration under

conditions of vertical offsets in the elevation of channels bounding a hillcrest and locally

varying incision rates in the bounding channels. For hillslopes on which sediment

transport takes on specific transport relations (linear or linear-critical flux laws), the

Figure 13. Soil thickness as a function of time and space for a hillslope bounded by
channels with oscillating incision rates. A linear-critical flux law is used. Parameter

Z d ls avg p A p Pvalues are q =10, t =2, Z  = 0.5, I  =-0.2, A  =0.2, and  q =1, P  =0.5, and q =0.3. 
ˆ ˆ ˆ ˆ
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offset from symmetry of the hillcrest is a geometric function of the vertical channel

offset. The transient response of the hillcrest is faster for knickpoints with greater relief

kp(larger è , the ratio between the relief of the knickpoint and the relief of the hillslope)

and slower for increasing density ratios on the hillslope (the ratio of the dry bulk density

dof the rock to the dry bulk density of the soil, ô  ). The rate of hillcrest migration is

sensitive to the ratio between the diffusive timescale of the hillslope and the time it takes

to erode through a fixed thickness of soil (2ã) at the background incision rate; we name

Zthis ratio è . Although the response rate of the hillcrest varies in time, most of the divide

migration take place early after disturbance of a channel; the divide will migrate faster

Zfor lower values of è . All else being equal, shorter hillslopes, lower background incision

rates, greater diffusivities, and greater soil production length scales will lead to faster

Z dhillcrest migration. Within a reasonable range of parameter values (e.g, è  = 1-100, ô  =

kp1-2, è  = 0.1-0.3), the divide offset will reach a significant portion (e.g., exp[-1]) of its

Dtheoretical maximum offset within a fraction (e.g., <0.5) of the diffusive timescale (T  =

ë /D) of the hillslope. For hillslopes where sediment transport follows a linear-critical2

flux law, increasing hillslope relief will also lead to faster responses of the hillcrest to

channel perturbations. 

The hillcrests of hillslopes that are bounded by channels whose incision rates vary

in time migrate in a manner that reflects the vertical channel offset generated by the

transient channel downcutting rates. Higher frequency oscillations in the channel

downcutting rate are less likely to influence the position of the hillcrest than low

frequency oscillations. While we have not performed an exhaustive study of the effect of

incision rate oscillations, we have found that for incision rates that vary periodically over
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Da time that is less than one quarter of the diffusive timescale (T  = ë /D, for typical2

Dhillslopes T  = 10  - 10  years), the migration of the hillcrest in our simulations was less3 7

than 2% of the hillslope length. If the incision rates of the two channels bounding a

hillslope are periodic through time, then the horizontal offset of the hillcrest is also

periodic in time. The oscillation of the hillcrest will be out of phase with the oscillation

of the vertical offset of the channels, and we have found that the hillcrest can be in an

asymmetric position when there is no difference in the elevation in the channels. If

channels bounding a hillcrest are at the same elevation, but the hillcrest is not equidistant

from the two channels, the this could be a indication of an imbalance in the erosion rates

of the two channels bounding the hillslope.

We have focused primarily on situations in which the long term average incision

rates in the two channels are the same. This situation leads to hillcrests that oscillate

about a central location, but we do not invoke a feedback that can fix a hillcrest in a new

location after a transient disturbance in the channel downcutting rates or permanently

change the spatial distribution of the hillcrests. The presence of features such as stream

capture in the field and the experiments of Hasbargen and Paola [2000] indicate that

there may be positive feedbacks between divide migration, channel offsets, and local

incision rates. It is generally agreed that the longitudinal profiles and incision rates of

fluvial channels are nonlinearly related to both drainage area and sediment supply [e.g.,

Sklar and Dietrich 2004; Whipple 2004]. A migrating divide will change both the

drainage area and sediment supply to the two channels bounding it. If a transient change

in channel downcutting persists long enough and is great enough to change the drainage

area or sediment supply in a manner that affects the incision rate and profile of the
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channel, the position of the hillcrest may become ‘fixed’ such that the hillcrest does not

move back to its original position, and the drainage basin configuration may change to

reflect a new equilibrium configuration.

  

6. List of Symbols

,  Amplitude of the incision rate in the primary and secondary channel,

respectively (dimensionless)

D Sediment diffusivity (L  T )2 -1

h Elevation of soil-bedrock boundary (L)

0h Elevation of soil-bedrock boundary at x = 0 (L)

blh Elevation of soil-bedrock boundary relative to base level (L) 

Dimensionless elevation of soil-bedrock boundary relative to base level

f Dimensionless function of slope that varies with the sediment flux law

g Soil production decay lengthscale (L)

h, Soil thickness (L) and dimensionless soil thickness, respectively

I,  Dimensional (L T ) and dimensionless incision rate, respectively-1

Incision rate of secondary channel(dimensionless)

 Incision rate of primary channel (dimensionless)

Long term average incision rate(dimensionless)

K Sediment dispersion coefficient (M L  T )-1 -1

pk Decay coefficient for the push phase of hillcrest migration (dimensionless)

rk Decay coefficient for the restore phase of hillcrest migration

(dimensionless)
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l Length of the hillslope (half the distance between channels) (L)

Dimensionless hillcrest offset

, Dimensionless hillcrest offset of a low relief and critical slope hillslope,

respectively

Soil production rate (L T )-1

, Period of the variation in incision rate in the primary and secondary

channel, respectively (dimensionless)

Depth averaged dry bulk density of hillslope soil (M L )-3

Dry bulk density of parent material (M L )-3

cS Critical slope for linear-critical flux law (dimensionless)

TS Threshold slope (dimensionless)

Lq Length ratio (dimensionless)

tq Time ratio (dimensionless)

kpq Knickpoint ratio (dimensionless)

Iq Incision ratio (dimensionless)

Oq Offset ratio (dimensionless)

Aq Amplitude ratio (dimensionless)

Pq Period ratio (dimensionless)

ssq Soil storage ratio (dimensionless)

Zq Ratio of erosion timescale to diffusive timescale (dimensionless)

dt Density ratio (dimensionless)

t, Dimensional (T) and dimensionless time

Dimensionless time to stream capture
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Dimensionless time of knickpoint delay

pT Production timescale (T)

DT Diffusive (or relaxation) timescale (T)

Dimensionless velocity of the hillcrest

Depth averaged sediment velocity in the x direction (L T )-1

0W Nominal rate of soil production (L T )-1

x, Dimensional (L) and dimensionless distance from the primary channel

Dimensionless location of the hillcrest

Dimensionless elevation of the hillcrest

Dimensionless elevation of the hillcrest for a symmetric hillslope with a

linear sediment flux law

z Elevation of soil-bedrock boundary (L)

0z Elevation of soil-bedrock boundary at x = 0 (L)

blz Elevation of soil-bedrock boundary relative to base level (L) 

Dimensionless elevation of soil-bedrock boundary relative to base level
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CHAPTER V

RESPONSES OF SOIL MANTLED HILLSLOPES TO TRANSIENT CHANNEL
INCISION RATES

Abstract

Channel incision drives hillslope morphology in soil mantled hillslopes. When channel

incision rates change, numerous hillslope soil properties (e.g., surface topography, erosion

rates, soil thickness, soil production) adjust as a response to this change in the lower

boundary of the hillslope. Here we investigate the timescales of adjustment of the properties

of soil mantled hillslopes when channel incision rates change in time. An idealized soil

mantled hillslope (linear sediment flux law, soil density equal to bedrock density) is first

investigated and the transient evolution of this hillslope is determined analytically. This

analysis reveals two dominant timescales of adjustment. The longer of these two timescale

determines at what rate the entire hillslope adjusts to a change in channel incision rates, and

is proportional to 4ë /(ð D) where ë is the length of the hillslope and D is the sediment2 2

diffusivity. Numerical simulations are then performed that examine responses of hillslopes

that incorporate non-linear responses to transient channel incision (e.g., hillslopes that

experience non-linear sediment transport, have soil thickness that responds to the soil

production function). Using these numerical models we show that the ratio between the

s çdensity of the soil (ñ ) and the density of the soils’ parent material (ñ ) can alter the long term

response of the hillslope to changes in channel incision rates such that the characteristic

ç stimescale becomes 4ñ ë /(ð Dñ ). In addition, we show that the adjustment of the soil erosion2 2

rate, the soil production rate, and the soil thickness have different characteristic timescales.
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1. Introduction

The evolution of soil mantled landscapes is driven, in part, by channels at the base

of hillslopes that erode through the landscape and remove the sediment that is delivered

to them by the hillslopes. The relationship between channel erosion rates and hillslope

evolution has been a focus of geomorphic research for over a century [e.g., Davis 1899;

Gilbert 1877; Hack 1960; King 1953, Penck 1972]. Modern understanding of the

response of hillslope soils to changes in channel incision rates has followed the work of

W. E. H. Culling [1960], who first applied a rigorous statement of mass conservation to

an eroding hillslope soil.

Gibert [1909] suggested that the erosion rate of a hillslope soil is proportional to

the topographic gradient, an observation that has been confirmed by a number of studies

[e.g., Dietrich et al. 2003 and references therein]. When channel incision rates change,

several properties of the soil adjust in response. If, for example, the channel incision rate

increases, the hillslope responds by steepening near the channel. As a result, soil thins

near the channel. The steeping of soil near the channel removes sediment slightly

upslope, thus steepening and removing soil at that location. In this way changes in

channel incision rates result in changes in soil properties that propagate away from the

channel [e.g., Fubish and Fagherrazzi 2001; Mudd and Furbish, 2005; Roering et al.,

2001]. 

The adjustments of the soil to changes in channel incision rates exhibit

characteristic timescales [e.g., Ahnert, 1987; Fernandes and Dietrich, 1997; Furbish and

Fagherrazi 2001; Jyotsna and Haff, 1997; Roering et al. 2001]. These timescales include
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the time it takes hillslopes to adjust to a new channel incision rate (the hillslope

relaxation time, e.g., Ahnert, [1987]), and the time needed for signals to propagate a

certain distance upslope [e.g., Furbish and Fagherrazzi 2001]. 

It is useful to quantify these timescales for studies of both hillslope and fluvial

geomorphology for two reasons. First, the timescale of transient hillslope response to

changes in the channel incision rate provides an estimate the period over which the

resulting changes in soil properties are likely to stored on the hillslope. Second, the

adjustment timescale of a hillslope soil responding to a change in channel incision rate

must be known in order to evaluate whether it is appropriate to assume that a landscape

has achieved a steady state or equilibrium condition. An equilibrium condition may be

defined as the condition achieved when hillslopes have adjusted to match channel

incision rates such that the surface topography of the landscape does not change in time

[e.g., Carson and Kirkby, 1972; Gilbert 1909; Hack, 1960; Howard, 1988].

Here we extend the work of Fernandes and Dietrich [1997] and Roering et al.

[2001], who examined the timescales over which hillslope soils respond to changes in

channel incision rates, by including not only the response of hillslope erosion rates and

surface topography but also the soil thickness. For sufficiently simple conditions, the

equations that govern the evolution of hillslope soils may be solved analytically. These

solutions can then be used to elucidate how hillslope soils respond to changes in channel

incision rates. Namely, these solutions allow for extraction of two timescales: one that

can be used to estimate the adjustment rate of the entire hillslope to changes in channel

incision rates and another that can be used to estimate the rate of propagation of the

transient channel incision signal away from the channel. In addition, we use numerical
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simulations to demonstrate that if channel incision rates are perturbed the response of

different hillslope properties, such as the erosion rate, the soil thickness, and the soil

production rate, will respond on different characteristic timescales such that although, for

example, if the erosion rate of the hillslope has equilibrated to a change in channel

incision rate the soil thickness may still be experiencing transient behavior.

2. Mass Conservation of Eroding Hillslope Soils

We begin by considering soil mantled landscapes in which the transport fo soil

due to landsliding and overland flow is insignificant. We define the soil layer as the near

surface material that is being mechanically disturbed by processes such as soil creep

[e.g., Culling, 1963; Heimsath et al., 2002; Kirkby, 1967; Roering et al., 1999; Young,

1978], animal burrowing and disturbance [e.g., Gabet, 2000; Yoo et al. 2005], frost heave

processes [e.g., Anderson, 2002], and tree throw and root growth [e.g., Gabet et al., 2003;

Roering et al., 2002]. In the presence of topographic gradients, this mechanically active

layer is transported downslope. Underlying this mechanically active soil layer is a

mechanically undisturbed saprolite layer. Material is entrained from the mechanically

inactive saprolite into the mechanically active soil layer through soil production [e.g.,

Carson and Kirkby, 1972, Heimsath, 1997]. Once soil is produced, it can either

accumulate on the land surface or be removed through either mechanical or chemical

denudation processes.

Consider a one dimensional hillslope that has a mantle of soil with a thickness h

(L), a surface elevation æ (L) (Figure 1), and a soil-saprolite boundary that is at an 
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elevation ç (L) (Figure 1), such that the soil thickness is equal to:

(1)

A depth integrated [e.g., Mudd and Furbish, 2004; Paola and Voller, 2005] statement of

mass conservation for the hillslope soil is

(2)

s xwhere ñ  (M L ) is the dry bulk density of the soil, v  (L T ) is the bulk velocity of the-3 -1

ç çsediment in the x-direction, ñ  (M L ) is the density of the parent material, p  (L T ) is-3 -1

the rate of bedrock lowering due to soil production, and the overbars denote depth-

averaged quantities. All terms in equation (2) represent rates of change in the soil

Figure 1. Schematic of the soil profile.
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thickness, in units of length per time. The first term on the right of the equality is the rate

of change in the soil thickness due to mechanical sediment transport processes and the

last term is the rate of change in the soil thickness due to soil production. Equation (2)

assumes that there is no deposition or erosion at the surface of the soil (i.e., all sediment

transport occurs as movement within the mechanically active soil layer), no denudation

occurs by chemical processes, and that soil bulk density does not vary in space or time. 

The lowering of the soil-saprolite boundary is determined by the soil production

rate

(3)

Note that by convention, the production rate is defined as positive down. Combining

equations (1-3), the change in the surface elevation with respect to time is

(4)

3. Timescales of Adjustment to Transient Channel Incision for a Simplified Soil
Mantled Hillslope

A simplified verison of equation (4) can be solved analytically in order to

examine the basic behavior of soil mantled landscapes as they respond to changes in

channel incision rates. The value of this analysis is that it provides a way to concisely

define both short and long timescales that characterize the transient response of a

hillslope to a change in the channel incision rate, including how these timescales vary
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with hillslope position, and which are not readily accessible from direct numerical

solutions of the governing equations. In addition, the analytical analysis clarifies key

points introduced in the seminal work of Culling [1965], as will be described later in this

section. Analytical solutions also provide an important benchmark for understanding

numerical solutions and results of others [e.g. Fernandes and Dietrich, 1997; Roering et

al. 2001] aimed at defining characteristic timescales of response. 

We first assume that the density of the saprolite is the same as the density of the

s çsoil (ñ  = ñ ), and that sediment transport is linearly proportional to slope:

(5)

where D [L  T ] is a sediment diffusivity. It is assumed that the diffusivity is not a2 -1

function of space. With these assumptions, equation (4) reduces to 

(6)

Culling [1965] recognized that equation (6) was analogous to the equation describing the

conduction of heat in a solid, and that this equation may be solved analytically using the

finite Fourier transform method [e.g., Carslaw and Jeager, 1960; Deen 1998]. 

In order to solve equation (6), both boundary and initial conditions must be

assigned. We consider a hillslope with a divide at the location x = 0 (Figure 2). No

sediment passes across the divide such that the divide serves as a no flux boundary

condition for the one dimensional hillslope (i.e., Mæ/Mx = 0 at x = 0). A channel is at the

location  x = ë (Figure 2). The channel, as it erodes through bedrock or sediment and 
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removes soil delivered to it by the hillslope, serves as the second boundary condition. 

The initial condition is selected such that the hillslope topography is in

0equilibrium with an initial channel incision rate of I  (L T ) such that the entire hillslope-1

is eroding at that rate. The incision rate then changes to a different rate I (L T ). If a-1

coordinate system is selected such that the channel at x = ë is always at æ = 0, the solution

to equation (6), with the above boundary and initial conditions, is:

(7)

where the subscript bl indicates that the surface topography is measured relative to the

elevation of the channel (Figure 2). Equation (7) differs from the solution presented in

Culling [1965] in that the channel is eroding through the bed and equation (7) explicitly

0includes the initial hillslope adjusted to a downcutting rate of I . In contrast, Culling

Figure 2. Schematic of the 1-D hillslope.



179

[1965] presented solutions for both a hillslope whose channel stayed at a constant

elevation and that eroded to a plane, and also a hillslope bounded at both sides by

channels that incised at a constant rate. 

The erosion rate of the hillslope soil as a function of time and space can be found

by differentiating equation (7):

(8)

Note that the erosion rate in equation (8) is measured relative to a fixed datum (i.e., not

relative to the incision rate of the channel). An example of a hillslope responding to a

change in the rate of channel incision at its base as described by equations (7) and (8) is

shown in Figure 3.

Howard [1988] suggested that the adjustment of a hillslope to a step change in the

channel incision rate can be approximated by an exponential decay function of the form

Figure 3. Analytical solutions of equation (6) for surface topography (a.) and erosion rate
(b.). The hillslope is 40m long (ë=40m) and has a diffusivity (D) of 0.01 m  yr . Initially,2 -1

0the hillslope topography reflects a steady condition adjusted to a channel incision rate (I )
of 0.0001 m yr . At time t = 0 the channel incision rate is increased to 0.0002 m/yr .-1 -1
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(9)

fwhere F is a time dependant function, F  is the value of the function at its final

iequilibrium value, F  is the initial value of the function, and ô (T) is a timescale that

characterizes the rate at which the transient signal decays (e.g., if t = 3ô the function is

within 5% of the final equilibrium value). Both Roering et al. [2001] and Mudd and

Furbish [2005] used equation (9) to estimate hillslope response timescales, but as

observed by Mudd and Furbish [2005], this approach may not be adequate to fully

characterize the response timescales of soil mantled hillslopes. 

Equation (9) may be used to fit values of the timescale of the hillslope response to

changes in the channel incision rate (ô) at different points on the hillslope, and this fit

may be compared with the precise timescale of response extracted from equation (8).

Figure 4 shows a comparison of the precise erosion rate predicted by equation (8) and the

Figure 4. The true erosion rate (solid lines) and erosion rate predicted by fitting equation
(11) (dashed grey lines) as a function of time at the divide (a., x = 0) and a point near the
channel (b. x = 32m = 0.8ë). The hillslope is the same as that described in Figure 3.
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erosion rate based on the simple exponential response described by equation (9) as a

function of time. Near the channel, the hillslope responds rapidly to the perturbation in

the channel incision rate (Figure 4b), whereas at points near the divide (Figure 4a) the

perturbation is only felt after some delay (as identified by Roering et al. [2001] in their

Figure 8). As time increases, equation (9) can approximate the response of the hillslope,

but it does not capture the shorter timescale behavior that causes a fast response near the

channel and a delayed response near the divide (Figure 4). 

As observed by Culling [1965] and embodied in equation (7) and equation (8), the

response of the hillslope can be described by a sum of harmonic functions. Each

wavenumber (i.e., n = 0, 1, 2, 3,...) in the series of harmonic functions has a different

characteristic timescale, analogous to ô in equation (9). The timescale for each harmonic

nfunction, ô  (T), is

(10)

As the wavenumber increases, the characteristic timescale decreases, such that the long-

term behavior of the hillslope is dominated by the wavenumber n = 0, or in other words,

0ô  = 4ë /(Dð )= 0.4053ë /D, which is equivalent to the relaxation timescale found2 2 2

numerically by Roering et al. [2001] for hillslopes whose sediment flux is a linear

function of slope. The effect of different wavenumbers on the erosion rate of a hillslope

whose channel incision rate has been perturbed is plotted in Figure 5. 
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Because signals propagate away from the channel, the transient response of the

hillslope due to the effects of higher wavenumbers (i.e., n > 0) varies as a function of

distance from the channel (Figure 5). Near the channel, the effects of the harmonics with

higher wavenumber (e.g., n > 0) combine to cause the hillslope to respond rapidly to the

change in the rate of channel incision; this rapid incision is not captured by equation (9)

(see Figure 4b). On the other hand, the effect of the harmonics with higher wavenumbers

is to reduce the erosion rate near the divide (Figure 5a). This reduction in the erosion rate

due to the harmonic functions with the higher wave numbers, and therefore more rapid

response timescales, is what causes the delay in the response of the erosion rate at the

divide (Figure 4a). 

The relative importance of individual harmonic functions, and therefore the

relative importance of different response timescales (i.e., equation 10), may be

determined by comparing the coefficients that multiply the time-varying exponential term

Figure 5. Erosion rate due to individual harmonics on a perturbed hillslope as a function
of time. Plot a. shows harmonics at the divide (x = 0) and plot b. shows harmonics at a
point near the channel (x = 32m = 0.8ë). Note that the total erosion rate is the sum of all
harmonics minus the perturbed incision rate I (see equation 10). 
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in equation (8). We define a function:

(11)

Ewhere M  is the ratio of the coefficients that multiply the time varying exponential term

of equation (8) for a wavenumber n to the coefficient when the wavenenumber, n, is zero.

E EBy definition, M  is equal to one when n = 0. For n � 0, M  reflects the proportion of the

Eerosion rate (M ) signal that is contributed by the harmonic with wavenumber n. Because

Eeach harmonic function decays over the timescale described by equation (10), M

nmeasures the importance of higher harmonics (n > 0) while t is less than ô . 

The magnitude of the harmonics as a function of position is plotted in Figure 6.

ERecall from Figure 5 that if M  takes a negative value, this causes a delayed response in

the erosion rate. This effect is most pronounced near the divide (x = 0). Positive values of

EM   indicate that fast moving signals are accelerating the response of the hillslope to the

change in channel incision. This occurs in locations near the channel. Near the divide, the

harmonic of n = 1 is a significant fraction of the total response of the hillslope (Figure 6).

Because this harmonic is the principal cause of the delay between the time the channel

incision rate is perturbed and the time the divide ‘feels’ this signal, the time of delay can

be estimated by the timescale of this harmonic. By equation (10), the delay in the

0response of the divide after the channel incision rate is perturbed is ô /9. So, for example,

in the hillslope depicted in Figures 3,4, and 5, which has a length of 40m and a diffusivity

0 1of 0.01m /yr, ô  is approximately 65ka, and ô  is approximately 7ka. Examination of2

Figure 4b reveals that the divide begins responding to the transient incision signal at

approximately 7ka. 
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4. Timescales of Hillslope Response for Soil Thickness, Soil Production, and
Hillslope Erosion Rate

The analysis in section 2 focuses on analytic solutions for idealized hillslopes

where soil production and soil thickness are not considered. We now extend our analysis

to include these, and other, factors. Returning to equations (2-4) to describe the soil

mantled hillslope, we assume that the soil may have a different dry bulk density than the

s ç çsoil (i.e., ñ  � ñ ). In addition, the soil production rate, p , is described by a function of

the soil thickness (h). In several field locations [e.g., Heimsath et al. 1997; Heimsath et

al. 2000; Heimsath et al. 2001] , the soil production rate has been found to be a

decreasing function of increasing soil thickness:

(12)

EFigure 6. Values of M  (see equation 11) as a function of wavenumber.
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0where W  (L T ) is the nominal rate of soil production when the soil thickness is zero and-1

g  (L) is a length scale that characterizes the rate of decline in the soil production rate

with increasing soil thickness. Others have argued for a soil production function that

peaks at some intermediate soil thickness [Ahnert, 1976; Anderson, 2002; Carson and

Kirkby, 1972; Furbish and Fagherazzi, 2001; Wilkinson et al. 2005]. Here we limit our

analysis to a soil production function that takes the form of equation (12). 

Because the soil production as described by equation (12) is a nonlinear function

of soil thickness, equations (2) and (4) must be solved numerically. In addition, the

relationship between slope and sediment flux may be nonlinear. Examples include

sediment flux that increases asymptotically as the hillslope approaches a critical gradient

[Andrews and Bucknam, 1987; Roering et al. 1999; Roering et al. 2001 Roering, 2004],

sediment flux that varies nonlinearly with slope due to biogenic effects [e.g., Gabet,

2000;Gabet et al. 2003; Yoo et al. 2005], an effective sediment diffusivity that is a

nonlinear function of soil thickness [Anderson, 2002], and sediment transport that is a

function of the product of the hillslope gradient and the soil thickness [Heimsath et al.

2005]. 

For example, Roering et al. [2001] examined the adjustment timescale of

hillslopes whose sediment flux was a nonlinear function of the hillslope gradient of the

form

(13)

cwhere S  (dimensionless) is a critical slope. They found that the hillslopes experiencing



186

sediment flux governed by equation (13) had lower values of ô (see equation 9) than did

hillslopes where sediment transport was a linear function of slope (e.g., equation 5). The

response became more rapid (e.g., ô decreases) as hillslope gradients increased [Roering

et al. 2001]. Here we investigate the timescales of hillslope response as affected by the

soil production and sediment flux that is proportional to the product of soil thickness and

hillslope gradient. 

4.1. Numerical Simulations

As we have demonstrated in section 2, changes in channel incision rates lead to

signals that move away from the channels with different characteristic timescales

(equation 10). We now concentrate on the timescale, ô, that may be extracted using

equation (9) as described by Howard [1988] and Roering et al. [2001]. We again note

that when t = 3ô, the value of the function being analyzed (which could be topography,

soil thickness, erosion rate, etc.) is within 5% of its final value if the new channel

incision rate is steady in time.

Two sets of model runs were carried out. The model solves equations (2-4) using

a finite difference scheme. In the first set of model runs, sediment transport was assumed

to be a linear function of slope (equation 5) and in the second set of model runs the

sediment flux was assumed to be proportional to the product of the soil thickness and the

hillslope gradient: 

(14)

Lwhere D  is a transport coefficient of units L T . We call equation (14) the depth-slope-1
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sediment flux law. 

4.1.1. Linear Flux Law

Response timescales for hillslopes whose sediment flux is linearly proportional to

slope are plotted in Figure 7. Figure 7a plots the ratio between the timescale extracted by

0equation (9) (ô) and the timescale ô  predicted as the long term adjustment timescale by

equation (10). This plot illustrates that the ratio between the density of the soil and the

density of the soil’s parent material can have a significant influence on the relaxation

time of the hillslope. 

s ç 0Figure 7b plots the ratio ôñ / ñ ô  for the erosion rate and the soil thickness. These

curves are approximately equal to one, such that the relaxation timescale of a hillslope

where the dry bulk density of the soil is different from that of its parent material can be

approximated by:

0 aFigure 7. Plots of normalized (by ô  in a. and ô  in b.) response timescale for the soil
thickness and erosion rate. Other parameters from these model runs are D = 0.005m /yr,2

0 0ã = 0.3m, ë - 20m, W = 0.0003m/yr, I  = -0.0001m/yr, and I = -0.0002 m/yr. 
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(15)

awhere ô  is an approximate timescale of adjustment for hillslopes that experience a linear

sediment flux law and experience soil production such that the hillslope is modeled using

equations (2-4) and (5). 

In Figure 8, we plot the difference between the adjustment timescale ô extracted 

a ausing equation (10) and the approximated timescale ô , normalized by ô . As observed by

Furbish and Fagherazzi [2001] and Mudd and Furbish [2005], soil thickness responds on

a different timescale than does the erosion rate (Figure 7b, 8a). In addition, soil

Figure 8.  Difference between hillslope response timescale ô and approximate hillslope

a aresponse timescale ô  normalized by ô  for hillslopes whose sediment flux is linearly
proportional to the hillslope gradient. Plot a. shows the difference in response timescales
for soil thickness, soil production rate, and erosion rate for a hillslope with parameters

ç s 0 0ñ /ñ  = 1.5, D = 0.005m /yr, ã = 0.25m, ë - 20m, W = 0.0006m/yr, I  = -0.0001m/yr. Plot2

b. shows the normalized response timescale of soil thickness for different values of ã on

ç s 0 0a hillslope with parameters ñ /ñ  = 1.5, D = 0.005m /yr, ë - 20m, W = 0.0006m/yr, I  = -2

0.0001m/yr. Note the change in scale on the vertical axes between a. and b. There is no

0data for I/I  because, trivially, there is no change in the hillslope under these conditions.
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production also responds on a different timescale, although the timescale of response for

production more closely matches that of erosion than does the soil thickness. Our

0numerical experiments have shown W  has negligible influence on the timescale of

hillslope response, but both the ratio between the timescale of response in the erosion rate

and the timescale of response of the soil thickness is sensitive to the difference between

the initial and final channel incision rates and also the depth over which soil production

decays (ã) (Figure 8). 

As the difference between the initial incision rate grows, the discrepancy between

athe approximate timescale ô  and the timescale of response of the hillslope ô grows for the

soil production rate, the erosion rate, and the soil thickness. This effect is most

pronounced for the soil thickness, such that for hillslopes where there is a large (e.g.,

0I/I <0.2) difference in the channel incision rates before and after the change in the

channel incision rate the response timescale of the soil thickness can be different form the

timescale of response in the erosion rate by 20%. When channel incision rates are

increased, the soil thickness responds to the change in channel incision more slowly than

the surface topography, whereas when the channel incision rate increases the soil

thickness adjusts more rapidly than the hillslope erosion rate. As seen in Figure 8b, the

atimescale of response will be more poorly predicted by ô  for thicker soils than for thinner

soils (because ã sets the soil thickness for a given erosion rate). 

4.1.2. Depth-Slope Flux Law

aIn the case of hillslopes where sediment flux is governed by equation (14), ô  is

inappropriate for comparing to the timescale, ô, which is measured by equation (9),

Lbecause D  is of different units than D. Instead, the D in equation (15) may be replaced
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Lby D ~ D h, which is equivalent to stating that the diffusivity of the soil is depth

adependant [e.g., Anderson, 2002]. Figure 9 plots the ratio of ô to this modified ô  where in

a ç L sthese plots ô  = 4ñ ë /(ð D hñ ) and the soil thickness is evaluated when it is in2 2

equilibrium with the lowest channel incision rate (e.g., the slowest possible hillslope

response timescale for a given model run). 

Several features of response timescales for hillslopes whose sediment flux is

proportional to the product of the soil thickness and the hillslope gradient contrast with

hillslopes whose sediment flux is linearly proportional to slope. First, the response

timescales of hillslopes with the depth-slope sediment flux law are similar for soil

thickness, soil production, and erosion rate (Figure 9), unlike the hillslopes experiencing

a linear sediment flux law. In addition, in the case of the depth-slope sediment flux law,

Figure 9. Difference between hillslope response timescale ô and approximate hillslope

a aresponse timescale ô  normalized by ô  for hillslopes whose sediment flux is proportional
to the hillslope gradient times the soil thickness. The hillslopes modeled have parameters

ç s 0 0ñ /ñ  = 1.5, D = 0.005m /yr, ã = 0.75m, ë - 20m, W = 0.00025m/yr, and I  = -0.0001m/yr.2

0There is no data for I/I  because, trivially, there is no change in the hillslope under these
conditions. 
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0hillslopes where the initial incision rate (I )is slower than the final incision rate (I) have

amuch greater adjustment timescales as a percentage of ô  than the hillslopes in which the

aopposite is true. This effect is accentuated if ô  is calculated using the soil thickness that

is in equilibrium with I. The reason for this difference is that if the incision rate is

initially slow, and then accelerates, there is initially a greater thickness of soil that allows

for larger sediment flux and faster propagation of transient incision signals away from the

channel. When channel incision rates increase, the response timescale for hillslopes that

experience a depth-slope product sediment flux law can be several times greater than the

aapproximated timescale ô , such that in the case of increased channel incision, signals

from the channel can be stored in these hillslope soils for a much greater period of time

than a similar hillslope that experiences a linear sediment flux law. 

5. Conclusions

Channel incision drives the evolution of soil mantled hillslopes. When channel

incision rates change, signals from such changes propagate away from the channel. These

signals operate on a number of timescales. We have demonstrated that for soil mantled

0hillslopes two timescales are particularly important. The first timescale, which we call ô ,

determines how much time must pass after a change in the channel incision rate before

the entire hillslope equilibrates to this new condition. For hillslopes that experience

sediment flux that is linearly proportional to slope and whose soil is the same density as

the material from which the soil is derived, this timescale is approximated by 4 ë /(ð D)2 2

0where ë is the length of the hillslope and D is the sediment diffusivity. At a time of 3ô

after a perturbation on the channel incision rate, the topography and erosion rate of the
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hillslope are within 5% of their final values, and the hillslope can be reasonably

considered to be at steady state. An additional timescale is the time it takes a signal

caused by a change in the channel incision rate to propagate from the channel to the

0divide. This timescale is approximated by ô /9. 

As described by both Furbish [2003] and Roering et al. [2004], measurement of

several spatially and temporally varying soil properties can be used to constrain the

dynamic response of hillslopes to changes in the channel incision rate. The strongest

spatial variation in soil properties can be expected to occur within the time after channel

0perturbation of 0 < t < ô /9, when the hillslope near the channel has begun to adjust to the

new channel incision rate but the divide has not yet ‘felt’ this disturbance. 

On hillslopes where soil is not the same density as the material from which the

s çsoil is derived (i.e.., when ñ  � ñ ), the ratio between the two densities is of first order

importance in determining the hillslope response to a change in the channel incision rate.

ç sIn this case, the response timescale can be approximated by 4ñ ë /(ð Dñ ) if sediment flux2 2

is linearly proportional to slope. The difference in the adjustment timescales for soil

thickness and soil erosion rate is sensitive to the ratio between the initial channel incision

0rate (I ) and the channel incision rate after it has been perturbed (I). The difference

a 0between ô and ô   is greater as the difference between I and I  increases for hillslopes that

experience a linear sediment flux law, whereas this relationship is reversed for hillslopes

experiencing sediment flux that is proportional to the product of the soil thickness and the

hillslope gradient. 

6. List of Symbols
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D Sediment diffusivity (L  T )2 -1

h Elevation of soil-bedrock boundary (L)

g Soil production decay lengthscale (L)

h Soil thickness (L)

0I, I Channel incision rate and initial incision rate, respectively (L T )-1

l Length of the hillslope (L)

EM Ratio determining the magnitude of the time vary component of the

erosion rate as a function of position and wavenumber

n Wave number (dimensionless)

Soil production rate (L T )-1

Depth averaged dry bulk density of hillslope soil (M L )-3

Dry bulk density of parent material (M L )-3

cS Critical slope for linear-critical flux law (dimensionless)

t Time (T)

ô Decay timescale (T)

a s çô Approximate hillslope response timescale for hillslopes where ñ  � ñ .

nô Decay timescale for individual harmonic functions with wavenumber n.

Depth averaged sediment velocity in the x direction (L T )-1

0W Nominal rate of soil production (L T )-1

x Distance from the divide (L)

z Elevation of soil surface (L)

blz Elevation of soil surface  relative to the channel (L) 
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CHAPTER VI

CONCLUSIONS AND FUTURE DIRECTIONS

The four manuscripts that make up this thesis have two components that constitute both

important advances in hillslope geomorphology and the framework upon which my work in the

future will be based. In chapter II and III, I have derived statements of mass conservation for a

hillslope soil, and constituent phases of the soil, that are far more robust than those used in the

past because: (i) they are derived from local statements of mass conservation and can be

modified to suit a wide variety of hillslope conditions, and (ii) they incorporate, for the first time,

effects of chemical denudation in addition to mechanical processes of sediment transport. These

mass conservation equations, when applied to a hillslope soil, allow geomorphologists to be

more explicit about the assumptions used in hillslope analysis than was previously possible. 

In addition, I have investigated the timescales of response to different disturbances

influencing the evolution of hillslope soils, and have characterized the timescale over which

these disturbances propagate through a landscape (Chapters IV and V). Landscapes are dynamic:

faults move at different rates, tectonic uplift rates are not constant in time, and climate, which

can drive erosion, varies dramatically over geomorphically significant timescales. Whereas in

the past much geomorphic research was carried out by using the simple and illustrative ‘steady

state’ hypothesis, in which erosion rates are assumed to be constant in time and landscapes

obtain a steady topographic form, I am now poised to move beyond this limiting scenario and

explore the full dynamic behavior of the landscape. 
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I have quantified the duration over which signals induced by changes in landscape

erosion rates persist in hillslope soils. An important next step is to find suitable field areas where

various soil properties and their variations over space serve as signatures of transient channel

incision rates. In this way hillslope soils function as recording devices for a landscape’s dynamic

history of erosion. This avenue of research will combine my interest in conserving mass of

numerous soil properties (e.g., Chapters II and III) and my interest in how long term changes in

soil properties may persist in an evolving hillslope soil (e.g., Chapters IV and V). 

My future research direction involves two primary goals. The first is to use the methods

that have been developed for this thesis to try to understand how chemical denudation rates vary

as a function of topographic position. Constraining these denudation rates will involve

combining the statements of mass conservation derived in chapters II and III. This work is

currently in progress and has resulted in a collaboration with Kyungsoo Yoo at the University of

Delaware. Once we can quantify the spatial distribution of chemical denudation rates, the

perhaps more pertinent question of what causes chemical denudation rates to vary in space can

then be addressed. To this end I have been developing discrete particle simulations that can be

used to test weathering laws for hillslope soils. 

The fundamental coupling of mechanical and chemical denudation rates may be caused

by strong relationship between chemical weathering rates and the period of time that particles

reside in the‘weathering engine,’ as described in section 4.2 of chapter III. This weathering

engine is the hillslope soil, and the time particles spend in hillslope soils is fundamentally related

to the rates of erosion and soil production in a landscape. By investigating how transient channel

incision rates affect the age distribution of particles that make up hillslope soil, I hope to be able
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to gain an understanding of the close relationship between physical and chemical denudation

rates. 
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