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Chapter 1

Quantile Treatment Effects in Difference in Differences Models with Panel Data1

1.1 Introduction

Although most research using program evaluation techniques focuses on estimating the

average effect of participating in a program or treatment, in some cases a researcher may

be interested in understanding the distributional impacts of treatment participation. For ex-

ample, for two labor market policies with the same mean impact, policymakers are likely to

prefer a policy that tends to increase income in the lower tail of the income distribution to

one that tends to increase income in the middle or upper tail of the income distribution. In

contrast to the standard linear model, the treatment effects literature explicitly recognizes

that the effect of treatment can be heterogeneous across different individuals (Heckman and

Robb, 1985; Heckman, Smith, and Clements, 1997). Recently, many methods have been

developed that identify distributional treatment effect parameters under common identify-

ing assumptions such as selection on observables (Firpo, 2007), access to a an instrumental

variable (Abadie, Angrist, and Imbens, 2002; Chernozhukov and Hansen, 2005; Carneiro

and Lee, 2009; Frölich and Melly, 2013), or access to repeated observations over time

(Athey and Imbens, 2006; Bonhomme and Sauder, 2011; Chernozhukov, Fernández-Val,

Hahn, and Newey, 2013). This chapter focuses on identifying and estimating a particu-

lar distributional treatment effect parameter called the Quantile Treatment Effect on the

Treated (QTT) using a Difference in Differences assumption for identification.

Empirical researchers commonly employ Difference in Differences assumptions to cred-

ibly identify the Average Treatment Effect on the Treated (ATT) (early examples include

Card, 1990; Card and Krueger, 1994; Meyer, Viscusi, and Durbin, 1995). The intuition un-

derlying the Difference in Differences approach is that, even after possibly controlling for

1This chapter is co-authored with Tong Li (Vanderbilt University)

1



some covariates, treated agents and untreated agents may still differ from each other in un-

observed ways that affect the outcome of interest. These differences render cross-sectional

comparisons between individuals with the same covariates unable to identify the true effect

of treatment. However, if the effect of these unobserved differences on outcomes is con-

stant over time (this is the so-called “parallel trends” assumption), then the researcher can

use the difference between the change in outcomes for the treated group and the untreated

group (rather than differences in the level of outcomes) to identify the ATT.

The first contribution of the current chapter is to provide identification and estimation

results for the QTT under a straightforward extension of the most common Mean Differ-

ence in Differences Assumption (Heckman and Robb, 1985; Heckman, Ichimura, Smith,

and Todd, 1998; Abadie, 2005). In particular, we strengthen the assumption of mean inde-

pendence between (i) the change in untreated potential outcomes over time and (ii) whether

or not an individual is treated to full independence. We call this assumption the Distribu-

tional Difference in Differences Assumption. Under this assumption, we are able to identify

the entire counterfactual distribution of untreated potential outcomes for the treated group

and all of its quantiles.

For empirical researchers, methods developed under the Distributional Difference in

Differences Assumption are valuable precisely because the identifying assumptions are

straightforward extensions of the Mean Difference in Differences assumptions that are fre-

quently employed in applied work. This means that almost all of the intuition for applying a

Difference in Differences method for the ATT will carry over to identifying the QTT using

our method. This stands in contrast to other available methods for identifying the QTT such

as Quantile Difference in Differences and Change in Changes (Athey and Imbens, 2006).

Like the Distributional Difference in Differences Assumption used in this chapter, those

models exploit having access to (i) both a treated and control group and (ii) observations

at different points in time; however, using these assumptions requires at least somewhat

different intuition regarding whether or not they are appropriate. The assumptions used

2



in this chapter neither imply or are implied by the assumptions in those models. But the

key distinction is that to employ the assumptions requires familiar reasoning from applied

researchers in the case of our model and at least somewhat different reasoning in the case

of existing models. On the other hand, Quantile Difference in Differences and Change in

Changes models are both available when the researcher has only two periods of data that

can be repeated cross sections or panel. To use our method requires at least three periods

of panel data.

Although applying a Mean Difference in Difference in Differences assumption leads

straightforwardly to identification of the ATT, using the Distributional Difference in Dif-

ferences Assumption to identify the QTT faces some additional challenges. The reason for

the difference is that Mean Difference in Differences is able to exploit the linearity of the

expectation operator. In fact, with only two periods of data (which can be either repeated

cross sections or panel) and under the same Distributional Difference in Differences as-

sumption considered in the current chapter, the QTT is known to be partially identified (Fan

and Yu, 2012) without further assumptions. In practice, these bounds may be quite wide.

Lack of point identification occurs because the dependence between (i) the distribution of

the change in untreated outcomes for the treated group and (ii) the initial level of untreated

potential outcomes for the treated group is unknown. For identifying the ATT, knowledge

of this dependence is not required and point identification results can be obtained.

To move from partial identification back to point identification, we introduce a new

assumption which we call the Copula Stability Assumption. This assumption says that the

copula, which captures the unknown dependence metioned above, does not change over

time. For example, if the change in untreated potential outcomes for the treated group is

independent of the initial level of untreated potential outcomes for the treated group, the

Copula Stability Assumption says that they will continue to be independent in the next

period. Importantly, this does not place any restrictions on the marginal distributions of

outcomes over time allowing, for example, the outcomes to be non-stationary. There are

3



two additional requirements for invoking this assumption relative to the Mean Difference

in Differences Assumption: (i) access to panel data (repeated cross sections is not enough)

and (ii) access to at least three periods of data (rather than at least two periods of data) where

two of the periods must be pre-treatment periods and the third period is post-treatment. We

show that the additional requirements that the Copula Stability Assumption places on the

type of model that is consistent with the Distributional Difference in Differences Assump-

tion are small.

The second contribution of this chapter is to extend the results to the case where the

identifying assumptions hold conditional on covariates. There are many cases where ob-

served characteristics may affect the path of the untreated outcomes. In this case, if the

distribution of characteristics differs between the treated and untreated groups, then the

unconditional “parallel trends” assumption is necessarily violated. One example of this

phenomenom is the so-called Ashenfelter’s dip (Ashenfelter, 1978) where individuals en-

tering a job training program are likely to have experienced a negative transitory shock

to wages. Because the shock is transitory, a job training participant’s wages are likely to

recover even in the absence of job training which implies that using an unconditional Dif-

ference in Differences assumption will tend to overstate the effect of the job training pro-

gram. Conditioning on lags of wages or unemployment histories could help alleviate this

problem (Heckman, Ichimura, Smith, and Todd, 1998; Heckman and Smith, 1999; Abadie,

2005). Additionally, if other background characteristics such as education or experience

are distributed differently across the treated and untreated groups and the path of wages

in the absence of treatment differs by these background characteristics, then an uncondi-

tional Difference in Differences assumption will be violated, but a conditional Difference

in Differences assumption will be valid.

We also show that a Conditional Copula Stability Assumption holds in a general model

of the type that is compatible with the Conditional Distributional Difference in Differences

Assumption. Estimation under the Conditional Distributional Difference in Differences

4



Assumption and the Conditional Copula Stability Assumption is challenging as it involves

the nonparametric estimation of several conditional distribution functions and conditional

quantile functions for the conditional QTT.2 To obtain the unconditional QTT addition-

ally requires integrating out the covariates in the identified counterfactual distribution of

untreated potential outcomes for the treated group before inverting for the QTT. Under a

somewhat stronger set of assumptions – a combination of the Conditional Distributional

Difference in Differences Assumption and the Unconditional Copula Stability Assumption

– we develop very simple estimators based on a propensity score re-weigthing approach

(Hirano, Imbens, and Ridder, 2003; Abadie, 2005; Firpo, 2007). We provide a set of suffi-

cient conditions for this stronger set of assumptions to hold. This combination of assump-

tions may provide the right balance between generality of assumptions and computational

simplicity for much applied work. We derive
√

n-consistency and asymptotic normality for

estimation under these assumptions and when the propensity score is estimated parametri-

cally or nonparametrically in a first step.

Having simple identification results when identification holds conditional on some co-

variates stands in contrast to the existing methods for estimating QTTs. The methods are

either (i) unavailable or at least computationally challenging when the researcher desires

to make the identifying assumptions conditional on covariates or (ii) require strong para-

metric assumptions on the relationship between the covariates and outcomes. Because the

ATT can be obtained by integrating the QTT and is available under weaker assumptions, a

researcher’s primary interest in studying the QTT is likely to be in the shape of the QTT

rather than the location of the QTT. In this regard, the parametric assumptions required

2We primarily focus on the unconditional QTT rather than the conditional QTT though the latter is iden-
tified under the current setup. The interpretation of conditional and unconditional quantiles is different as
observations at, for example, the lower part of a conditional distribution may or may not be in the lower
part of the unconditional distribution. In the job training example in this chapter, if policymakers are most
concerned with the impact of job training on individuals in the lower part of the unconditional income distri-
bution, then the unconditional QTT is an appropriate parameter for evaluating the program. In our setup, we
are also able to estimate the unconditional QTT at the parametric rate without functional form assumptions,
but the conditional QTT could only be estimated at a slower, nonparametric rate. See Firpo, Fortin, and
Lemieux (2009) and Frölich and Melly (2013) for more discussion of these issues.
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by other methods to accommodate covariates are troubling because nonlinearities or mis-

specification of the parametric model could easily be confused with the shape of the QTT.

This difference between our method and other methods appears to be fundamental. To our

knowledge, there is no work on nonparametrically allowing for conditioning on covariates

in alternative methods; and, at the least, doing so would be computationally challenging.

Moreover, a similar propensity score re-weighting technique to the one used in the current

chapter does not appear to be available for existing methods.

Based on our identification results, estimation of the QTT is straightforward and com-

putationally fast. The estimate of the QTT is consistent and
√

n-asymptotically normal.

Without covariates, estimating the QTT relies only on estimating unconditional moments,

empirical distribution functions, and empirical quantiles. When the identifying assump-

tions require conditioning on covariates, we estimate the propensity score in a first step.

We discuss parametric, semiparametric, and nonparametric estimation of the propensity

score which allows for some flexibility for applied researchers in choosing how to imple-

ment the method. We show that under standard conditions the speed of convergence of our

estimate of the QTT is not affected by the method chosen for the first stage estimation of

the propensity score.

It should be noted that the quantile treatment effects studied in this chapter do not cor-

respond to the distribution or quantile of the treatment effect itself. Because treated and

untreated outcomes are never simultaneously observed for any individual, the distribution

of the treatment effect is not directly identified. For the QTT, the distribution of treated

outcomes for the treated group is compared to the counterfactual distribution of untreated

outcomes for the treated group. Even when this counterfactual distribution is identified, un-

less there is some additional assumption on the dependence between these two distributions

(Heckman, Smith, and Clements, 1997; Fan and Park, 2009) or some additional structure

placed on the individual’s decision on whether or not to be treated (Carneiro, Hansen, and

Heckman, 2003; Abbring and Heckman, 2007) the distribution of the treatment effect is

6



not identified. In some cases, knowledge of the quantile treatment effect provides all the

information needed to evaluate a program. For example, for social welfare evaluations that

do not depend on the identity of the individual – the anonymity condition – quantile treat-

ment effects provide a complete summary of the welfare effects of a policy (Sen, 1997;

Carneiro, Hansen, and Heckman, 2001). On the other hand, parameters that depend on

the joint distribution of treated and untreated potential outcomes such as the fraction of the

population that benefits from treatment are not identified.

We conclude the chapter by comparing the performance of our method with alterna-

tive estimators of the QTT: the Quantile Difference in Differences model, the Change in

Changes model, and a model based on selection on observables (Firpo, 2007) in an appli-

cation to estimating the QTT of participating in a job training program using a well known

dataset from LaLonde (1986). This dataset contains an experimental component where

individuals were randomly assigned to a job training program and an observational com-

ponent from the Panel Study of Income Dynamics (PSID). It has been used extensively in

the literature to measure how well various observational econometric techniques perform

in estimating various treatment effect parameters.

Our method is also related to the work on quantile regression with panel data (Koenker,

2004; Abrevaya and Dahl, 2008; Lamarche, 2010; Canay, 2011; Rosen, 2012; Chen, 2015)

though our method is distinct in several ways. First, because we do not impose a parametric

model, our method allows for the effet of treatment to vary across indiviudals with different

covariates in an unspecified way. Second, our method is consistent under fixed-T asymp-

totics while the papers mentioned above generally require T → ∞.3 Third, we focus on an

unconditional QTT whereas the quantile treatment effects identified by these models are

conditional. Moreover, even the conditional quantiles identified using our method are sub-

tly different from the conditional quantiles using panel quantile regression.4 The difference

3The two exceptions are Abrevaya and Dahl (2008) which uses a correlated random effects structure to
obtain identification without T → ∞ and Rosen (2012) which deals with partial identification under quantile
restrictions.

4Once again, the exception is Abrevaya and Dahl (2008) whose conditional quantiles should be interpreted
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is that those conditional quantiles are conditional on the covariates X and the fixed effect;

the conditional quantiles in the current chapter are conditional only on the covariates. Fi-

nally, of course our method only applies to the case where the researcher is interested in the

effect of a binary treatment; quantile regression methods can be employed in cases where

one is interested in the effect of a continuous variable on the conditional quantile whereas

our method is not available in this case.

Because we focus on nonparametric identifying assumptions, the current chapter is also

related to the literature on nonseparable panel data models (Altonji and Matzkin, 2005;

Evdokimov, 2010; Bester and Hansen, 2012; Graham and Powell, 2012; Hoderlein and

White, 2012; Chernozhukov, Fernández-Val, Hahn, and Newey, 2013). The most similar

of these is Chernozhukov, Fernández-Val, Hahn, and Newey (2013) which considers a

nonseparable model and, similarly to our case, obtains point identification for observations

that are observed in both treated and untreated states. In some ways, the current chapter

is more general as (i) we allow for the time trend to be an unrestricted function of the

observed covariates that can change over time and (ii) we allow for conditioning on both

discrete and continuous regressors. In other ways, their model is more general than ours as

it allows for non-continuous outcomes and they also derive bounds on the treatment effect

in a dynamic model.

There are few empirical papers that have studied the QTT under a Difference in Dif-

ferences assumption. Meyer, Viscusi, and Durbin (1995) studies the effect of worker’s

compensation laws on time spent out of work. That paper invokes an unconditional Quan-

tile Difference in Differences assumption. To our knowledge, there are no empirical papers

that invoke a conditional Difference in Differences assumption to identify the QTT.

The outline of the chapter is as follows. Section 2 provides some background on the

notation and setup most commonly used in the treatment effects literature and discusses

the various distributional treatment effect parameters estimated in this chapter. Section 3

in the same manner as our conditional quantiles.
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provides our main identification result in the case where the Distributional Difference in

Differences assumption holds with no covariates. Section 4 extends this result to the case

with covariates and provides a propensity score re-weighting procedure to make estimation

more feasible. Section 5 details our estimation strategy and the asymptotic properties of

our estimation procedure. Section 6 is the empirical example using the job training data.

Section 7 concludes.

1.2 Background

This section begins by covering some background, notation, and issues in the treatment

effects literature. It then discusses the most commonly estimated treatment effects param-

eters paying particular attention to distributional treatment effect parameters. Finally, we

introduce some background on Difference in Differences: (i) the most common parameters

estimated using a Difference in Differences assumption and (ii) the reason why a similar

assumption only leads to partial identification of distributional treatment effects.

1.2.1 Treatment Effects Setup

The setup and notation used in this chapter is common in the statistics and econometrics

literature. We focus on the case of a binary treatment. Let Dt = 1 if an individual is

treated at time t (we suppress an individual subscript i throughout to minimize notation).

We consider a panel data case where the researcher has access to at least three periods

of data for all agents in the sample. We also focus, as is common in the Difference in

Differences literature, on the case where no one receives treatment before the final period

which simplifies the exposition; a similar result for a subpopulation of the treated group

could be obtained with little modification in the more general case. The researcher observes

outcomes Yt , Yt−1, and Yt−2 for each individual in each time period. The researcher also

possibly observes some covariates X which, as is common in the Difference in Differences

setup, we assume are constant over time. This assumption could also be relaxed with
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appropriate strict exogeneity conditions.

Following the treatment effects literature, we assume that individuals have potential

outcomes in the treated or untreated state: Y1t and Y0t , respectively. The fundamental

problem is that exactly one (never both) of these outcomes is observed for a particular

individual. Using the above notation, the observed outcome Yt can be expressed as follows:

Yt = DtY1t +(1−Dt)Y0t

For any particular individual, the unobserved potential outcome is called the counter-

factual. The individual’s treatment effect, Y1t−Y0t is therefore never available because only

one of the potential outcomes is observed for a particular individual. Instead, the literature

has focused on identifying and estimating various functionals of treatment effects and the

assumptions needed to identify them. We discuss some of these treatment effect parameters

next.

1.2.2 Common Treatment Effect Parameters and Identifying Assumptions

The most commonly estimated treatment effect parameters are the Average Treatment

Effect (ATE) and the Average Treatment Effect on the Treated (ATT).5 The unconditional

on covariates versions of these are given below:

AT E = E[Y1t−Y0t ]

AT T = E[Y1t−Y0t |Dt = 1]

It is also common to estimate versions of ATE and ATT conditional on covariates X .

The unconditional ATE and ATT can then be obtained by integrating out X . The parameters

5There are more treatment effect parameters such as the Local Average Treatment Effect (LATE) of Im-
bens and Angrist (1994) and the Marginal Treatment Effect (MTE) and Policy Relevant Treatment Effect
(PRTE) of Heckman and Vytlacil (2005). Heckman, LaLonde, and Smith (1999) and Heckman and Vytlacil
(2005) also discuss conditions when various parameters are of interest.
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provide a summary measure of the average effect of treatment for a random individual in

the population (ATE) or for an individual from the subgroup of the population that is treated

(ATT).

Various assumptions can be used to identify ATE and ATT. These include random treat-

ment assignment, selection on observables, instrumental variables, and Difference in Dif-

ferences. Difference in Differences methods identify the ATT, but not the ATE. See Imbens

and Wooldridge (2009) for an extensive review.

1.2.3 Quantiles and Quantile Treatment Effects

In cases where (i) the effect of a treatment is thought to be heterogeneous across indi-

viduals and (ii) understanding this heterogeneity is of interest to the researcher, estimating

distributional treatment effects such as quantile treatment effects is likely to be important.

For example, the empirical application in this chapter considers the effect of a job training

program on wages. If the researcher is interested in the effect of participating in the job

training program on low wage individuals, studying the quantile treatment effect is more

useful than studying the average effect of the job training program. Our analysis is con-

sistent with the idea that the effect of a job training program on wages differs between

relatively high wage individuals and relatively low wage individuals.

For a random variable X , the τ-quantile, xτ , of X is defined as

xτ = G−1
X (τ)≡ inf{x : FX(x)≥ τ} (1.1)

When X is continuously distributed, xτ satisfies P(X ≤ xτ) = τ . An example is the 0.5-

quantile – the median.6 Researchers interested in program evaluation may be interested

in other quantiles as well. In the case of the job training program, researchers may be

interested in the effect of job training on low income individuals. In this case, they may

6In this chapter, we study Quantile Treatment Effects. A related topic is quantile regression. See Koenker
(2005).
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study the 0.05 or 0.1-quantile. Similarly, researchers studying the effect of a policy on high

earners may look at the 0.99-quantile.

Let FY1t (y) and FY0t (y) denote the distributions of Y1t and Y0t , respectively. Then, the

Quantile Treatment Effect (QTE)7 is defined as

QTE(τ) = F−1
Y1t

(τ)−F−1
Y0t

(τ) (1.2)

Analogously to the case of identifying the ATE, QTE is not directly identified because

the researcher cannot simultaneously observe Y1t and Y0t for any individual. When treat-

ment is randomized, each distribution will be identified and the quantiles can be recoverd.

Similarly, selection on observables also identifies QTE because the marginal distributions

of Y1t and Y0t are identified (Firpo, 2007).8

Researchers may also be interested in identifying the Quantile Treatment Effect on the

Treated (QTT) defined by

QTT(τ) = F−1
Y1t |Dt=1(τ)−F−1

Y0t |Dt=1(τ) (1.3)

The QTT is the parameter studied in this chapter. Difference in Differences methods are

useful for studying treatment effect parameters for the treated group because they make use

of observing untreated outcomes for the treated group in a time period before they become

treated.
7The QTE was first studied by Doksum (1974) and Lehmann (1974)
8There are also several papers that identify versions of QTE when the researcher has an available instru-

ment. See Abadie, Angrist, and Imbens (2002), Chernozhukov and Hansen (2005), and Frölich and Melly
(2013).
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1.2.4 Partial Identification of the Quantile Treatment Effect on the Treated under a Dis-

tributional Difference in Differences Assumption

The most common nonparametric assumption used to identify the ATT in Difference in

Differences models is the following:

ASSUMPTION 1 (Mean Difference in Differences).

E[∆Y0t |Dt = 1] = E[∆Y0t |Dt = 0]

This is the “parellel trends” assumptions common in applied research. It states that,

on average, the unobserved change in untreated potential outcomes for the treated group

is equal to the observed change in untreated outcomes for the untreated group. To study

the QTT, Assumption 1 needs to be strengthened because the QTT depends on the entire

distribution of untreated outcomes for the treated group rather than only the mean of this

distribution.

The next assumption due to Fan and Yu (2012) strengthens Assumption 1 and this is

the assumption maintained throughout the chapter.

DISTRIBUTIONAL DIFFERENCE IN DIFFERENCES ASSUMPTION.

P(∆Y0t ≤ ∆y|Dt = 1) = P(∆Y0t ≤ ∆y|Dt = 0)

The Distributional Difference in Differences Assumption says that the distribution of

the change in potential untreated outcomes does not depend on whether or not the indi-

vidual belongs to the treatment or the control group. Intuitively, it generalizes the idea of

“parallel trends” holding on average to the entire distribution. In applied work, the validity

of using a Difference in Differences approach to estimate the ATT hinges on whether the

unobserved trend for the treated group can be replaced with the observed trend for the un-

treated group. This is exactly the same sort of thought experiment that needs to be satisfied
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for the Distributional Difference in Differences Assumption to hold. Being able to invoke

a standard assumption to identify the QTT stands in contrast to the existing literature on

identifying the QTT in similar models which generally require less familiar assumptions

on the relationship between observed and unobserved outcomes.

Using statistical results on the distribution of the sum of two known marginal distribu-

tions, Fan and Yu (2012) show that this assumption is not strong enough to point identify

the counterfactual distribution FY0t |Dt=1(y), but it does partially identify it.9 The resulting

bounds are given by

FY0t |Dt=1(s)≤ 1+min
[

inf
y

F(Y0t−Y0t−1)|Dt=1(y)+FY0t−1|Dt=1(s− y)−1,0
]

FY0t |Dt=1(s)≥max
[

sup
y

F(Y0t−Y0t−1)|Dt=1(y)+FY0t−1|Dt=1(s− y)−1,0
] (1.4)

One can show that these bounds are sharp. In other words, there exist dependence stuc-

tures between the two marginal distributions so that the bounds FY0t |Dt=1(y) obtains either

its upper or lower bound. This also means that one cannot improve these bounds without

additional assumptions or restrictions on the data generating process. These bounds lead

to bounds on the counterfactual quantiles of untreated potential outcomes for the treated

group; which, in turn, leads to bounds on the QTT. In the next section, we provide one set

of additional assumptions (and data requirements) that point identifies QTT and may be

plausible in many cases.

9More specifically, Fan and Yu (2012) write FY0t |Dt=1(y) = F∆Y0t+Y0t−1|Dt=1(y) = g(F∆Y0t ,Y0t−1|Dt=1(∆y,y))
where g(·) is a known function of the joint distribution between the change in untreated potential out-
comes and initial untreated potential outcome for the treated group. Under the Distributional Difference
in Differences Assumption, the unknown distribution F∆Y0t |Dt=1(∆y) = F∆Y0t |Dt=0(∆y) which is identified, and
FY0t−1|Dt=1(y) is identified directly by the sampling process. This shows that FY0t |Dt=1(y) is function of an
unknown joint distribution with known marginals which leads to partial identification. In the case where
a researcher is only interested in the counterfactual mean, Abadie (2005) uses the fact that the sum of the
two distributions does not depend on the joint distribution; rather it depends only on each known marginal
distribution, and therefore the counterfactual mean can be identified.
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1.3 Main Results: Identifying QTT in Difference in Differences Models

The main results in this section deal with point identification of QTT under a Distri-

butional Difference in Differences assumption. Existing papers that point- or partially-

identify the QTT include Athey and Imbens (2006), Thuysbaert (2007), Bonhomme and

Sauder (2011), and Fan and Yu (2012). In general, these papers require stronger (or at least

less intuitively familiar) distributional assumptions than are made in the current chapter

while requiring access to only two periods of repeated cross section data.

The main theoretical contribution of this chapter is to impose a Distributional Differ-

ence in Differences Assumption plus additional data requirements and an additional as-

sumption that may be plausible in many applications to identify the QTT. The additional

data requirement is that the researcher has access to at least three periods of panel data with

two periods preceding the period where individuals may first be treated. This data require-

ment is stronger than is typical in most Difference in Differences setups which usually only

require two periods of repeated cross-sections (or panel) data. The additional assumption

is that the dependence between (i) the distribution of (∆Y0t |Dt = 1) (the change in the un-

treated potential outcomes for the treated group) and (ii) the distribution of (Y0t−1|Dt = 1)

(the initial untreated outcome for the treated group) is stable over time. This assumption

does not say that these distributions themselves are constant over time; instead, only the

dependence between the two marginal distributions is constant over time. We discuss this

assumption in more detail and show how it can be used to point identify the QTT below.

Intuitively, the reason why a restriction on the dependence between the distribution

of (∆Y0t |Dt = 1) and (Y0t−1|Dt = 1) is useful is the following. If the joint distribution

(∆Y0t ,Y0t−1|Dt = 1) were known, then FY0t |Dt=1(y0t) (the distribution of interest) could be

derived from it. The marginal distributions F∆Y0t |Dt=1(∆y0t) (through the Distributional

Difference in Differences assumption) and FY0t−1|Dt=1(y0t−1) (from the data) are both iden-

tified. However, because observations are observed separately for untreated and treated

individuals, even though each of these marginal distributions are identified from the data,
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the joint distribution is not identified. Since, from Sklar’s Theorem (Sklar, 1959), joint

distributions can be expressed as the copula function (capturing the dependence) of the two

marginal distributions, the only piece of information that is missing is the copula.10 We

use the idea that the dependence is the same between period t and period (t−1). With this

additional information, we can show that FY0t |Dt=1(y0t) is identified.

The time invariance of the dependence between F∆Y0t |Dt=1(∆y) and FY0t−1|Dt=1(y) can

be expressed in the following way. Let F∆Y0t ,Y0t−1|Dt=1(∆y,y) be the joint distribution of

(∆Y0t |Dt = 1) and (Y0t−1|Dt = 1). By Sklar’s Theorem

F∆Y0t ,Y0t−1|Dt=1(∆y,y) =C∆Y0t ,Y0t−1|Dt=1
(
F∆Y0t |Dt=1(∆y),FY0t−1|Dt=1(y)

)
where C∆Y0t ,Y0t−1|Dt=1(·, ·) is a copula function.11 Next, we state the second main assummp-

tion which replaces the unknown copula with copula for the same outcomes but in the

previous period which is identified because no one is treated in the periods before t.

COPULA STABILITY ASSUMPTION.

C∆Y0t ,Y0t−1|Dt=1(·, ·) =C∆Y0t−1,Y0t−2|Dt=1(·, ·)

The Copula Stability Assumption says that the dependence between the marginal dis-

tributions F∆Y0t |Dt=1(∆y) and FY0t−1|Dt=1(y) is the same as the dependence between the dis-

tributions F∆Y0t−1|Dt=1(∆y) and FY0t−2|Dt=1(y). It is important to note that this assumption

does not require any particular dependence structure between the marginal distributions;

rather, it requires that whatever the dependence structure is in the past, one can recover it

and reuse it in the current period. It also does not require choosing any parametric copula.

However, it may be helpful to consider a simple, more parametric example. If the copula of

the distribution of (∆Y0t−1|Dt = 1) and the distribution of (Y0t−2|Dt = 1) is Gaussian with

10Joe (1997), Nelsen (2007), and Joe (2015) are useful references for more details on copulas.
11The bounds in Fan and Yu (2012) arise by replacing the unknown copula function C∆Y0t ,Y0t−1|Dt=1(·, ·)

with those that make the upper bound the largest and lower bound the smallest.
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parameter ρ , the Copula Stability Assumption says that the copula continues to be Gaus-

sian with parameter ρ in period t but the marginal distributions are allowed to change in

unrestricted ways. Likewise, if the copula is Archimedean, the Copula Stability Assump-

tion requires the generator function to be constant over time but the marginal distributions

can change in unrestricted ways.

One of the key insights of this chapter is that, in some particular situations such as

the panel data case considered in the current chapter, we are able to observe the historical

dependence between the marginal distributions. There are many applications in economics

where the missing piece of information for identification is the dependence between two

marginal distributions. In those cases, previous research has resorted to (i) assuming some

dependence structure such as independence or perfect positive dependence or (ii) varying

the copula function over some or all possible dependence structures to recover bounds

on the joint distribution of interest. To our knowledge, we are the first to use historical

observed outcomes to obtain a historical dependence structure and then assume that the

dependence structure is stable over time.

Before presenting the identification result, we need some additional assumptions.

ASSUMPTION 2. Let ∆Yt|Dt=0 denote the support of the change in untreated outcomes

for the untreated group. Let ∆Yt−1|Dt=1, Yt−1|Dt=1, and Yt−2|Dt=1 denote the support of

the change in untreated outcomes for the treated group in period (t − 1), the support of

untreated outcomes for the treated group in period (t − 1), and the support of untreated

outcomes for the treated goup in period (t−2), respectively. We assume that

(a) ∆Yt|Dt=0 ⊆ ∆Yt−1|Dt=1

(b) Yt−1|Dt=1 ⊆ Yt−2|Dt=1

ASSUMPTION 3. Conditional on Dt = d, the observed data (Ydt,i,Yt−1,i,Yt−2,i,Xi) are in-

dependently and identically distributed.

ASSUMPTION 4. (Distribution of Y )
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Each of the random variables ∆Yt for the untreated group and ∆Yt−1, Yt−1, and Yt−2

for the treated group are continuously distributed on a compact support with densities that

are bounded from above and bounded away from 0. The densities are also continuously

differentiable and the derivative of each of the densities is bounded.

THEOREM 1. Under the Distributional Difference in Differences Assumption, the Copula

Stability Assumption, Assumption 2, Assumption 3, and Assumption 4

P(Y0t ≤ y|Dt = 1)

= E
[
1{F−1

∆Y0t |Dt=0(F∆Y0t−1|Dt=1(∆Y0t−1))≤ y−F−1
Y0t−1|Dt=1(FY0t−2|Dt=1(Y0t−2))}|Dt = 1

]
(1.5)

and

QTT(τ) = F−1
Y1t |Dt=1(τ)−F−1

Y0t |Dt=1(τ)

which is identified.

Theorem 1 is the main identification result of the chapter. It says that the counterfactual

distribution of untreated outcomes for the treated group is identified. To provide some

intuition, we provide a short outline of the proof. First, notice that P(Y0t ≤ y|Dt = 1) =

E[1{∆Y0t +Y0t−1 ≤ y}|Dt = 1]12 But ∆Y0t is not observed for the treated group because Y0t

is not observed. The Copula Stability Assumption effectively allows us to look at observed

outcomes in the previous periods for the treated group and “adjust” them forward. Finally,

the Distributional Difference in Differences Assumption allows us to replace F−1
∆Y0t |Dt=1(·)

with F−1
∆Y0t |Dt=0(·) which is just the quantiles of the distribution of the change in (observed)

untreated outcomes for the untreated group.

It can be estimated by plugging in the sample counterparts of the terms on the right

12Adding and substracting Y0t−1 is also the first step for showing that the Mean Difference in Differences
Assumption identifies E[Y0t |Dt = 1].
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hand side of Equation 1.5:

1
nT

∑
i∈T

[
1{F̂−1

∆Y0t |Dt=0(F̂∆Y0t−1|Dt=1(∆Y0t−1,i))≤ y− F̂−1
Y0t−1|Dt=1(F̂Y0t−2|Dt=1(Y0t−2,i))}

]
(1.6)

This will be consistent and
√

n-asymptotically normal under straightforward condi-

tions. Once this distribution is identified, we can easily use it to estimate its quantiles. We

discuss more details of estimation in Section 6.

Pre-Testing the Assumptions

Neither the Distributional Difference in Differences Assumption nor the Copula Sta-

bility Assumption are directly testable; however, the applied researcher can provide some

additional tests to provide some evidence that the assumptions are more or less likely to

hold.

The Copula Stability Assumption would be violated if the relationship between the

change in untreated potential outcomes and the initial untreated potential outcome is chang-

ing over time. This is an untestable assumption. However, in the spirit of pre-testing in

Difference in Differences models, with four periods of data, one could use the first two

periods to construct the copula function for the third period; then one could compute the

actual copula function for the third period using the data and check if they are the same.

This would provide some evidence that the copula function is stable over time.

Additionally, the Distributional Difference in Differences Assumption is untestable

though a type of pre-testing can also be done for this assumption. Using data from the previ-

ous period, the researcher can estimate both of the following distributions: F∆Y0t−1|Dt=1(∆y)

and F∆Y0t−1|Dt=0(∆y). Then, one can check if the distributions are equal using, for example,

a Kolmogorov-Smirnoff type test. This procedure does not provide a test that the Distri-

butional Difference in Differences Assumption is valid, but when the assumption holds in

the previous period, it does provide some evidence that that the assumption is valid in the

period under consideration. Unlike the pre-test for the Copula Stability Assumption men-
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tioned above, this pre-test of the Distributional Difference in Differences Assumption does

not require access to additional data because three periods of data are already required to

implement the method.

1.4 Allowing for Covariates

The results in the previous section can be extended to the case where both the Distri-

butional Difference in Differences Assumption and the Copula Stability Assumption hold

conditional on covariates. In many applications, this combination of assumptions is more

likely to hold than the preceding set of unconditional assumptions. First, for particular ob-

servations in the treated group, the unobserved path of untreated potential outcomes may

be better approximated using observations from the control group that have similar ob-

served characteristics. Second, the dependence between the change in untreated potential

outcomes and the initial level of untreated potential outcome for the treated group may be

more likely to stay the same over time for observations that have similar characteristics. For

example, if the return to some observable characteristic changes over time – a prominent

example would be that the return to education has increased over time – then, the Un-

conditional Copula Stability Assumption will not hold, but a conditional Copula Stability

Assumption can continue to hold.

This is a useful contribution as existing methods for estimating the QTT do allow for the

outcome distributions to depend on covariates for identification. Athey and Imbens (2006)

suggest specifying a parametric model and then performing a type of residualization to

recover the QTT. Though this type of procedure is likely to be feasible in applications, using

a linear model is likely to be unsatisfactory for studying treatment effect heterogeneity

because nonlinearities or model misspecification are likely to be confused with the shape

of the QTT.

Making assumptions conditional on covariates also means that one could estimate con-

ditional QTTs. One could obtain the unconditional QTTs, which we have been concerned
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with, by first integrating the conditional distributions over the observed covariates to form

unconditional distributions and then inverting these unconditional distributions. Condi-

tional QTTs could be of interest in their own right as well though nonparametric estimation

will suffer from the curse of dimensionality. Finally, a researcher could be interested in

the difference between QTTs for different groups defined by some subset of the observed

characteristics; one example would be the QTT by gender. These could be obtained by

integrating the conditional distributions over the observed covariates that are not of interest

only and then inverting these distributions.

We next state the conditional versions of the key identifying assumptions.

CONDITIONAL DISTRIBUTIONAL DIFFERENCE IN DIFFERENCES ASSUMPTION.

P(∆Y0t ≤ ∆y|X = x,Dt = 1) = P(∆Y0t ≤ ∆y|X = x,Dt = 0)

After conditioning on covariates X, the distribution of the change in untreated potential

outcomes for the treated group is equal to the change in untreated potential outcomes for

the untreated group.

CONDITIONAL COPULA STABILITY ASSUMPTION.

C∆Y0t ,Y0t−1|X ,Dt=1(·, ·|x) =C∆Y0t−1,Y0t−2|X ,Dt=1(·, ·|x)

THEOREM 2. Under the Conditional Distributional Difference in Differences Assumption,

the Conditional Copula Stability Assumption, Assumption 2, Assumption 3, and Assump-

tion 4

P(Y0t ≤ y|X = x,Dt = 1)

= E
[
1{F−1

∆Y0t |X ,Dt=0(F∆Y0t−1|X ,Dt=1(∆Y0t−1|x))

≤ y−F−1
Y0t−1|X ,Dt=1(FY0t−2|X ,Dt=1(Y0t−2|x))}|X = x,Dt = 1

]
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and

QTT(τ;x) = F−1
Y1t |X ,Dt=1(τ|x)−F−1

Y0t |X ,Dt=1(τ|x)

which is identified, and

P(Y0t ≤ y|Dt = 1) =
∫
X

P(Y0t ≤ y|X = x,Dt = 1) dF(x|Dt = 1)

and

QTT(τ) = F−1
Y1t |Dt=1(τ)−F−1

Y0t |Dt=1(τ)

which is identified.

We show in the next section that the set of assumptions required for Theorem 2 is

likely to hold in many economic models. One drawback of this estimator, however, is that

it is challenging to implement. It requires nonparametric estimation of five conditional

distributions or quantile functions, and then requires integrating over X for a function of

four of the conditional distributions and quantile functions.

Next, we show that a somewhat stronger combination of assumptions – namely, a com-

bination of the Conditional Distributional Difference in Differences Assumption and the

unconditional Copula Stability Assumption – leads to a very simple estimator of the QTT

while allowing the unobserved path of untreated outcomes for the treated group to continue

to depend on the observed covariates.

We propose a propensity score re-weighting estimator similar to Abadie (2005) in the

case of Mean Difference in Differences and to Firpo (2007) in the case of Quantile Treat-

ment Effects under selection on observables. This procedure allows the researcher to es-

timate the propensity score in a first stage and then re-weight observations based on the
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propensity score as an intermediate step to estimating the QTT. This type of propensity

score re-weighting technique does not appear to be available in the case of other available

methods to estimate the QTT under some type of Difference in Differences assumption.

Using a propensity score re-weighting technique also gives the researcher some flexibil-

ity in choosing the best way implement our method. The propensity score can be specified

parametrically which requires strong functional form assumptions but is easy to compute

and feasible in medium sized samples. At the other extreme, the propensity score could be

estimated nonparametrically without invoking functional form assumptions but is more dif-

ficult to compute and may suffer from slower convergence depending on the assumptions

on the smoothness of the propensity score. Finally, semiparametric methods are available

such as Ichimura (1993) and Klein and Spady (1993) that offer some additional flexibil-

ity relative to parametric models and computational advantages relative to nonparametric

methods.

It should be noted that interest still centers on the unconditional QTT rather than a QTT

conditional on X . The role of the covariates is to make the Distributional Difference in

Differences Assumption valid. One reason for this focus is that the unconditional QTT

is easily interpreted while a conditional QTT may be difficult to interpret and estimate

especially when X contains a large number of variables.

By invoking the Conditional Distributional Difference in Differences Assumption rather

than the Distributional Difference in Differences Assumption, it is important to note that,

for the purpose of identification, the only part of Theorem 1 that needs to be adjusted is

the identification of F∆Y0t |Dt=1(∆y). Under the Distributional Difference in Differences As-

sumption, this distribution could be replaced directly by F∆Y0t |Dt=0(∆y); however, now we

utilize a propensity score re-weighting technique to replace this distribution with another

object (discussed more below). Importantly, all other objects in Theorem 1 can be handled

in exactly the same way as they were previously. Particularly, the Copula Stability Assump-

tion continues to hold without needing any adjustment such as conditioning on X . The
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Copula Stability Assumption is an assumption on the dependence between FY0t−1|Dt=1(y)

(which is observed) and F∆Y0t |Dt=1(∆y) which we next show is identified under Conditional

Distributional Difference in Differences Assumption. With these two distributions in hand,

which do not depend on X , we can once again invoke the same Copula Stability Assump-

tion to obtain identification in the same way as Theorem 1.

We also require several additional standard assumptions for identification. We state

these first.

ASSUMPTION 5. p≡ P(Dt = 1)> 0 and p(x)≡ P(Dt = 1|X = x)< 1.

The first part of this assumption says that there is some positive probability that indi-

viduals are treated. The second part says that for an individual with any possible value of

covariates x, there is some positive probability that he will be treated and a positive prob-

ability he will not be treated. This is a standard overlap assumption used in the treatment

effects literature.

THEOREM 3. Under Conditional Distributional Difference in Differences Assumption, Cop-

ula Stability Assumption, Assumption 2, Assumption 3, and Assumption 4, and Assump-

tion 5

P(Y0t ≤ y|Dt = 1)

= E
[
1{F−1

∆Y0t |Dt=1(F∆Y0t−1|Dt=1(∆Y0t−1))≤ y−F−1
Y0t−1|Dt=1(FY0t−2|Dt=1(Y0t−2))}|Dt = 1

]

where

F∆Y0t |Dt=1(y) = E
[

1−Dt

p
p(X)

1− p(X)
1{∆Yt ≤ ∆y}|Dt = 0

]
(1.7)

and

QTT(τ) = F−1
Y1t |Dt=1(τ)−F−1

Y0t |Dt=1(τ)
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which is identified.

This result is very similar to the main identification result in Theorem 1. The only dif-

ference is that F∆Y0t |Dt=1(·) is no longer identified by the distribution of untreated potential

outcomes for the untreated group; instead, it is replaced by the re-weighted distribution in

Equation 1.7. Equation 1.7 can be understood in the following way. It is a weighted aver-

age of the distribution of the change in outcomes experienced by the untreated group. The
p(X)

1− p(X)
term weights up untreated observations that have covariates that make them more

likely to be treated. Equation 1.7 is almost exactly identical to the re-weighting estimators

given in Hirano, Imbens, and Ridder (2003), Abadie (2005), and Firpo (2007); the only

difference is the term 1{∆Yt ≤ ∆y} in our case is given by Yt , ∆Yt , and 1{Yt ≤ y} in each of

the other cases, respectively.

This moment can be easily estimated in two steps: (i) estimate the propensity score to

obtain p̂(x) and (ii) plug in the estimated propensity score into the sample analog of the

moment:

P̂(∆Y0t ≤ ∆y|Dt = 1) =
1
n

n

∑
i=1

[
(1−Dt)

p
p̂(Xi

1− p̂(Xi))
1{∆Yit ≤ ∆y}

]
(1.8)

This analog of the distribution of the change in untreated potential outcomes for the treated

group can then be combined with estimates of the other distributions in Theorem 3 to

estimate the QTT.

One final thing to notice in this section is that we have written the Conditional Distribu-

tional Difference in Differences Assumption in terms of time invariant covariates X , but the

assumption can be extended to the case where covariates can change over time denoted Xit

under standard assumptions. In particular, this extension would require a strict exogeneity

assumption such as P(Y0it ≤ y|Xi,ci) = P(Y0it ≤ y|Xit ,ci) where Xi = (Xit ,Xit−1,Xit−2) is

the vector of covariates across all periods, and ci is an individual specific fixed effect. The

strict exogeneity assumption says that conditional on the individual fixed effect and current
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period values of the covariates, the distribution of untreated potential outcomes does not

depend on the value of covariates in other periods. Under the strict exogeneity assumption,

a natural version of the Conditional Distributional Difference in Differences Assumption

would be P(∆Y0it ≤ ∆|Xi,ci,Dt = 1) = P(∆Y0it ≤ ∆|Xit ,Xit−1,Dt = 1). Then, in the subse-

quent analysis, one should replace X with X̃ = (XC,Xit ,Xit−1) where XC are the covariates

that do not change over time. The Conditional Copula Stability Assumption would need to

condition on the full vector of covariates (Xt ,Xt−1,Xt−2) so that the dependence between

the change in untreated potential outcomes and the initial untreated potential outcome is the

same for observations that have the same value of observed covariates in all three periods.

Under these assumptions, the proceeding results continue to go through when time varying

covariates are present that satisfy a strict exogeneity assumption. We proceed throughout

the rest of the chapter, however, using the notation for time invariant X .

How to Interpret the Copula Stability Assumption

The Copula Stability Assumption is new to the treatment effect literature. As such,

it is important to understand what models are compatible with the assumption. In this

section, we show that a very general model of untreated potential outcomes for the treated

group satisfies the Copula Stability Assumption. Consider the model for untreated potential

outcomes at time period t.

Y0it = g(Xi,νit)+ht(Xi)+m(Xi,ςi) (1.9)

where g(·) is a nonseparable function of observable individual-specific covariates Xi and

unobservables (ςi,νit) of which ςi is a vector of time invariant unobservables and νit is

a vector of time varying unobservables; ht(·) is a time varying function of the observed

covariates; and m(·) is a group-specific function of observed covariates and time invariant

unobservables that could capture time invariant differences across groups in untreated po-
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tential outcomes. We do not put any restrictions on the relationship between Xi and ςi. And

the distribution of ςi|Xi can differ between the treated and untreated groups. We assume

that for all t, νit |Xi,ςi ∼ Fν(·); that is, the time varying unobservables are independent of

the covariates and time invariant unobservables and their distribution does not change over

time. This assumption allows for serial correlation of νit .

PROPOSITION 1. In the model of Equation 1.9, the Conditional Copula Stability Assump-

tion is satisfied and the Conditional Distributional Difference in Differences Assumption is

satisfied.

Proposition 1 is an important result because it says that the Copula Stability Assumption

will hold in a wide variety of the most common econometric models.

This model generalizes many common econometric models. It allows for non-stationarity

in outcomes. For example, in the empirical application on job training, aggregate time ef-

fects such as macroeconomic shocks are allowed in the model. Several other common

models are special cases of this model. For example, the result covers the two-way fixed

effects models with individual specific fixed effects and aggregate time fixed effects.

Y0it = ci +θt +Xiβ +νit

where ci is a time invariant fixed effect, θt is an aggregate time effect for the treated group,

and νit is white noise. This result also covers a special case of the random trend model

(Heckman and Hotz, 1989).13

Y0it = ci +git +Xiβ +νit

13The Copula Stability Assumption does not hold in the more general case where g is allowed to be indi-
vidual specific gi. To provide some intuition, consider the case where Yi = ci+git. In this case the distribution
of the change in outcomes is constant over time – it is just given by the distribution of gi, and an individ-
ual’s rank in the distribution remains the same over time. However, individual’s with large values of gi will
increase their rank in the level of the outcome. This means dependence between the change in untreated
potential outcomes and initial level of untreated potential outcome will increase over time.
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where we restrict the random coefficient on the trend gi to be a constant g across all indi-

viduals. Other models are also covered by Proposition 1.

A few additional comments are also in order. The model in Equation 1.9 is quite general

and provides a case where both the Conditional Distributional Difference in Differences

Assumption and the Copula Stability Assumption hold. We have shown that estimation

of the model is much simpler when an unconditional copula stability assumption holds in

place of the conditional on covariates assumption we have made thus far. Equation 1.9

violates the unconditional copula stability assumption. However, a sufficient condition for

the unconditional copula stability assumpiton is that ht(Xi) = h(Xi)γtt where γt is a scalar

parameter so that ht(·) is linear in t. In this case, the combination of an unconditional

copula stability assumption and the Conditional Distributional Difference in Differences

Assumption are valid.

Finally, Equation 1.9 allows us to formalize the restrictions on the model relative to

Mean Difference in Differences that the Conditional Distributional Difference in Differ-

ences Assumption and the Conditional Copula Stability Assumption require. First, one

could consider the very general model

Y0it = gt(Xi,ςi,νit)

In this situation, the model can change in every period and more structure is required to

apply even Mean Difference in Differences. The next model does exactly that.

Y0it = g(Xi,ςi,νit)+ht(Xi,νit)

The key restriction here is that time does not interact with the time invariant unobserv-

ables (which are allowed to differ by group). This means that average change in outcomes

for the untreated group is equal to the average change in outcomes for the treated group.

However, one can show that neither the Conditional Distributional Difference in Differ-
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ences Assumption nor the Conditional Copula Stability Assumption holds in this case as

additional restrictions are needed. Consider the following model

Y0it = ht(Xi,νit)+m(Xi,ςi)

where in this model the Mean Difference in Differences Assumption and the Conditional

Distributional Difference in Differences Assumption hold, but the Conditional Copula Sta-

bility Assumption does not hold. The key extra requirement is to limit how time invariant

unobservables (whose distribution can differ across the treated and untreated group) in-

teract with time varying unobservables. In the case where only the Mean Difference in

Differences Assumption held, when taking the difference of untreated potential outcomes

and allowing for the interaction of ςi and νit , the difference averages out to zero, but the

distribution itself may not be the same for the treated and untreated groups. In the current

model, when considering the term involving time invariant unobservables, the difference

is exactly equal to zero. And then, the Conditional Distributional Difference in Differ-

ences Assumption holds because νit has the same distribution in the treated group as in the

untreated group. Next, consider

Y0it = g(Xi,ςi,νit)+ht(Xi)

where in this model the Mean Difference in Differences Assumption and the Conditional

Copula Stability Assumption hold, but the Conditional Distributional Difference in Dif-

ferences Assumption does not hold. For the Conditional Copula Stability Assumption to

hold, the key extra requirement is to limit the interaction time and time-varying variables.

Combining the last two models leads to the result in Equation 1.9.

Finally, consider the case where there are time varying covariates and partition the

covariates into Xit = (XiC,XiVt) where XiC are the covariates that are time constant and XiVt
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are the covariates that are time varying. Then, one can show that the model given by

Y0it = g(XiC,νit)+ht(Xit)+m(XiC,ςi)

satisfies both the Conditional Distributional Difference in Differences Assumption and the

Conditional Copula Stability Assumption. Although this model severely restricts the way

that time varying observed covariates can interact with unobservables, it is still important

because it implies that the linear, two-way fixed effects model with time varying regressors

and (possibly) time varying coefficients

Y0it = ci +git +Xitβt +νit

satisfies both assumptions.

1.5 Estimation Details

In this section, we outline the estimation procedure. Then, we provide results on con-

sistency and asymptotic normality of the estimators.

We estimate

ˆQTT(τ) = F̂−1
Y1t |Dt=1(τ)− F̂−1

Y0t |Dt=1(τ)

The first term is estimated directly from the data using the order statistics of the treated

outcome for the treated group.

F̂−1
Y1t |Dt=1(τ) = Yt|Dt=1(dnT τe)

where X(k) is the kth order statistic of X1,. . . ,Xn, nT is the number of treated observations,

and the notation dse rounds s up to the closest, larger integer.

The estimator for F̂−1
Y0t |Dt=1(τ) is more complicated. The distribution F̂Y0t |Dt=1(y0t) is
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identified by Distributional Difference in Differences Assumption or as in Theorem 3 de-

pending on the situation. We use this result to provide an estimator of the quantiles of that

distribution in the following way:

F̂−1
Y0t |Dt=1(τ) =

{
F̂−1

∆Y0t |Dt=1
(
F̂∆Y0t−1|Dt=1(∆Y0t−1|Dt=1)

)
+F̂−1

Y0t−1|Dt=1
(
F̂Y0t−2|Dt=1(Y0t−2|Dt=1)

)}
(dnT τe)

Here, once again, we compute the quantiles of (Y0t |Dt = 1) using order statistics, but

now they must be adjusted. We plug in estimates of the quantiles and distribution functions

for the distributions in Theorem 1. It should be noted the order statistics are taken for the

treated group (after adjusting the values based on the sample quantiles and distributions

noted above).

The sample quantiles that serve as an input into estimating F−1
Y0t |Dt=1(τ) are estimated

with the order statistics (with one exception mentioned below). The sample distributions

are estimated using the empirical distribution:

F̂X(x) =
1
n

n

∑
i=1

1{Xi ≤ x}

The final issue is estimating F−1
∆Y0t |Dt=1(ν) when identification depends on covariates

as in Section 4. Using the identification result in Section 4, we can easily construct an

estimator of the distribution function

F̂∆Y0t |Dt=1(∆y0t) =
1
n

n

∑
i=1

(1−Dit)

p
p̂(Xi)

(1− p̂(Xi))
1{∆Yt,i ≤ ∆y0t}

Then, an estimator of F−1
∆Y0t |Dt=1(ν) can be obtained in the following way. Let ∆Yt,i(n)

denote the ordered values of the change in outcomes from smallest to largest, and let
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∆Yt,i( j) denote the jth value of ∆Yt,i in the ordered sequence. Then, F̂−1
∆Y0t |Dt=1(ν) =

∆Yt,i(J∗) where J∗ = inf{J : 1
n ∑

J
j=1

(1−D jt)
p

p̂(X j)
(1−p̂(X j))

≥ ν}.

When identification depends on covariates X , then there must be a first step estima-

tion of the propensity score. In applied work, there are several possibilities for researchers

to consider: (i) parametric propensity score, (ii) semi-parametric propensity score, and

(iii) nonparametric propensity score. The tradeoff between these three involves trading off

stronger assumptions (the parametric case) for more challenging computational issues (the

nonparametric case). Below we show consistency and asymptotic normality for the para-

metric and nonparametric cases; additional results for the semiparametric case are available

upon request. The estimator is
√

n-consistency and asymptotically normal in each case even

though the propensity score itself converges at a slower than
√

n-rate when it is estimated

nonparametrically. We also implement both approaches in the empirical application.

1.5.1 Inference

This section considers the asymptotic properties of the estimator. First, it focuses on

the case with no covariates and then extends the results to the case where the Distributional

Difference in Differences Assumption holds conditional on covariates. The proof for each

of the theorems in this section is given in the Appendix.

1.5.1.1 No Covariates Case

In the case with no covariates, the following result holds

THEOREM 4. Consistency under Distributional Difference in Differences Assumption

Under Assumption 2, Assumption 3, and Assumption 4

ˆQTT(τ) = F̂−1
Y1t |Dt=1(τ)− F̂−1

Y0t |Dt=1(τ)
p−→ F−1

Y1t |Dt=1(τ)−F−1
Y0t |Dt=1(τ) = QTT(τ)
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To show asymptotic normality, we introduce some additional notation. Let

µ12(z;y) = EY0t−2|Dt=1

[(
1{z≤ (y−F−1

Y0t−1|Dt=1(FY0t−2|Dt=1(Y0t−2)))}

−F∆Y0t |Dt=0(y−F−1
Y0t−1|Dt=1(FY0t−2|Dt=1(Y0t−2)))

)]
µ22(z;y) = EY0t−2|Dt=1

[(
1{z≤ F−1

∆Y0t−1|Dt=1(F∆Y0t |Dt=0(y−F−1
Y0t−1|Dt=1(FY0t−2|Dt=1(Y0t−2))))}

−F∆Y0t |Dt=0(y−F−1
Y0t−1|Dt=1(FY0t−2|Dt=1(Y0t−2)))

)]

µ32(z;y) = EY0t−2|Dt=1

[(
f∆Y0t |Dt=0(y−F−1

Y0t−1|Dt=1(FY0t−2|Dt=1(Y0t−2)))

fY0t−1|Dt=1(FY0t−2|Dt=1(Y0t−2))

×
(

1{z≤ F−1
Y0t−1|Dt=1(FY0t−2|Dt=1(Y0t−2))}

−FY0t−1|Dt=1(F
−1
Y0t−1|Dt=1(FY0t−2|Dt=1(Y0t−2)))

))]

µ42(z;y) = EY0t−2|Dt=1

[(
f∆Y0t |Dt=0(y−F−1

Y0t−1|Dt=1(FY0t−2|Dt=1(Y0t−2)))

fY0t−1|Dt=1(FY0t−2|Dt=1(Y0t−2))

×
(
1{z≤ Y0t−2}−FY0t−2|Dt=1(Y0t−2)

))]
µ5(z1,z2;y) =

(
1{F−1

∆Y0t |Dt=0(F∆Y0t−1|Dt=1(z1))≤ y−F−1
Y0t−1|Dt=1(FY0t−2|Dt=1(z2))}

−E
[
1{F−1

∆Y0t |Dt=0(F∆Y0t−1|Dt=1(z1))≤ y−F−1
Y0t−1|Dt=1(FY0t−2|Dt=1(z2))}

)
|Dt = 1

]
ψ(z;y) = (1{z≤ y}− τ)

and

λ30(y,v) = y−F−1
Y0t−1|Dt=1(FY0t−2|Dt=1(v))

λ10(y,v) = F−1
∆Y0t−1|Dt=1(F∆Y0t |Dt=0(λ30(y,v))),v)
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and

fY0t |Dt=1(y) =
∫
Y0t−2|Dt=1

f∆Y0t−1,Y0t−2|Dt=1(λ10(y,v),v)
f∆Y0t |Dt=0(λ30(y,v))

f∆Y0t−1|Dt=1(λ10(y,v))
dv

THEOREM 5. Asymptotic Normality

Under the Distributional Difference in Differences Assumption, the Copula Stability

Assumption, Assumption 2, Assumption 3, and Assumption 4

√
n( ˆQTT(τ)−QTT(τ)) d−→ N(0,V )

where

V =
1{

fY0t |Dt=1(F
−1

Y0t |Dt=1(τ))
}2V0

+
1{

fY1t |Dt=1(F
−1

Y1t |Dt=1(τ))
}2V1

− 2
fY0t |Dt=1(F

−1
Y0t |Dt=1(τ)) · fY1t |Dt=1(F

−1
Y1t |Dt=1(τ))

V01

and

V0 =
1− p

p2 E
[
µ12(∆Yt ;F−1

Y0t |Dt=1(τ))
2|Dt = 0

]
+

1
p

E
[(

µ22(∆Yt−1;F−1
Y0t |Dt=1(τ))+µ32(Yt−1;F−1

Y0t |Dt=1(τ))

+µ42(Yt−2;F−1
Y0t |Dt=1(τ))+µ5(∆Yt−1,Yt−2;F−1

Y0t |Dt=1(τ))
)2
|Dt = 1

]

V1 =
1
p

E
[
ψ(Y1t ;F−1

Y1t |Dt=1(τ))
2|Dt = 1

]
V01 =

1
p

E
[
ψ(Y1t ;F−1

Y1t |Dt=1(τ))
(

µ22(∆Yt−1;F−1
Y0t |Dt=1(τ))+µ32(Yt−1;F−1

Y0t |Dt=1(τ))
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+µ42(Yt−2;F−1
Y0t |Dt=1(τ))+µ5(∆Yt−1,Yt−2;F−1

Y0t |Dt=1(τ))
)
|Dt = 1

]

1.5.1.2 Distributional Difference in Differences Assumption holds conditional on covari-

ates

This section shows consistency and asymptotic normality of our estimator in the case

where the Distributional Difference in Differences Assumption holds conditional on co-

variates. We first show these results in the case where the propensity score is estimated

nonparametrically by using series logit methods. We also provide a result for the case

where the propensity score is estimated parametrically using, for example, parametric logit

or probit specifications. We make the following additional assumptions

ASSUMPTION 6. E[1{∆Y0t ≤ y}|X ,Dt = 0] is continuously differentiable for all x ∈ X .

ASSUMPTION 7. (Distribution of X)

(i) The support X of X is a Cartesian product of compact invtervals; that is, X =

∏
r
j=1[xl j,xu j] where r is the dimension of X and xl j and xu j are the smallest and largest

values in the support of the j-th dimension of X.

(ii) The density of X, fX(·), is bounded away from 0 on X .

ASSUMPTION 8. (Assumptions on the propensity score)

(i) p(x) is continuously differentiable of order s≥ 7r where r is the dimension of X.

(ii) There exist p and p̄ such that 0 < p≤ p(x)≤ p̄ < 1.

ASSUMPTION 9. (Series Logit Estimator)

For nonparametric estimation of the propensity score, p(x is estimated by series logit

where the power series of the order K = nν for some 1
4(s/r−1) < ν < 1

9 .

Note that the restriction on derivatives in Assumption 8 (i) guarantees the existence of

ν that satisfies the conditions of Assumption 9.

THEOREM 6. Consistency under Conditional Distributional Difference in Differences As-

sumption and when the propensity score is estimated nonparametrically
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Under the Conditional Distributional Difference in Differences Assumption, the Copula

Stability Assumption, Assumption 2, Assumption 3, Assumption 4, Assumption 6, Assump-

tion 7, and Assumption 8

ˆQTT(τ) = F̂−1
Y1t |Dt=1(τ)− F̂−1

Y0t |Dt=1(τ)
p−→ F−1

Y1t |Dt=1(τ)−F−1
Y0t |Dt=1(τ) = QTT(τ)

We also introduce the following additional notation. In addition to µ22, µ32, µ42, µ5,

and ψ defined above, for z = (x,∆,d), let

ΨN12(z;y) = EY0t−2|Dt=1

{
p(x)

(1− p(x))
1{∆≤ y−F−1

Y0t−1|Dt=1(FY0t−2|Dt=2(Y0t−2))} (1.10)

− EX ,∆Yt |Dt=0

[
p(X)

(1− p(X))
1{∆Yt ≤ y−F−1

Y0t−1|Dt=1(FY0t−2|Dt=2(Y0t−2))}
]}

(1.11)

ΨN22(z;y) = EY0t−2|Dt=1

[
E[1{∆Yt ≤ y−F−1

Y0t−1|Dt=1(FY0t−2|Dt=2(Y0t−2))|X = x,Dt = 0}]
(1− p(x))

]
(1.12)

× (d− p(x)) (1.13)

and also replace the definition of fY0t |Dt=1(y) above with the following

fY0t |Dt=1(y) =
∫
Y0t−2|Dt=1

f∆Y0t−1,Y0t−2|Dt=1(λ10(y,v),v)
f∆Y0t |Dt=1(λ30(y,v))

f∆Y0t−1|Dt=1(λ10(y,v))
dv

where the difference from the previous definition is that f∆Y0t |Dt=0(·) (which is identified

directly from the data) is replaced by f∆Y0t |Dt=1(∆) which is obtained from the propensity

score reweighted distribution derived above and is equal to

f∆Y0t |Dt=1(∆) = E
[

p(X)

1− p(X)
f∆Y0t |Dt=0(∆)|∆Y0t = ∆,Dt = 0

]

THEOREM 7. Asymptotic Normality under Conditional Distributional Difference in Dif-
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ferences Assumption and when the propensity score is estimated nonparametrically

Under the Conditional Distributional Difference in Differences Assumption, the Copula

Stability Assumption, Assumption 2, Assumption 3, Assumption 4, Assumption 6, Assump-

tion 7, and Assumption 8

√
n( ˆQTT(τ)−QTT(τ)) d−→ N(0,VN)

where

VN =
1{

fY0t |Dt=1(F
−1

Y0t |Dt=1(τ))
}2V0N

+
1{

fY1t |Dt=1(F
−1

Y1t |Dt=1(τ))
}2V1N

− 2
fY0t |Dt=1(F

−1
Y0t |Dt=1(τ)) · fY1t |Dt=1(F

−1
Y1t |Dt=1(τ))

V01N

and

V0N =
1
p2 E

[(
ΨN22(Zi;F−1

Y0t |Dt=1(τ))+(1−Dt)ΨN12(Zi;F−1
Y0t |Dt=1(τ)

+Dt µ22(Yt−2;F−1
Y0t |Dt=1(τ))+Dt µ32(Yt−2;F−1

Y0t |Dt=1(τ))

+Dt µ42(Yt−2;F−1
Y0t |Dt=1(τ))+Dt µ5(∆Yt−1,Yt−2;F−1

Y0t |Dt=1(τ))
)2
]

V1N =
1
p

E
[
ψ(Y1t ;F−1

Y1t |Dt=1(τ))
2|Dt = 1

]

V01N =
1
p2 E

[
Dtψ(Y1t ;F−1

Y1t |Dt=1(τ))

×
(

ΨN22(Zi;F−1
Y0t |Dt=1(τ))+µ22(Yt−2;F−1

Y0t |Dt=1(τ))+µ32(Yt−2;F−1
Y0t |Dt=1(τ))

+µ42(Yt−2;F−1
Y0t |Dt=1(τ))+µ5(∆Yt−1,Yt−2;F−1

Y0t |Dt=1(τ))
)]
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REMARK 1. When the true propensity score is known up to a finite set of parameters so

that p(x) = G(x>γ0) and G(·) is a known function that is typically the cdf of the normal

distribution or the logistic function, then consistency and asymptotic normality continue

to hold. The proof is identical to the nonparametric case with the following exceptions.

First, the propensity score p(x) should be replaced everywhere by G(x>γ0). Second, the

following assumption replaces Assumption 8 and Assumption 9.

ASSUMPTION 10. (Parametric Propensity Score)

(i) γ0 is an interior point of a compact set Γ⊂ Rd

(ii) E[XX>] is non-singular

(iii) Let υ = {x>γ : x ∈ X ,γ ∈ Γ}. Then, for υ ∈ ϒ, G(υ) is bounded away from 0 and

1, strictly increasing, and continuously differentiable with derivative g(υ) that is bounded

away from zero and infinity.

Third, ΨP22(Zi;F−1
Y0t |Dt=1(τ)) replaces ΨN22(Zi;F−1

Y0t |Dt=1(τ)) where

ΨP22(z;y) = EY0t−2|Dt=1

{
EX ,∆Yt |Dt=0

[
1

1−G(X>γ0)

(
1+

G(X>γ0)

1−G(X>γ0)

)
× 1{∆Yt ≤ y−F−1

Y0t−1|Dt=1(FY0t−2|Dt=1(Y0t−2))}g(X>γ0)X>
]}

×EX ,Dt

[(
Dt−G(X>γ0)

G(X>γ0)(1−G(X>γ0))

)2

g(X>γ0)
2XX>

]−1

× d−G(x>γ0)

G(x>γ0)(1−G(x>γ0))
g(x>ζ0)x (1.14)

REMARK 2. The key step in the the proof for the case without covariates is to show the

counterfactual distribution of untreated potential outcomes can be written in the following

way

√
n(P̂(Y0t ≤ y|Dt = 1)−P(Y0t ≤ y|Dt = 1)) =

√
n(µ̂1 + µ̂2 + µ̂3 + µ̂4 + µ̂5)+op(1)

(1.15)
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where

µ̂1 =
1

nT nC
∑
i∈T

∑
j∈C

1{∆Y0t, j ≤ (y−F−1
Y0t−1|Dt=1(FY0t−2|Dt=1(Y0t−2,i)))}

−F∆Y0t |Dt=0(y−F−1
Y0t−1|Dt=1(FY0t−2|Dt=1(Y0t−2,i)))

≡ 1
nT nC

∑
i∈T

∑
j∈C

µ1(Y0t−2,i,∆Y0t, j)

µ̂2 =
1

n2
T

∑
i∈T

∑
j∈T

1{∆Y0t−1, j ≤ F−1
∆Y0t−1|Dt=1

(F∆Y0t |Dt=0(y−F−1
Y0t−1|Dt=1(FY0t−2|Dt=1(Y0t−2,i)))}

−F∆Y0t−1|Dt=1(F
−1
∆Y0t−1|Dt=1

(F∆Y0t |Dt=0(y−F−1
Y0t−1|Dt=1(FY0t−2|Dt=1(Y0t−2,i))))]

≡ 1
n2

T
∑
i∈T

∑
j∈T

µ2(Yt−2,i,∆Yt−1, j)

µ̂3 =
1

n2
T

∑
i∈T

∑
j∈T

f∆Y0t |Dt=0(y−F−1
Y0t−1|Dt=1(FY0t−2|Dt=1(Y0t−2,i)))

fY0t−1|Dt=1(FY0t−2|Dt=1(Y0t−2,i))

×
(

1{Y0t−1, j ≤ F−1
Y0t−1|Dt=1(FY0t−2|Dt=1(Y0t−2,i))}

−FY0t−1|Dt=1(F
−1

Y0t−1|Dt=1(FY0t−2|Dt=1(Y0t−2,i)))
)

≡ 1
n2

T
∑
i∈T

∑
j∈T

µ3(Yt−2,i,Yt−1, j)

µ̂4 =
1

n2
T

∑
i∈T

∑
j∈T

f∆Y0t |Dt=0(y−F−1
Y0t−1|Dt=1(FY0t−2|Dt=1(Y0t−2,i)))

fY0t−1|Dt=1(F
−1

Y0t−1|Dt=1(FY0t−2|Dt=1(Y0t−2,i)))

×
(
1{Y0t−2, j ≤ Y0t−2,i}−FY0t−2|Dt=1(Y0t−2,i)]

)
≡ 1

n2
T

∑
i∈T

∑
j∈T

µ4(Yt−2,i,Yt−2, j)

µ̂5 =
1

nT
∑
i∈T

[
1{F−1

∆Y0t |Dt=0(F∆Y0t−1|Dt=1(∆Y0t−1,i))≤ y−F−1
Y0t−1|Dt=1(FY0t−2|Dt=1(Y0t−2,i))}

]
−E

[
1{F−1

∆Y0t |Dt=0(F∆Y0t−1|Dt=1(∆Y0t−1,i))≤ y−F−1
Y0t−1|Dt=1(FY0t−2|Dt=1(Y0t−2,i))}|Dt = 1

]
≡ 1

nT
∑
i∈T

µ5(∆Yt−1,i,Y0t−2,i)
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Then, using standard results on V-statistics, Equation 1.15 can be written as

√
n(P̂(Y0t ≤ y|Dt = 1)−P(Y0t ≤ y|Dt = 1))

=
√

n

(
1
n

n

∑
i=1

{
(1−Dt)

(1− p)
µ12(∆Yt ;F−1

Y0t |Dt=1(τ))

+
Dt

p

[
µ22(∆Yt−1;F−1

Y0t |Dt=1(τ))+µ32(Yt−1;F−1
Y0t |Dt=1(τ))

+µ42(Yt−2;F−1
Y0t |Dt=1(τ))+µ5(∆Yt−1,Yt−2;F−1

Y0t |Dt=1(τ))
]})

+op(1)

Then, the result follows by accounting for estimating quantiles instead of distribution func-

tions and the Central Limit Theorem.

In the case with covariates, the result follows from combining the results in the uncon-

ditional case with the results on two step propensity score weighting where the prospensity

score is estimated by Series Logit as in Hirano, Imbens, and Ridder (2003).

1.6 Empirical Exercise: Quantile Treatment Effects of a Job Training Program on

Subsequent Wages

In this section, we use a well known dataset from LaLonde (1986) that consists of (i)

data from randomly assigning job training program applicants to a job training program and

(ii) a second dataset consisting of observational data consisting of some individuals who

are treated and some who are not treated. This dataset has been widely used in the program

evaluation literature. Having access to both a randomized control and an observational

control group is a powerful tool for evaluating the performance of observational methods

in estimating the effect of treatment. The original contribution of LaLonde (1986) is that

many typically used methods (least squares regression, Difference in Differences, and the

Heckman selection model) did not perform very well in estimating the average effect of

participation in the job training program. An important subsequent literature argued that
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observational methods can effectively estimate the effect of a job training program, but the

results are sensitive to the implementation (Heckman and Hotz, 1989; Heckman, Ichimura,

and Todd, 1997; Heckman, Ichimura, Smith, and Todd, 1998; Dehejia and Wahba, 1999;

Smith and Todd, 2005). Finally, Firpo (2007) has used this dataset to study the quantile

treatment effects of participating in the job training program under the selection on observ-

ables assumption.

One limitation of the dataset for estimating quantile treatment effects is that the 185

treated observations form only a moderately sized dataset. A second well known issue is

that properly evaluating the training program, even with appropriate methods, may not be

possible using the Lalonde dataset because control observations do not come from the same

local labor markets and surveys for the control group do not use the same questionnaire

(Heckman, Ichimura, and Todd, 1997) though some of these issues may be alleviated using

Difference in Differences methods.

In the rest of this section, we implement the procedure outlined in this chapter, and

compare the resulting QTT estimates to those from the randomized experiment and the

various other procedures available to estimate quantile treatment effects.

1.6.1 Data

The job training data is from the National Supported Work (NSW) Demonstration. The

program consisted of providing extensive training to individuals who were unemployed (or

working very few hours) immediately prior to participating in the program. Detailed de-

scriptions of the program are available in Hollister, Kemper, and Maynard (1984), LaLonde

(1986), and Smith and Todd (2005). Our analysis focuses on the all-male subset used in

Dehejia and Wahba (1999). This subset has been the most frequently studied. In partic-

ular, Firpo (2007) uses this subset. Importantly for applying the method presented in this
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chapter, this subset contains data on participant earnings in 1974, 1975, and 1978.14

The experimental portion of the dataset contains 445 observations. Of these, 185 in-

dividuals are randomly assigned to participate in the job training program. The observa-

tional control group comes from the Panel Study of Income Dynamics (PSID). There are

2490 observations in the PSID sample. Estimates using the observational data combine the

185 treated observations for the job training program with the 2490 untreated observations

from the PSID sample. The PSID sample is a random sample from the U.S. population

that is likely to be dissimilar to the treated group in many observed and unobserved ways.

For this reason, conditioning on observed factors that affect whether or not an individual

participates in the job training program and using a method that adjusts for unobserved

differences between the treated and control groups are likely to be important steps to take

to correctly understand the effects of the job training program.

Summary statistics for earnings by treatment status (treated, randomized controls, ob-

servational controls) are presented in Table 1.1. Average earnings are very similar between

the treated group and the randomized control group in the two years prior to treatment.

After treatment, average earnings are about $1700 higher for the treated group than the

control group indicating that treatment has, on average, a positive effect on earnings. Aver-

age earnings for the observational control group are well above the earnings of the treated

group in all periods (including the after treatment period).

For the available covariates, no large differences exist between the treated group and

the randomized control group. The largest normalized difference is for high school degree

status. The treated group is about 13% more likely to have a high school degree. There

are large differences between the treated group and the observational control group. The

observational control group is much less likely to have been unemployed in either of the

past two years. They are older, more educated, more likely to be married, and less likely to

be a minority. These large differences between the two groups are likely to explain much

14Dehejia and Wahba (1999) showed that conditioning on two periods of lagged earning was important for
correctly estimating the average treatment effect on the treated using propensity score matching techniques.

42



of the large differences in earnings outcomes.

1.6.2 Results

The PanelQTT identification results require the underlying distributions to be contin-

uous. However, because participants in the job training program were very likely to have

no earnings during the period of study due to high rates of unemployment, we estimated

the effect of job training only for τ = (0.7,0.8,0.9). This strategy is similar to Buchin-

sky (1994, Footnote 22) though we must focus on higher quantiles than in that paper. We

plan future work on developing identification or partial identification strategies when the

outcomes have a mixed continuous and discrete distribution.

Main Results

Table 3 provides estimates of the 0.7-, 0.8-, and 0.9-QTT using the method of this

chapter (which we hereafter term PanelQTT), the conditional independence (CI) method

(Firpo, 2007), the Change in Changes method (Athey and Imbens, 2006), the Quantile

Difference in Differences (QDiD) method, and the Mean Difference in Differences (MDiD)

method. It also compares the resulting estimates using each of these methods with the

experimental results.

For each type of estimation, results are presented using three sets of covariates: (i)

the first row includes age, education, black dummy variable, hispanic dummy variable,

married dummy variable, and no high school degree dummy variable (call this COV below)

– this represents the set of covariates that are likely to be available with cross sectional

data; (ii) the second row includes the same covariates plus two dummy variables indicating

whether or not the individual was unemployed in 1974 or 1975 (call this UNEM below)

– this represents the set of covariates that may be available with panel data or when the

dataset contains some retrospective questions; and (iii) the third row includes no covariates

(call this NO COV below) – including this set of covariates allows us to judge the relative
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importance of adjust for both observable differences across individuals and time invariant

unobserved differences across individuals.

The PanelQTT method and the CI method admit estimation based on a first step esti-

mate of the propensity score. For both of these methods, we estimate parametric versions

of the propensity score using the three specifications mentioned above. Additionally, we

also include an additional set of results based on nonparametric estimate of the propensity

score using a series logit method. In practice, the PanelQTT method and the CI method use

slightly different series logit estimates. For the PanelQTT method, we select the number

of approximating terms using a cross-validation method. We use only covariates available

from the UNEM covariate set as it would not be appropriate to condition on lags of the

dependent variable. We do condition on lags of unemployment. For the CI method, we use

the series logit specification used in Firpo (2007). The key difference between the two is

that the CI method can condition on lags of the dependent variable real earnings in addition

to all the other available covariates.

For CiC, QDiD, and MDiD, propensity score re-weighting techniques are not available.

One could potentially attempt to nonparametrically implement these estimators, but the

resulting estimators are likely to be quite computationally challenging. Instead, we follow

the idea of Athey and Imbens (2006) and residualize the earnings outcome by regressing

earnings on a dummy variable indicating whether or not the observations belongs to one of

the four groups: (treated, 1978), (untreated, 1978), (treated, 1975), (untreated, 1975) and

the available covariates. The residuals remove the effect of the covariates but not the group

(See Athey and Imbens (2006) for more details). Then, we perform each method on the

residualized outcome. We discuss the estimation results for each method in turn.

The first section of Table 2 reports estimates of the QTT using the PanelQTT method.

The first row provides results where the propensity score is estimated nonparametrically

using series logit. The estimated QTT is positive and statistically significant at each of

the 0.7, 0.8, and 0.9-quantiles though the estimates tend to be larger than the experimental
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results. These estimates are statistically different from the experimental results at the 0.8

and 0.9-quantiles. These results also indicate that the QTT is increasing at larger quantiles

which is in line with the experimental results. The second row provides results using the

COV conditioning set. In our view, this specification is likely to be what an empirical

researcher would estimate given the available data and if he were to use the PanelQTT

method. Out of all 16 method-covariate set estimates presented in Table 2, the QTTs come

closest to matching the experimental results using the PanelQTT method and the COV

conditioning set. The point estimate for each of the 0.7, 0.8, and 0.9-quantiles are somewhat

smaller than the ATT indicating that the gain from the job training program was either

similar across quantiles or slightly at lower income parts of the distribution than at higher

income parts of the distribution. The experimental dataset gives precisely the opposite

conclusion though: gains at the higher income part of the distribution were somewhat larger

than average gains. The difference in conclusions results mainly from a large difference in

the estimated ATT15 and the experimental ATT. When using the UNEM conditioning set,

the estimates of the QTT are very similar to the nonparametric specification. Finally, the

NO COV conditioning set tends to perform the most poorly. The QTT is estimated to be

close to zero at each quantile and is statistically different from the experimental results for

the 0.7 and 0.9-quantile.

The second section presents results using cross sectional data. The results in the first

row come from estimating the propensity score nonparametrically using series logit where

the conditioning set can include lags of the dependent variable real earnings. If we had

imposed linearity (and momentarily ignoring the nonparametric estimation of the propen-

sity score), the difference between the CI and the PanelQTT model is that the CI model

would include lags of the dependent variable but no fixed effect while the PanelQTT model

would include a fixed effect but no lags of the dependent variable. Just as in the case of

the linear model, the choice of which model to use depends on the application and the de-

15The ATT is estimated under the same assumptions as the QTT. In this case, however, the same assump-
tions imply that the propensity score re-weighting technique of Abadie (2005) should be used.
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cision of the researcher. Not surprisingly then, the results that include dynamics under the

CI assumption are much better than those that do not include dynamics. The results are,

in fact, quite similar to the results using the PanelQTT method with the propensity score

estimated nonparametrically; particularly, the estimated effect have the right sign but tend

to be overestimated. The results in the second row come from conditioning on the COV

conditioning set. The COV conditioning set contain only the values of the covariates that

would be available in a strictly cross sectional dataset. These results are very poor. The

QTT and ATT are estimated to be large and negative indicating that participating in the job

training program tended to strongly decrease wages. In fact, the CI procedure using purely

cross sectional data performs much worse than any of the other methods that take into ac-

count having multiple periods of data (notably, this includes specifications that include no

covariates at all). The third specifications uses the UNEM conditioning set, and the per-

formance is similar to the nonparametric estimation of the propensity score. Finally, the

fourth row considers estimates that invoke CI without the need to condition on covariates.

This assumption is highly unlikely to be true as individuals in the treated group differ in

many observed ways from untreated individuals. This method would attribute higher earn-

ings among untreated individuals to not being in the job training program despite the fact

that they tended to have much larger earnings before anyone entered job training as well as

more education and more experience.

The final three sections of Table 3 provide results using CiC, QDiD, and MDiD. We

briefly summarize these results. Broadly speaking, each of these three methods, regard-

less of conditioning set, performs better than invoking the CI assumption using covariates

that are available only in the same period as the outcome (CI-COV results). Between the

three methods, the QDiD method performs slightly better than the CiC and MDiD model.

Comparing the results of these three models to the results from the PanelQTT method, the

PanelQTT method performs slightly better than the CiC and MDiD model. With the COV

specification, it performs evenly with the QDiD method. With the UNEM specification, it
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performs slightly worse than the QDiD method.

1.7 Conclusion

This chapter has considered identification and estimation of the QTT under a distri-

butional extension of the most common Mean Difference in Differences Assumption used

to identify the ATT. Even under this Distributional Difference in Differences Assumption,

the QTT is still only partially identified because it depends on the unknown dependence

between the change in untreated potential outcomes and the initial level of untreated poten-

tial outcomes for the treated group. We introduced the Copula Stability Assumption which

says that the missing dependence is constant over time. Under this assumption and when

panel data is available, the QTT is point identified. We show that the Copula Stability As-

sumption is likely to hold in exactly the type of models that are typically estimated using

Difference in Differences techniques.

In many applications it is important to invoke identifying assumptions that hold only

after conditioning on some covariates. We show that under conditional versions of both of

the main assumptions, the QTT is still identified. Moreover, under the somewhat stronger

assumption that the Distributional Difference in Differences Assumption holds conditional

on covariates and the Copula Stability Assumption holds unconditionally, we provide very

simple estimators of the QTT using propensity score re-weighting. In an application where

we compare the results using several available methods to estimate the QTT on observa-

tional data to results obtained from an experiment, we find that our method performs at

least as well as other available methods.

In ongoing work, we are using similar ideas about the time invariance of a copula

function to study the joint distribution of treated and untreated potential outcomes when

panel data is available. Also, we are working on using the same type of assumption to

identify the QTT in more complicated situations such as when outcomes are censored or

in dynamic panel data models. The idea of a time invariant copula may also be valuable in
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other areas of microeconometric research especially when a researcher has access to panel

data.

1.8 Proofs

1.8.1 Identification

1.8.1.1 Identification without covariates

In this section, we prove 1. Namely, we show that the counterfactual distribution of

untreated outcome FY0t |Dt=1(y) is identified. First, we state two well known results without

proof used below that come directly from Sklar’s Theorem.

LEMMA 1. The joint density in terms of the copula pdf

f (x,y) = c(FX(x),FY (y)) fX(x) fY (y)

LEMMA 2. The copula pdf in terms of the joint density

c(u,v) = f (F−1
X (u),F−1

Y (u))
1

fX(F−1
X (u))

1
fY (F−1

Y (u))

Proof of Theorem 1. To minimize notation, let ϕt(·, ·) = ϕ∆Y0t ,Y0t−1|Dt=1(·, ·) be the joint pdf

of the change in untreated potential outcome and the initial untreated potential outcome for

the treated group, and let ϕt−1(·, ·) = ϕ∆Y0t−1,Y0t−2|Dt=1(·, ·) be the joint pdf in the previous

period. Similarly, let ct(·, ·) = c∆Y0t ,Y0t−1|Dt=0(·, ·) and ct−1(·, ·) = c∆Y0t−1,Y0t−2(·, ·) be the

copula pdfs for the change in untreated potential outcomes and initial level of untreated

outcomes for the treated group at period t and t−1, respectively. Then,

P(Y0t ≤ y|Dt = 1) = P(∆Y0t +Y0t−1 ≤ y|Dt = 1)

= E[1{∆Y0t ≤ y−Y0t−1}|Dt = 1)
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=
∫
Yt−1|Dt=1

∫
∆Yt|Dt=1

1{∆y0t ≤ y− y0t−1}ϕt(∆y0t ,y0t−1|Dt = 1)d∆y0tdy0t−1

=
∫
Yt−1|Dt=1

∫
∆Yt|Dt=1

1{∆y0t ≤ y− y0t−1} (1.16)

× ct(F∆Y0t |Dt=1(∆y0t),FY0t−1|Dt=1(y0t−1))

× f∆Y0t |Dt=1(∆y0t) fY0t−1|Dt=1(y0t−1)d∆y0tdy0t−1

=
∫
Yt−1|Dt=1

∫
∆Yt|Dt=1

1{∆y0t ≤ y− y0t−1} (1.17)

× ct−1(F∆Y0t |Dt=1(∆y0t),FY0t−1|Dt=1(y0t−1))

× f∆Y0t |Dt=1(∆y0t) fY0t−1|Dt=1(y0t−1)d∆y0tdy0t−1

=
∫
Yt−1|Dt=1

∫
∆Yt|Dt=1

1{∆y0t ≤ y− y0t−1} (1.18)

× ϕt−1

{
F−1

∆Y0t−1|Dt=1(F∆Y0t |Dt=1(∆y0t)),F−1
Y0t−2|Dt=1(FY0t−1|Dt=1(y0t−1))

}
×

f∆Y0t |Dt=1(∆y0t)

f∆Y0t−1|Dt=1(F
−1
∆Y0t−1|Dt=1(F∆Y0t |Dt=1(∆y0t)))

×
fY0t−1|Dt=1(y0t−1)

fY0t−2|Dt=1(F
−1

Y0t−2|Dt=1(FY0t−1|Dt=1(y0t−1)))
d∆y0tdy0t−1

Equation 1.16 rewrites the joint distribution in terms of the copula pdf using Lemma 1;

Equation 1.17 uses the copula stability assumption; Equation 1.18 rewrites the copula pdf

as the joint distribution (now in period t−1) using Lemma 2.

Now, make a change of variables: u = F−1
∆Y0t−1|Dt=1(F∆Y0t |Dt=1(∆y0t)) and

v = F−1
Y0t−2|Dt=1(FY0t−1|Dt=1(y0t−1)). This implies the following:

1. ∆y0t = F−1
∆Y0t |Dt=1(F∆Y0t−1|Dt=1(u))

2. y0t−1 = F−1
Y0t−1|Dt=1(FY0t−2|Dt=1(v))

3. d∆y0t =
f∆Y0t−1|Dt=1(u)

f∆Y0t |Dt=1(F
−1
∆Y0t |Dt=1(F∆Y0t−1|Dt=1(u)))

du
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4. dy0t−1 =
fY0t−2|Dt=1(v)

fY0t−1|Dt=1(F
−1

Y0t−1|Dt=1(FY0t−2|Dt=1(v)))
dv

Plugging in (1)-(4) in Equation 1.18 and noticing that the substitutions for d∆y0t and dy0t−1

cancel out the fractional terms in the third and fourth lines of Equation 1.18 implies

Equation 1.18 =
∫
Yt−2|Dt=1

∫
∆Yt−1|Dt=1

1{F−1
∆Y0t |Dt=1(F∆Y0t−1|Dt=1(u))≤ y−F−1

Y0t−1|Dt=1(FY0t−2|Dt=1(v))}

(1.19)

× ϕt−1 (u,v)dudv

= E
[
1{F−1

∆Y0t |Dt=1(F∆Y0t−1|Dt=1(∆Y0t−1))≤ y−F−1
Y0t−1|Dt=1(FY0t−2|Dt=1(Y0t−2))}|Dt = 1

]
(1.20)

= E
[
1{F−1

∆Y0t |Dt=0(F∆Y0t−1|Dt=1(∆Y0t−1))≤ y−F−1
Y0t−1|Dt=1(FY0t−2|Dt=1(Y0t−2))}|Dt = 1

]
(1.21)

where Equation 1.19 follows from the discussion above, Equation 1.20 follows by the def-

inition of expectation, and Equation 1.21 follows from the Distributional Difference in

Differences Assumption.

1.8.1.2 Identification with covariates

In this section, we prove Theorem 3.

Proof. All of the results from the proof of Theorem 1 are still valid. Therefore, all that

needs to be shown is that Equation 1.7 holds. Notice,

P(∆Y0t ≤ ∆y|Dt = 1) =
P(∆Y0t ≤ ∆y,Dt = 1)

p

= E
[

P(∆Y0t ≤ ∆y,Dt = 1|X)

p

]

= E
[

p(X)

p
P(∆Y0t ≤ ∆y|X ,Dt = 1)

]
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= E
[

p(X)

p
P(∆Y0t ≤ ∆y|X ,Dt = 0)

]
(1.22)

= E
[

p(X)

p
E[(1−Dt)1{∆Yt ≤ ∆y)}|X ,Dt = 0]

]
(1.23)

= E
[

p(X)

p(1− p(X))
E[(1−Dt)1{∆Yt ≤ ∆y)}|X ]

]

= E
[

1−Dt

1− p(X)

p(X)

p
1{∆Yt ≤ ∆y}

]
(1.24)

where Equation 1.22 holds by Conditional Distributional Difference in Differences As-

sumption. Equation 1.23 holds by replacing P(·) with E(1{·}) and then multiplying by

(1−Dt) which is permitted because the expectation conditions on Dt = 0. Additionally,

conditioning on Dt = 0 allows us to replace the potential outcome ∆Y0t with the actual

outcome ∆Yt because ∆Yt is the observed change in potential untreated outcomes for the

untreated group. Finally, Equation 1.24 simply applies the Law of Iterated Expectations to

conclude the proof.

1.8.2 Proof of Proposition 1

Proof. We are interested in showing that the Copula Stability Assumption holds in the case

of the model in Equation 1.9 in Proposition 1. First, recall the definition of the copula

for the change in untreated potential outcomes for the treated group and the initial level of

untreated potential outcomes for the treated group.

C∆Y0t ,Y0t−1|X ,Dt=1(v,w|x) = P
(
F∆Y0t |X ,Dt=1(∆Y0t |x)≤ v,FY0t−1|X |Dt=1(Y0t−1|x)≤ w|X = x,Dt = 1

)
(1.25)

The model that we consider is the following

Y0it = g(Xi,νit)+ht(Xi)+m(Xi,ςi)
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which we assume holds for all time periods. We assume that νit |Xi,ςi ∼ Fν(·); we place no

restrictions on the relationship between Xi and ςi, and we allow for the distribution of ςi|Xi

to differ across treated and untreated groups. This implies

FY0t−1|X ,Dt=1(y|x) = P(Y0t−1 ≤ y|X = x,Dt = 1)

= P(g(x,νit−1)+ht(x)+m(x,ςi)≤ y|X = x,Dt = 1)

= Eς ,νt−1|X ,Dt=1[1{g(x,νt−1)+ht(x)+m(x,ς)≤ y}|X = x,Dt = 1]

This also implies

FY0t−1|X ,Dt=1(Ỹ0t−1|x) = Eς ,νt−1|X ,Dt=1[1{g(x,νt−1)+m(x,ς)≤ g(x, ν̃t−1)+m(x, ς̃)}|X = x,Dt = 1]

(1.26)

and this distribution does not depend on time because the distribution of νt−1 does not

change over time, x does not change over time and the functions g(·) and m(·) do not

change over time. Similarly,

F∆Y0t |X ,Dt=1(∆|x) = P(∆Y0t ≤ ∆|X = x,Dt = 1)

= P(g(x,νit)−g(x,νit−1)+ht(x)−ht−1(x)≤ ∆|X = x,Dt = 1) (1.27)

= Eς ,νt ,νt−1|X ,Dt=1[1{g(x,νt)−g(x,νt−1)+ht(x)−ht−1(x)} ≤ ∆}|X = x,Dt = 1)]

This implies

F∆Y0t |X(∆Ỹ0t |x) = Eς ,νt ,νt−1|X ,Dt=1[1{g(x,νt)−g(x,νt−1)≤ g(x, ν̃t)−g(x, ν̃t−1)}|X = x,Dt = 1)]

(1.28)
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which does not depend on time because the conditional distribution of νt does not change

over time. Since neither Equation 1.26 nor Equation 1.28 change over time, the Conditional

Copula Stability Assumption holds.

Finally, one can show that

P(∆Y0t ≤ ∆|X = x,Dt = 0) = P(g(x,νit)−g(x,νit−1)+ht(x)−ht−1(x)≤ ∆|X = x,Dt = 0)

which is equal to Equation 1.27 because the distribution of (νit ,νit−1) is independent of

whether or not an individual is treated or untreated. This implies that the Conditional

Distributional Difference in Differences Assumption holds.

1.8.3 Consistency

Before proving consistency, we state several well known results that are used in the

proof.

LEMMA 3. Pointwise convergence of empirical distribution function

F̂X(x)
p−→ FX(x)

LEMMA 4. Pointwise convergence of empirical quantiles

F̂−1
X (τ)

p−→ F−1
X (τ)

LEMMA 5. Uniform convergence of empirical distribution function

sup
x∈X
|F̂X(x)−FX(x)|

p−→ 0
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LEMMA 6. Uniform convergence of empirical quantiles

sup
τ∈[0,1]

|F̂−1
X (τ)−F−1

X (τ)| p−→ 0

Proof. See Athey and Imbens (2006, Lemma A.3)

Lemma 7 and Lemma 8 are helpful to work with empirical distributions and empirical

quantiles. They are used both in the proof of consistency and in the proof of asymptotic

normality.

LEMMA 7.

√
n

(
1
n

n

∑
i=1

1{F̂Y (Xi)≤ q}− 1
n

n

∑
i=1

1{Xi ≤ F̂−1
Y (q)}

)
p−→ 0

Proof. Because Y is continuously distributed,

1
n

n

∑
i=1

(
1{F̂Y (Xi)≤ q}−1{Xi ≤ F̂−1

Y (q)}
)
=


0 if q ∈ Range(F̂Y )

−1
n otherwise

which implies the result.

LEMMA 8.

√
n

(
1
n

n

∑
i=1

1{F̂−1
Z (F̂Y (Xi))≤ z}− 1

n

n

∑
i=1

1{Xi ≤ F̂−1
Y (F̂Z(z))}

)
p−→ 0

Proof. F̂−1
Z (F̂Y (Xi)) ≤ z⇔ F̂Y (Xi) ≤ F̂Z(z) which holds by Van der Vaart (2000, Lemma

21.1(i)). Then, an application of Lemma 7 implies the result.

Proof of Theorem 1. First, F̂−1
Y1t |Dt=1(τ)

p−→ F−1
Y1t |Dt=1(τ) which follows immediately from

Lemma 4.

54



Second, we show that F̂−1
Y0t |Dt=1(τ)

p−→ F−1
Y0t |Dt=1(τ) separately for the cases when there

are covariates and no covariates.

Case 1: No covariates

As a first step, we show that supy |F̂Y0t |Dt=1(y)−FY0t |Dt=1(y)|
p−→ 0. To show this, notice

that

sup
y
|F̂Y0t |Dt=1(y)−FY0t |Dt=1(y)| (1.29)

= sup
y

∣∣∣∣∣ 1
nT

∑
i∈T

[
1{F̂−1

∆Y0t |Dt=0(F̂∆Y0t−1|Dt=1(∆Y0t−1,i))≤ y− F̂−1
Y0t−1|Dt=1(F̂Y0t−2|Dt=1(Y0t−2,i))}

]
(1.30)

−E
[
1{F−1

∆Y0t |Dt=0(F∆Y0t−1|Dt=1(∆Y0t−1,i))≤ y−F−1
Y0t−1|Dt=1(FY0t−2|Dt=1(Y0t−2,i))}

]∣∣∣
≤ sup

y

∣∣∣∣∣ 1
nT

∑
i∈T

[
1{F̂−1

∆Y0t |Dt=0(F̂∆Y0t−1|Dt=1(∆Y0t−1,i))≤ y− F̂−1
Y0t−1|Dt=1(F̂Y0t−2|Dt=1(Y0t−2,i))}

]
(1.31)

− 1
nT

∑
i∈T

[
1{F−1

∆Y0t |Dt=0(F̂∆Y0t−1|Dt=1(∆Y0t−1,i))≤ y− F̂−1
Y0t−1|Dt=1(F̂Y0t−2|Dt=1(Y0t−2,i))}

]∣∣∣∣∣
+ sup

y

∣∣∣∣∣ 1
nT

∑
i∈T

[
1{F−1

∆Y0t |Dt=0(F̂∆Y0t−1|Dt=1(∆Y0t−1,i))≤ y− F̂−1
Y0t−1|Dt=1(F̂Y0t−2|Dt=1(Y0t−2,i))}

]
(1.32)

− 1
nT

∑
i∈T

[
1{F−1

∆Y0t |Dt=0(F∆Y0t−1|Dt=1(∆Y0t−1,i))≤ y− F̂−1
Y0t−1|Dt=1(F̂Y0t−2|Dt=1(Y0t−2,i))}

]∣∣∣∣∣
+ sup

y

∣∣∣∣∣ 1
nT

∑
i∈T

[
1{F−1

∆Y0t |Dt=0(F∆Y0t−1|Dt=1(∆Y0t−1,i))≤ y− F̂−1
Y0t−1|Dt=1(F̂Y0t−2|Dt=1(Y0t−2,i))}

]
(1.33)

− 1
nT

∑
i∈T

[
1{F−1

∆Y0t |Dt=0(F∆Y0t−1|Dt=1(∆Y0t−1,i))≤ y−F−1
Y0t−1|Dt=1(F̂Y0t−2|Dt=1(Y0t−2,i))}

]∣∣∣∣∣
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+ sup
y

∣∣∣∣∣ 1
nT

∑
i∈T

[
1{F−1

∆Y0t |Dt=0(F∆Y0t−1|Dt=1(∆Y0t−1,i))≤ y−F−1
Y0t−1|Dt=1(F̂Y0t−2|Dt=1(Y0t−2,i))}

]
(1.34)

− 1
nT

∑
i∈T

[
1{F−1

∆Y0t |Dt=0(F∆Y0t−1|Dt=1(∆Y0t−1,i))≤ y−F−1
Y0t−1|Dt=1(FY0t−2|Dt=1(Y0t−2,i))}

]∣∣∣∣∣
+ sup

y

∣∣∣∣∣ 1
nT

∑
i∈T

[
1{F−1

∆Y0t |Dt=0(F∆Y0t−1|Dt=1(∆Y0t−1,i))≤ y−F−1
Y0t−1|Dt=1(FY0t−2|Dt=1(Y0t−2,i))}

]
(1.35)

−E
[
1{F−1

∆Y0t |Dt=0(F∆Y0t−1|Dt=1(∆Y0t−1,i))≤ y−F−1
Y0t−1|Dt=1(FY0t−2|Dt=1(Y0t−2,i))}

]∣∣∣
Next, we show that each of the numbered equations above converges to 0.

Equation 1.31

sup
y

∣∣∣∣∣ 1
nT

∑
i∈T

[
1{F̂−1

∆Y0t |Dt=0(F̂∆Y0t−1|Dt=1(∆Y0t−1,i))≤ y− F̂−1
Y0t−1|Dt=1(F̂Y0t−2|Dt=1(Y0t−2,i))}

]
(1.36)

− 1
nT

∑
i∈T

[
1{F−1

∆Y0t |Dt=0(F̂∆Y0t−1|Dt=1(∆Y0t−1,i))≤ y− F̂−1
Y0t−1|Dt=1(F̂Y0t−2|Dt=1(Y0t−2,i))}

]∣∣∣∣∣
≤ sup

z

∣∣∣∣∣ 1
nT

∑
i∈T

[
1{F̂−1

∆Y0t |Dt=0(F̂∆Y0t−1|Dt=1(∆Y0t−1,i))≤ z}
]

(1.37)

− 1
nT

∑
i∈T

[
1{F−1

∆Y0t |Dt=0(F̂∆Y0t−1|Dt=1(∆Y0t−1,i))≤ z}
]∣∣∣∣∣

≤ sup
z
|F̂∆Y0t |Dt=0(z)−F∆Y0t |Dt=0(z)|+op(1) (1.38)

where Equation 1.38 holds by applying Lemma 7, Lemma 8, and Lemma 15 (below), and

the result holds by uniform convergence of empirical distributions as in Lemma 5.

Equation 1.32

sup
y

∣∣∣∣∣ 1
nT

∑
i∈T

[
1{F−1

∆Y0t |Dt=0(F̂∆Y0t−1|Dt=1(∆Y0t−1,i))≤ y− F̂−1
Y0t−1|Dt=1(F̂Y0t−2|Dt=1(Y0t−2,i))}

]
(1.39)
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− 1
nT

∑
i∈T

[
1{F−1

∆Y0t |Dt=0(F∆Y0t−1|Dt=1(∆Y0t−1,i))≤ y− F̂−1
Y0t−1|Dt=1(F̂Y0t−2|Dt=1(Y0t−2,i))}

]∣∣∣∣∣
≤ sup

q∈[0,1]

∣∣∣∣∣ 1
nT

∑
i∈T

[
1{∆Y0t−1,i ≤ F̂−1

∆Y0t−1|Dt=1(q)}
]

− 1
nT

∑
i∈T

[
1{∆Y0t−1,i ≤ F−1

∆Y0t−1|Dt=1(q)}
]∣∣∣∣∣+op(1) (1.40)

= sup
q∈[0,1]

∣∣∣F∆Y0t−1|Dt=1(F̂
−1
∆Y0t−1|Dt=1

(q))−F∆Y0t−1|Dt=1(F
−1
∆Y0t−1|Dt=1

(q))
∣∣∣+op(1) (1.41)

= sup
q∈[0,1]

∣∣∣ f∆Y0t−1|Dt=1(F
−1
∆Y0t−1

(q))(F̂−1
∆Y0t−1|Dt=1

(q)− F̂−1
∆Y0t−1|Dt=1

(q))
∣∣∣+op(1) (1.42)

≤ sup
q∈[0,1]

∣∣∣ f∆Y0t−1|Dt=1(F
−1
∆Y0t−1

(q))
∣∣∣ sup

q∈[0,1]

∣∣∣F̂−1
∆Y0t−1|Dt=1

(q)− F̂−1
∆Y0t−1|Dt=1

(q)
∣∣∣+op(1)

(1.43)

where Equation 1.42 holds by a Taylor Expansion Equation 1.43 applies the Cauchy-

Schwarz inequality. The first term in Equation 1.43 is bounded from above by assumption

while the second term converges to 0 by Lemma 6.

Equation 1.33

sup
y

∣∣∣∣∣ 1
nT

∑
i∈T

[
1{F−1

∆Y0t |Dt=0(F∆Y0t−1|Dt=1(∆Y0t−1,i))≤ y− F̂−1
Y0t−1|Dt=1(F̂Y0t−2|Dt=1(Y0t−2,i))}

]
(1.44)

− 1
nT

∑
i∈T

[
1{F−1

∆Y0t |Dt=0(F∆Y0t−1|Dt=1(∆Y0t−1,i))≤ y−F−1
Y0t−1|Dt=1(F̂Y0t−2|Dt=1(Y0t−2,i))}

]∣∣∣∣∣
≤ sup

y,q∈[0,1]

∣∣∣F̂∆Y0t−1|Dt=1(F
−1
∆Y0t−1|Dt=1(F∆Y0t |Dt=0(y− F̂−1

Y0t−1|Dt=1(q)))) (1.45)

−F̂∆Y0t−1|Dt=1(F
−1
∆Y0t−1|Dt=1(F∆Y0t |Dt=0(y−F−1

Y0t−1|Dt=1(q))))
∣∣∣

= sup
y,q∈[0,1]

∣∣∣F∆Y0t |Dt=0(y− F̂−1
Y0t−1|Dt=1(q))−F∆Y0t |Dt=0(y−F−1

Y0t−1|Dt=1(q))
∣∣∣+op(1)

(1.46)

57



= sup
y,q∈[0,1]

∣∣∣ f∆Y0t |Dt=0(y−F−1
Y0t−1|Dt=1(q))(F̂

−1
Y0t−1|Dt=1(q)−F−1

Y0t−1|Dt=1(q))
∣∣∣+op(1)

(1.47)

≤ sup
∆

∣∣ f∆Y0t |Dt=0(∆)
∣∣ sup

q∈[0,1]

∣∣∣F̂−1
Y0t−1|Dt=1(q)−F−1

Y0t−1|Dt=1(q)
∣∣∣+op(1) (1.48)

where Equation 1.46 follows from Lemma 15 (below); Equation 1.47 is a Taylor expansion

of Equation 1.46; and Equation 1.48 follows from an application of the Cauchy-Schwarz

inequality. The first term in Equation 1.48 is bounded because f∆Y0t |Dt=1(·) is bounded; the

second term converges to 0 by Lemma 6.

Equation 1.34

sup
y

∣∣∣∣1n ∑1{F−1
∆Y0t |Dt=0(F∆Y0t−1|Dt=1(∆Yt−1,i))≤ y−F−1

Y0t−1|Dt=1(F̂Y0t−2|Dt=1(Yt−2, i))}

−1
n ∑1{F−1

∆Y0t |Dt=0(F∆Y0t−1|Dt=1(∆Yt−1,i))≤ y−F−1
Y0t−1|Dt=1(FY0t−2|Dt=1(Yt−2, i))}

∣∣∣∣
≤ sup

y,z
|F̂∆Y0t−1|Dt=1(F

−1
∆Y0t−1|Dt=1(F∆Y0t |Dt=0(y−F−1

Y0t−1|Dt=1(F̂Y0t−2|Dt=1(z))))) (1.49)

− F̂∆Y0t−1|Dt=1(F
−1
∆Y0t−1|Dt=1(F∆Y0t |Dt=0(y−F−1

Y0t−1|Dt=1(FY0t−2|Dt=1(z)))))|

= sup
y,z
|F∆Y0t |Dt=0(y−F−1

Y0t−1|Dt=1(F̂Y0t−2|Dt=1(z))) (1.50)

−F∆Y0t |Dt=0(y−F−1
Y0t−1|Dt=1(FY0t−2|Dt=1(z)))|+op(1)

= sup
y,z

∣∣∣∣∣− f∆Y0t |Dt=0(y−F−1
Y0t−1|Dt=1(FY0t−2|Dt=1(z)))

fY0t−1|Dt=1(F
−1
Y0t−1|Dt=1(FY0t−2|Dt=1(z)))

(F̂Y0t−2|Dt=1(z)−FY0t−2|Dt=1(z))

∣∣∣∣∣+op(1)

(1.51)

≤ sup
∆,z

∣∣∣∣∣ f∆Y0t |Dt=0(∆)

fY0t−1|Dt=1(F
−1
Y0t−1|Dt=1(FY0t−2|Dt=1(z)))

∣∣∣∣∣sup
z

∣∣F̂Y0t−2|Dt=1(z)−FY0t−2|Dt=1(z)
∣∣

(1.52)

where Equation 1.50 holds by an application of Lemma 15 (below). Equation 1.51 is a

Taylor expansion of Equation 1.50. Equation 1.52 applies the Cauchy-Schwarz inequality.

The first term is bounded because f∆Y0t |Dt=0(·) is bounded from above and fY0t−1|Dt=1(·) is
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bounded away from 0; and the second term converges to 0 by Lemma 5.

Equation 1.35

sup
y

∣∣∣∣∣ 1
nT

∑
i∈T

[
1{F−1

∆Y0t |Dt=0(F∆Y0t−1|Dt=1(∆Y0t−1,i))≤ y−F−1
Y0t−1|Dt=1(FY0t−2|Dt=1(Y0t−2,i))}

]
−E

[
1{F−1

∆Y0t |Dt=0(F∆Y0t−1|Dt=1(∆Y0t−1,i))≤ y−F−1
Y0t−1|Dt=1(FY0t−2|Dt=1(Y0t−2,i))}

]∣∣∣
converges to 0 by the uniform law of large numbers.

Next, F̂Y0t |Dt=1(y) converges to FY0t |Dt=1(y) uniformly in y implies

F̂Y0t |Dt=1(y)
a.s.−−→ FY0t |Dt=1(y)

for all y. Let V ∼Φ(·)≡ N(0,1). This implies that for q ∈ (0,1),

Φ(F̂−1
Y0t |Dt=1(q)) = P(F̂Y0t |Dt=1(V )≤ q) (1.53)

Moreover, because F̂Y0t |Dt=1(y)
a.s.−−→ FY0t |Dt=1(y),

P(F̂Y0t |Dt=1(V )≤ q) a.s.−−→ P(FY0t |Dt=1(V )≤ q) (1.54)

Then, applying the continuous transformation Φ−1(·) to the left hand side of Equation 1.53

and to the right hand side of Equation 1.54 implies F̂−1
Y0t |Dt=1(τ)

a.s.−−→ F−1
Y0t |Dt=1(τ). The result

then follows by the convergence of F̂−1
Y1t |Dt=1(τ) and Slutsky’s Lemma.

Case 2: Covariates

The preceding results will continue to go through provided we show two additional

things (i) sup∆ |F̂∆Y0t |Dt=1(∆)−F∆Y0t |Dt=1(∆)|
p−→ 0 and (ii) a result similar to Lemma 8 that

allows us to move the empirical quantiles of this distribution to the other side of the in-

equality inside of an indicator function.
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For (i), notice that

sup
∆

|F̂∆Y0t |Dt=1(∆)−F∆Y0t |Dt=1(∆)|

≤ sup
∆

∣∣∣∣∣1n n

∑
i=1

1−Dit

p
p̂(Xi)

1− p̂(Xi)
1{∆Yit ≤ ∆}− 1

n

n

∑
i=1

1−Dit

p
p(Xi)

1− p(Xi)
1{∆Yit ≤ ∆}

∣∣∣∣∣
(1.55)

+ sup
∆

∣∣∣∣∣1n n

∑
i=1

1−Dit

p
p(Xi)

1− p(Xi)
1{∆Yit ≤ ∆}−E

[
1−Dt

p
p(X)

1− p(X)
1{∆Yt ≤ ∆}

]∣∣∣∣∣
(1.56)

Notice that Equation 1.55 is equal to

sup
∆

∣∣∣∣∣1n n

∑
i=1

1−Dit

p

(
p̂(Xi)− p(Xi)

(1− p̂(Xi))(1− p(Xi))

)
1{∆Yit ≤ ∆}

∣∣∣∣∣
≤C sup

x
|p̂(x)− p(x)| p−→ 0

which follows because of the uniform convergence of the estimated propensity score, p is

bounded away from 0 by Assumption 8 , p(·) is bounded away from 1 by Assumption 8,

and p̂(·) is bounded away from 1 with probability 1 by the uniform convergence of the of

the estimated propensity score. The uniform convergence of the propensity score estimated

by series logit under identical conditions to those in the current chapter is established in

Hirano, Imbens, and Ridder (2003, Lemma 1). Uniform convergence of the propensity

score when it is estimated parametrically is guaranteed by the conditions of Assumption 10.

Equation 1.56 converges to 0 by the uniform law of large numbers.

For (ii), we first show that

√
n

(
1
n ∑

i=1
1{F̂∆Y0t |Dt=1(Xi)≤ q}− 1

n

n

∑
i=1

1{Xi ≤ F̂−1
∆Y0t |Dt=1(q)}

)
p−→ 0
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This follows because

∣∣∣∣∣1n n

∑
i=1

(
1{F̂∆Y0t |Dt=1(Xi)≤ q}−1{Xi ≤ F̂−1

∆Y0t |Dt=1(q)}
)∣∣∣∣∣≤ C

n

where C is an arbitrary constant and the result holds because the difference is equal to 0 if

q ∈ Range(F̂∆Y0t |Dt=1) and is less than or equal to 1
np×max

{
p̂(Xi)

1−p̂(Xi)

}
which is less than or

equal to C
n because p̂(·) is bounded away from 0 and 1 with probability 1 and p is greater

than 0. This implies the first part. The main result holds by exactly the same reasoning as

Lemma 8.

1.8.4 Asymptotic Normality

In this section we derive the asymptotic distribution of ˆQTT. We make use of several

lemmas in this section and state these first.

LEMMA 9. (i)
√

n(F̂X(x)−FX(x))
d−→N(0, p(1− p)) where p=FX(x), and (ii)

√
n(F̂X(x)−

FX(x)) =
√

n
(1

n ∑
n
i=1 1{Xi ≤ x}−E[1{Xi ≤ x}]

)
.

LEMMA 10. For 0≤ τ ≤ 1, (i)
√

n(F̂−1
X (τ)−F−1

X (τ))
d−→N

(
0, τ(1−τ)

f 2
X (F

−1
X (τ))

)
, and (ii)

√
n(F̂−1

X (τ)−

F−1
X (τ)) = 1

fX (F−1
X (τ))

√
n
(1

n ∑
n
i=1 1{Xi ≤ F−1

X (τ)}−E[1{Xi ≤ F−1
X (τ)}]

)
+op(1)

Proof. See Van der Vaart (2000, pp. 307-308)

LEMMA 11. Uniform Convergence of empricial distribution For 0≤ δ < 1/2, supx nδ |F̂X(x)−

FX(x)|
p−→ 0

LEMMA 12. Uniform Convergence of empricial quantiles For 0≤ δ < 1/2, supq∈(0,1) nδ |F̂−1
X (q)−

F−1
X (q)| p−→ 0

LEMMA 13.
√

n(F̂X(F̂−1
X (τ))− τ)

p−→ 0

Proof. From the definitions of empirical distributions and empirical quantiles, it is easy to

see that 0≤ F̂X(F̂−1
X (τ))− τ ≤ 1

n which implies the result.
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LEMMA 14. supx
√

n|F̂X(x)−FX(x)− fX(x)(F̂−1
X (FX(x))− x)| p−→ 0

Proof. The result holds because

F̂−1
X (FX(x))− x = F̂−1

X (FX(x))−F−1
X (FX(x))

=
1

fX(F−1
X (FX(x)))

(
F̂X(F−1

X (FX(x)))−FX(F−1
X (FX(x)))

)
+op(1/

√
n)

=
1

fX(x)

(
F̂X(x)−FX(x)

)
+op(1/

√
n)

where the second equality uses Lemma 4.

LEMMA 15. For δ > 1/2, y ∈ Y , (y+ x) ∈ Y , supx≤n−δ

√
n|F̂Y (y+ x)− F̂Y (y)− (FY (y+

x)−FY (y))|
p−→ 0.

Proof. This is a special case of Lemma A.5 in Athey and Imbens (2006)

LEMMA 16. If fZ(z), fY (y), and ∂ fZ
∂ z (z) are bounded, then

sup
x

√
n
∣∣FZ(F̂−1

Y (F̂X(x)))−FZ(F−1
Y (F̂X(x)))−

{
FZ(F̂−1

Y (FX(x)))−FZ(F−1
Y (FX(x)))

}∣∣ p−→ 0

Proof. First, note that by Taylor expansions

FZ(F̂−1
Y (F̂X(x)))−FZ(F−1

Y (F̂X(x))) = fZ(F−1
Y (F̂X(x)))(F̂−1

Y (F̂X(x))−F−1
Y (F̂X(x)))+op(1)

(1.57)

and

FZ(F̂−1
Y (FX(x)))−FZ(F−1

Y (FX(x))) = fZ(F−1
Y (FX(x)))(F̂−1

Y (FX(x))−F−1
Y (FX(x)))+op(1)

=
(

fZ(F−1
Y (FX(x)))− fZ(F−1

Y (F̂X(x)))
)
(F̂−1

Y (FX(x))−F−1
Y (FX(x)))

+ fZ(F−1
Y (F̂X(x)))(F̂−1

Y (FX(x))−F−1
Y (FX(x))))+op(1)

(1.58)
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This implies that

sup
x

√
n
∣∣FZ(F̂−1

Y (F̂X(x)))−FZ(F−1
Y (F̂X(x)))−

{
FZ(F̂−1

Y (FX(x)))−FZ(F−1
Y (FX(x)))

}∣∣
≤ sup

x

√
n
∣∣ fZ(F−1

Y (F̂X(x)))
(
F̂−1

Y (F̂X(x))−F−1
Y (F̂X(x)))−

{
F̂−1

Y (FX(x))−F−1
Y (FX(x)))

})∣∣
+ sup

x

√
n
∣∣( fZ(F−1

Y (FX(x)))− fZ(F−1
Y (F̂X(x)))

)
(F̂−1

Y (FX(x))−F−1
Y (FX(x)))

∣∣+op(1)

(1.59)

p−→ 0

The first term in Equation 1.59 converges to 0 because fZ(F−1
Y (F̂X(x))) is bounded by as-

sumption and Lemma 15 implies
√

n
(
F̂−1

Y (F̂X(x))−F−1
Y (F̂X(x)))−

{
F̂−1

Y (FX(x))−F−1
Y (FX(x)))

})
converges to 0. For the second term, (F̂−1

Y (FX(x))−F−1
Y (FX(x))) is clearly Op(1/

√
n). The

term
(

fZ(F−1
Y (FX(x)))− fZ(F−1

Y (F̂X(x)))
)

is also Op(1/
√

n) which can be seen by taking

a Taylor approximation and using the assumptions that fY (y) and ∂ fZ
∂ z (z) are bounded. This

implies the result.

√
n
(
F̂−1

Y (F̂X(x))−F−1
Y (F̂X(x)))−

{
F̂−1

Y (FX(x))−F−1
Y (FX(x)))

})
=

1
fY (F−1

Y (F̂X(x)))

{
F̂Y (F−1

Y (F̂X(x)))−FY (F−1
Y (F̂X(x)))

}
− 1

fY (F−1
Y (FX(x)))

{
F̂Y (F−1

Y (FX(x)))−FY (F−1
Y (FX(x)))

}

LEMMA 17. One Sample V-Statistic

1
n2

n

∑
i=1

n

∑
j=1

g(Xi,Yj) =
1
n

n

∑
i=1

g1(Xi)+
1
n

n

∑
i=1

g2(Yi)−µ +op(1)

where g1(x) = E[g(x,Y )], g2(y) = E[g(X ,y)], and µ = E[g(X ,Y )].
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LEMMA 18. Two Sample V-Statistic

1
n1n2

n

∑
i∈G1

n

∑
j∈G2

g(Xi,Yj) =
1
n1

n1

∑
i=1

g1(Xi)+
1
n2

n2

∑
i=1

g2(Yi)−µ +op(1)

where g1(x) = E[g(x,Y )], g2(y) = E[g(X ,y)], and µ = E[g(X ,Y )].

Proof. The proofs of Lemma 17 and Lemma 18 are omitted as these are well known results.

Useful references are Newey and McFadden (1994, p. 2200), Lee (1990), and Van der Vaart

(2000).

LEMMA 19. Asymptotic Representation of
√

n
(
P̂(Y0t ≤ y|Dt = 1)−P(Y0t ≤ y|Dt = 1)

)
Let µ̂1, µ̂2, µ̂3, µ̂4, and µ̂5 be defined as in the main text and restated here:16

µ̂1 =
1

nT nC
∑
i∈T

∑
j∈C

1{∆Y0t, j ≤ (y−F−1
Y0t−1|Dt=1(FY0t−2|Dt=1(Y0t−2,i)))}

−F∆Y0t |Dt=0(y−F−1
Y0t−1|Dt=1(FY0t−2|Dt=1(Y0t−2,i)))

≡ 1
nT nC

∑
i∈T

∑
j∈C

φ1(Y0t−2,i,∆Y0t, j)

µ̂2 =
1

n2
T

∑
i∈T

∑
j∈T

1{∆Y0t−1, j ≤ F−1
∆Y0t−1|Dt=1

(F∆Y0t |Dt=0(y−F−1
Y0t−1|Dt=1(FY0t−2|Dt=1(Y0t−2,i)))}

−F∆Y0t−1|Dt=1(F
−1
∆Y0t−1|Dt=1

(F∆Y0t |Dt=0(y−F−1
Y0t−1|Dt=1(FY0t−2|Dt=1(Y0t−2,i))))]

≡ 1
n2

T
∑
i∈T

∑
j∈T

φ2(Yt−2,i,∆Yt−1, j)

µ̂3 =
1

n2
T

∑
i∈T

∑
j∈T

f∆Y0t |Dt=0(y−F−1
Y0t−1|Dt=1(FY0t−2|Dt=1(Y0t−2,i)))

fY0t−1|Dt=1(FY0t−2|Dt=1(Y0t−2,i))

×
(

1{Y0t−1, j ≤ F−1
Y0t−1|Dt=1(FY0t−2|Dt=1(Y0t−2,i))}

−FY0t−1|Dt=1(F
−1

Y0t−1|Dt=1(FY0t−2|Dt=1(Y0t−2,i)))
)

16It should be noted that each µ̂ and µ j(·) depends on the value of y. We suppress this dependence
throughout each of the Lemmas

64



≡ 1
n2

T
∑
i∈T

∑
j∈T

φ3(Yt−1,i,Yt−2, j)

µ̂4 =
1

n2
T

∑
i∈T

∑
j∈T

f∆Y0t |Dt=0(y−F−1
Y0t−1|Dt=1(FY0t−2|Dt=1(Y0t−2,i)))

fY0t−1|Dt=1(F
−1

Y0t−1|Dt=1(FY0t−2|Dt=1(Y0t−2,i)))

×
(
1{Y0t−2, j ≤ Y0t−2,i}−FY0t−2|Dt=1(Y0t−2,i)]

)
≡ 1

n2
T

∑
i∈T

∑
j∈T

φ4(Yt−2,i,Yt−2, j)

µ̂5 =
1

nT
∑
i∈T

[
1{F−1

∆Y0t |Dt=0(F∆Y0t−1|Dt=1(∆Y0t−1,i))≤ y−F−1
Y0t−1|Dt=1(FY0t−2|Dt=1(Y0t−2,i))}

]
−E

[
1{F−1

∆Y0t |Dt=0(F∆Y0t−1|Dt=1(∆Y0t−1,i))≤ y−F−1
Y0t−1|Dt=1(FY0t−2|Dt=1(Y0t−2,i))}|Dt = 1

]
≡ 1

nT
∑
i∈T

φ5(∆Yt−1,i,Y0t−2,i)

Then,

√
n
(
P̂(Y0t ≤ y|Dt = 1)−P(Y0t ≤ y|Dt = 1)− µ̂1− µ̂2− µ̂3− µ̂4− µ̂5

) p−→ 0

Proof. To prove the lemma, we add and subtract a number of terms and then show that

each term converges in probability to 0.

√
n
(
P̂(Y0t ≤ y|Dt = 1)−P(Y0t ≤ y|Dt = 1)− µ̂1− µ̂2− µ̂3− µ̂4− µ̂5

)
=
√

n

(
1

nT
∑
i∈T

[
1{F̂−1

∆Y0t |Dt=0(F̂∆Y0t−1|Dt=1(∆Y0t−1,i))≤ y− F̂−1
Y0t−1|Dt=1(F̂Y0t−2|Dt=1(Y0t−2,i))}

]
− E

[
1{F−1

∆Y0t |Dt=0(F∆Y0t−1|Dt=1(∆Y0t−1,i))≤ y−F−1
Y0t−1|Dt=1(FY0t−2|Dt=1(Y0t−2,i))}|Dt = 1

]
−µ̂1− µ̂2− µ̂3− µ̂4− µ̂5) (1.60)

=
√

n

(
1

nT
∑
i∈T

[
1{F̂−1

∆Y0t |Dt=0(F̂∆Y0t−1|Dt=1(∆Y0t−1,i))≤ y− F̂−1
Y0t−1|Dt=1(F̂Y0t−2|Dt=1(Y0t−2,i))}

]
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− 1
nT

∑
i∈T

[
1{F−1

∆Y0t |Dt=0(F̂∆Y0t−1|Dt=1(∆Y0t−1,i))≤ y− F̂−1
Y0t−1|Dt=1(F̂Y0t−2|Dt=1(Y0t−2,i))}

]
− µ̂1

)
(1.61)

+
√

n

(
1

nT
∑
i∈T

[
1{F−1

∆Y0t |Dt=0(F̂∆Y0t−1|Dt=1(∆Y0t−1,i))≤ y− F̂−1
Y0t−1|Dt=1(F̂Y0t−2|Dt=1(Y0t−2,i))}

]
− 1

nT
∑
i∈T

[
1{F−1

∆Y0t |Dt=0(F∆Y0t−1|Dt=1(∆Y0t−1,i))≤ y− F̂−1
Y0t−1|Dt=1(F̂Y0t−2|Dt=1(Y0t−2,i))}

]
− µ̂2

)
(1.62)

+
√

n

(
1

nT
∑
i∈T

[
1{F−1

∆Y0t |Dt=0(F∆Y0t−1|Dt=1(∆Y0t−1,i))≤ y− F̂−1
Y0t−1|Dt=1(F̂Y0t−2|Dt=1(Y0t−2,i))}

]
− 1

nT
∑
i∈T

[
1{F−1

∆Y0t |Dt=0(F∆Y0t−1|Dt=1(∆Y0t−1,i))≤ y−F−1
Y0t−1|Dt=1(F̂Y0t−2|Dt=1(Y0t−2,i))}

]
− µ̂3

)
(1.63)

+
√

n

(
1

nT
∑
i∈T

[
1{F−1

∆Y0t |Dt=0(F∆Y0t−1|Dt=1(∆Y0t−1,i))≤ y−F−1
Y0t−1|Dt=1(F̂Y0t−2|Dt=1(Y0t−2,i))}

]
− 1

nT
∑
i∈T

[
1{F−1

∆Y0t |Dt=0(F∆Y0t−1|Dt=1(∆Y0t−1,i))≤ y−F−1
Y0t−1|Dt=1(FY0t−2|Dt=1(Y0t−2,i))}

]
− µ̂4

)
(1.64)

+
√

n

(
1

nT
∑
i∈T

[
1{F−1

∆Y0t |Dt=0(F∆Y0t−1|Dt=1(∆Y0t−1,i))≤ y−F−1
Y0t−1|Dt=1(FY0t−2|Dt=1(Y0t−2,i))}

]
− E

[
1{F−1

∆Y0t |Dt=0(F∆Y0t−1|Dt=1(∆Y0t−1,i))≤ y−F−1
Y0t−1|Dt=1(FY0t−2|Dt=1(Y0t−2,i))}|Dt = 1

]
− µ̂5

)
(1.65)

Next, we show that Equation 1.61, Equation 1.62, Equation 1.63, and Equation 1.64

each converge to 0. We analyze each equation in turn.

Equation 1.61:

Recall

µ̂1 =
1

nT nC
∑
i∈T

∑
j∈C

1{∆Y0t, j ≤ (y−F−1
Y0t−1|Dt=1(FY0t−2|Dt=1(Y0t−2,i)))}

66



−F∆Y0t |Dt=0(y−F−1
Y0t−1|Dt=1(FY0t−2|Dt=1(Y0t−2,i)))

Next, notice that

=
√

n

∣∣∣∣∣ 1
nT

∑
i∈T

[
1{F̂−1

∆Y0t |Dt=0(F̂∆Y0t−1|Dt=1(∆Y0t−1,i))≤ y− F̂−1
Y0t−1|Dt=1(F̂Y0t−2|Dt=1(Y0t−2,i))}

]
− 1

nT
∑
i∈T

[
1{F−1

∆Y0t |Dt=0(F̂∆Y0t−1|Dt=1(∆Y0t−1,i))≤ y− F̂−1
Y0t−1|Dt=1(F̂Y0t−2|Dt=1(Y0t−2,i))}

]
− µ̂1

∣∣∣∣∣
(1.66)

=
√

n

∣∣∣∣∣ 1
nT

∑
i∈T

[
1{F̂−1

∆Y0t |Dt=0(F̂∆Y0t−1|Dt=1(∆Y0t−1,i))≤ g(Y0t−2,i)}
]

− 1
nT

∑
i∈T

[
1{F−1

∆Y0t |Dt=0(F̂∆Y0t−1|Dt=1(∆Y0t−1,i))≤ g(Y0t−2,i)}
]
− µ̂1

∣∣∣∣∣ (1.67)

≤
√

n

∣∣∣∣∣ 1
nT

∑
i∈T

[
1{F̂−1

∆Y0t |Dt=0(F̂∆Y0t−1|Dt=1(∆Y0t−1,i))≤ g(Y0t−2,i)}
]

− 1
nT

∑
i∈T

[
1{∆Y0t−1,i ≤ F̂−1

∆Y0t−1|Dt=1(F̂∆Y0t |Dt=0(g(Y0t−2,i)))}
]∣∣∣∣∣ (1.68)

+
√

n

∣∣∣∣∣ 1
nT

∑
i∈T

[
1{∆Y0t−1,i ≤ F̂−1

∆Y0t−1|Dt=1(F∆Y0t |Dt=0(g(Y0t−2,i)))}
]

− 1
nT

∑
i∈T

[
1{F−1

∆Y0t |Dt=0(F̂∆Y0t−1|Dt=1(∆Y0t−1,i))≤ g(Y0t−2,i)}
]∣∣∣∣∣ (1.69)

+
√

n

∣∣∣∣∣ 1
nT

∑
i∈T

[
1{∆Y0t−1,i ≤ F̂−1

∆Y0t−1|Dt=1(F̂∆Y0t |Dt=0(g(Y0t−2,i)))}
]

− 1
nT

∑
i∈T

[
1{∆Y0t−1,i ≤ F̂−1

∆Y0t−1|Dt=1(F∆Y0t |Dt=0(g(Y0t−2,i)))}
]
− µ̂1

∣∣∣∣∣
(1.70)

≤ sup
z

√
n

∣∣∣∣∣ 1
nT

∑
i∈T

[
1{F̂−1

∆Y0t |Dt=0(F̂∆Y0t−1|Dt=1(∆Y0t−1,i))≤ g(z)}
]

− 1
nT

∑
i∈T

[
1{∆Y0t−1,i ≤ F̂−1

∆Y0t−1|Dt=1(F̂∆Y0t |Dt=0(g(z)))}
]∣∣∣∣∣ (1.71)

+ sup
z

√
n

∣∣∣∣∣ 1
nT

∑
i∈T

[
1{∆Y0t−1,i ≤ F̂−1

∆Y0t−1|Dt=1(F∆Y0t |Dt=0(g(z)))}
]
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− 1
nT

∑
i∈T

[
1{F−1

∆Y0t |Dt=0(F̂∆Y0t−1|Dt=1(∆Y0t−1,i))≤ g(z)}
]∣∣∣∣∣ (1.72)

+
√

n

∣∣∣∣∣ 1
nT

∑
i∈T

[
1{∆Y0t−1,i ≤ F̂−1

∆Y0t−1|Dt=1(F̂∆Y0t |Dt=0(g(Y0t−2,i)))}
]

− 1
nT

∑
i∈T

[
1{∆Y0t−1,i ≤ F̂−1

∆Y0t−1|Dt=1(F∆Y0t |Dt=0(g(Y0t−2,i)))}
]
− µ̂1

∣∣∣∣∣
(1.73)

≤
√

n

∣∣∣∣∣ 1
nT

∑
i∈T

[
1{∆Y0t−1,i ≤ F̂−1

∆Y0t−1|Dt=1(F̂∆Y0t |Dt=0(g(Y0t−2,i)))}
]

− 1
nT

∑
i∈T

[
1{∆Y0t−1,i ≤ F̂−1

∆Y0t−1|Dt=1(F∆Y0t |Dt=0(g(Y0t−2,i)))}
]

− 1
nT nC

∑
i∈T

∑
j∈C

1{∆Y0t, j ≤ g(Y0t−2,i)}−F∆Y0t |Dt=0(g(Y0t−2,i))

∣∣∣∣∣ (1.74)

+
√

n

∣∣∣∣∣ 1
nT nC

∑
i∈T

∑
j∈C

[
1{∆Y0t, j ≤ y− F̂−1

Y0t−1|Dt=1(F̂Y0t−2|Dt=1(Y0t−1,i))}

−F∆Y0t |Dt=0(y− F̂−1
Y0t−1|Dt=1(F̂Y0t−2|Dt=1(Y0t−1,i)))

]
− 1

nT nC
∑
i∈T

∑
j∈C

[
1{∆Y0t, j ≤ y−F−1

Y0t−1|Dt=1(FY0t−2|Dt=1(Y0t−1,i))}

−F∆Y0t |Dt=0(y−F−1
Y0t−1|Dt=1(FY0t−2|Dt=1(Y0t−1,i)))

]∣∣∣+op(1) (1.75)

≤ sup
z

√
n
∣∣∣F̂∆Y0t−1|Dt=1(F̂

−1
∆Y0t−1|Dt=1(F̂∆Y0t |Dt=0(g(z))))

− F̂∆Y0t−1|Dt=1(F̂
−1
∆Y0t−1|Dt=1(F∆Y0t |Dt=0(g(z))))

−
{

F̂∆Y0t |Dt=0(g(z))−F∆Y0t |Dt=0(g(z))
}∣∣ (1.76)

+ sup
z

√
n
∣∣∣F̂∆Y0t |Dt=0(y− F̂−1

Y0t−1|Dt=1(F̂Y0t−2|Dt=1(z)))

−F∆Y0t |Dt=0(y− F̂−1
Y0t−1|Dt=1(F̂Y0t−2|Dt=1(z)))

− F̂∆Y0t |Dt=0(y−F−1
Y0t−1|Dt=1(FY0t−2|Dt=1(z)))

−F∆Y0t |Dt=0(y−F−1
Y0t−1|Dt=1(FY0t−2|Dt=1(z)))

∣∣∣+op(1) (1.77)

p−→ 0
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Equation 1.71 and Equation 1.72 converge to 0 by Lemma 7 and Lemma 8, respectively.

Equation 1.76 converges to 0 by an application of Lemma 13 followed by some simple

cancellations. Equation 1.77 converges to 0 by Lemma 15.

Equation 1.62: First, recall that

µ̂2 =
1

n2
T

∑
i∈T

∑
j∈T

1{∆Y0t−1, j ≤ F−1
∆Y0t−1|Dt=1

(F∆Y0t |Dt=0(y−F−1
Y0t−1|Dt=1(FY0t−2|Dt=1(Y0t−2,i)))}

−F∆Y0t−1|Dt=1(F
−1
∆Y0t−1|Dt=1

(F∆Y0t |Dt=0(y−F−1
Y0t−1|Dt=1(FY0t−2|Dt=1(Y0t−2,i))))]

Then,

√
n

(
1

nT
∑
i∈T

[
1{F−1

∆Y0t |Dt=0(F̂∆Y0t−1|Dt=1(∆Y0t−1,i))≤ y− F̂−1
Y0t−1|Dt=1(F̂Y0t−2|Dt=1(Y0t−2,i))}

]
− 1

nT
∑
i∈T

[
1{F−1

∆Y0t |Dt=0(F∆Y0t−1|Dt=1(∆Y0t−1,i))≤ y− F̂−1
Y0t−1|Dt=1(F̂Y0t−2|Dt=1(Y0t−2,i))}

]
− µ̂2

)

≤
√

n

∣∣∣∣∣ 1
nT

∑
i∈T

[
1{F−1

∆Y0t |Dt=0(F̂∆Y0t−1|Dt=1(∆Y0t−1,i))≤ y− F̂−1
Y0t−1|Dt=1(F̂Y0t−2|Dt=1(Y0t−2,i))}

]
− 1

nT
∑
i∈T

[
1{∆Y0t−1,i ≤ F̂−1

∆Y0t−1|Dt=1(F∆Y0t |Dt=0(y− F̂−1
Y0t−1|Dt=1(F̂Y0t−2|Dt=1(Y0t−2,i))))}

]∣∣∣∣∣
−

∣∣∣∣∣ 1
nT

∑
i∈T

[
1{∆Y0t−1,i ≤ F̂−1

∆Y0t−1|Dt=1(F∆Y0t |Dt=0(y− F̂−1
Y0t−1|Dt=1(F̂Y0t−2|Dt=1(Y0t−2,i))))}

]
− 1

nT
∑
i∈T

[
1{∆Y0t−1,i ≤ F−1

∆Y0t−1|Dt=1(F∆Y0t |Dt=0(y− F̂−1
Y0t−1|Dt=1(F̂Y0t−2|Dt=1(Y0t−2,i))))}

]
− µ̂2

∣∣∣∣∣
(1.78)

≤ sup
z

√
n

∣∣∣∣∣ 1
nT

∑
i∈T

[
∆Y0t−1,i ≤ F̂−1

∆Y0t−1|Dt=1(F∆Y0t |Dt=0(g(z)))
]

− 1
nT

∑
i∈T

[
∆Y0t−1,i ≤ F−1

∆Y0t−1|Dt=1
(F∆Y0t |Dt=0(g(z)))

]
− 1

n2
T

∑
i∈T

∑
j∈T

1{∆Y0t−1, j ≤ F−1
∆Y0t−1|Dt=1

(F∆Y0t |Dt=0(y−F−1
Y0t−1|Dt=1(FY0t−2|Dt=1(z)))}
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−F∆Y0t−1|Dt=1(F
−1
∆Y0t−1|Dt=1

(F∆Y0t |Dt=0(y−F−1
Y0t−1|Dt=1(FY0t−2|Dt=1(z))))]

∣∣∣+op(1)

(1.79)

≤ sup
z

√
n
∣∣∣F̂∆Y0t−1|Dt=1(F̂

−1
∆Y0t−1|Dt=1(F∆Y0t |Dt=0(g(z))))

− F̂∆Y0t−1|Dt=1(F
−1
∆Y0t−1|Dt=1

(F∆Y0t |Dt=0(g(z))))

−
(

F∆Y0t−1|Dt=1(F̂
−1
∆Y0t−1|Dt=1(F∆Y0t |Dt=0(g(z))))

− F∆Y0t−1|Dt=1(F
−1
∆Y0t−1|Dt=1

(F∆Y0t |Dt=0(g(z))))
)∣∣∣ (1.80)

+ sup
z

√
n
∣∣∣F∆Y0t−1|Dt=1(F̂

−1
∆Y0t−1|Dt=1(F∆Y0t |Dt=0(g(z))))

− F∆Y0t−1|Dt=1(F
−1
∆Y0t−1|Dt=1

(F∆Y0t |Dt=0(g(z))))
)

−
(

F∆Y0t−1|Dt=1(F̂
−1
∆Y0t−1|Dt=1(F∆Y0t |Dt=0(y−F−1

Y0t−1|Dt=1(FY0t−2|Dt=1(z))))))

− F∆Y0t−1|Dt=1(F
−1
∆Y0t−1|Dt=1

(F∆Y0t |Dt=0(y−F−1
Y0t−1|Dt=1(FY0t−2|Dt=1(z))))))

)∣∣∣
(1.81)

+ sup
z

√
n
∣∣∣F∆Y0t−1|Dt=1(F̂

−1
∆Y0t−1|Dt=1(F∆Y0t |Dt=0(y−F−1

Y0t−1|Dt=1(FY0t−2|Dt=1(z))))))

− F∆Y0t−1|Dt=1(F
−1
∆Y0t−1|Dt=1

(F∆Y0t |Dt=0(y−F−1
Y0t−1|Dt=1(FY0t−2|Dt=1(z))))))

)
−F∆Y0t−1|Dt=1(F̂

−1
∆Y0t−1|Dt=1(F∆Y0t |Dt=0(y−F−1

Y0t−1|Dt=1(FY0t−2|Dt=1(z)))

−F∆Y0t−1|Dt=1(F
−1
∆Y0t−1|Dt=1

(F∆Y0t |Dt=0(y−F−1
Y0t−1|Dt=1(FY0t−2|Dt=1(z))))]

∣∣∣+op(1)

(1.82)

p−→ 0

where Equation 1.80 converges to 0 by Lemma 15, Equation 1.81 converges to 0 by several

Taylor expansions (the result is similar to the proof of Lemma 16), and Equation 1.82

converges to 0 by first noticing the following Taylor expansion

√
n
(

F∆Y0t−1|Dt=1(F̂
−1
∆Y0t−1|Dt=1(F∆Y0t |Dt=0(y−F−1

Y0t−1|Dt=1(FY0t−2|Dt=1(z)))))

−F∆Y0t−1|Dt=1(F
−1
∆Y0t−1|Dt=1

(F∆Y0t |Dt=0(y−F−1
Y0t−1|Dt=1(FY0t−2|Dt=1(z)))))

)
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= f∆Y0t−1|Dt=1(F
−1
∆Y0t−1|Dt=1

(F∆Y0t |Dt=0(y−F−1
Y0t−1|Dt=1(FY0t−2|Dt=1(z)))))

×
√

n
(

F̂−1
∆Y0t−1|Dt=1(F∆Y0t |Dt=0(y−F−1

Y0t−1|Dt=1(FY0t−2|Dt=1(z))))

−F−1
∆Y0t−1|Dt=1(F∆Y0t |Dt=0(y−F−1

Y0t−1|Dt=1(FY0t−2|Dt=1(z))))
)
+op(1)

(1.83)

and then noting that

√
n
(

F̂−1
∆Y0t−1|Dt=1(F∆Y0t |Dt=0(y−F−1

Y0t−1|Dt=1(FY0t−2|Dt=1(z))))

−F−1
∆Y0t−1|Dt=1(F∆Y0t |Dt=0(y−F−1

Y0t−1|Dt=1(FY0t−2|Dt=1(z))))
)

=
1

f∆Y0t−1|Dt=1(F
−1
∆Y0t−1|Dt=1

(F∆Y0t |Dt=0(y−F−1
Y0t−1|Dt=1(FY0t−2|Dt=1(z)))))

×
√

n
(

F̂∆Y0t−1|Dt=1(F
−1
∆Y0t−1|Dt=1(F∆Y0t |Dt=0(y−F−1

Y0t−1|Dt=1(FY0t−2|Dt=1(z)))))

−F∆Y0t |Dt=0(y−F−1
Y0t−1|Dt=1(FY0t−2|Dt=1(z)))

)
(1.84)

which holds by Lemma 10. Combining Equation 1.83 and Equation 1.84 completes the

result.

Equation 1.63: Recall that

µ̂3 =
1

n2
T

∑
i∈T

∑
j∈T

f∆Y0t |Dt=0(y−F−1
Y0t−1|Dt=1(FY0t−2|Dt=1(Y0t−2,i)))

fY0t−1|Dt=1(FY0t−2|Dt=1(Y0t−2,i))

×
(

1{Y0t−1, j ≤ F−1
Y0t−1|Dt=1(FY0t−2|Dt=1(Y0t−2,i))}

−FY0t−1|Dt=1(F
−1

Y0t−1|Dt=1(FY0t−2|Dt=1(Y0t−2,i)))
)

Then,

√
n

(
1

nT
∑
i∈T

[
1{F−1

∆Y0t |Dt=0(F∆Y0t−1|Dt=1(∆Y0t−1,i))≤ y− F̂−1
Y0t−1|Dt=1(F̂Y0t−2|Dt=1(Y0t−2,i))}

]
− 1

nT
∑
i∈T

[
1{F−1

∆Y0t |Dt=0(F∆Y0t−1|Dt=1(∆Y0t−1,i))≤ y−F−1
Y0t−1|Dt=1(F̂Y0t−2|Dt=1(Y0t−2,i))}

]
− µ̂3

)
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≤
√

n

∣∣∣∣∣ 1
nT

∑
i∈T

[
1{∆Y0t−1,i ≤ F−1

∆Y0t−1|Dt=1(F∆Y0t |Dt=0(y− F̂−1
Y0t−1|Dt=1(F̂Y0t−2|Dt=1(Y0t−2,i))))}

]
− 1

nT
∑
i∈T

[
1{∆Y0t−1,i ≤ F−1

∆Y0t−1|Dt=1(F∆Y0t |Dt=0(y−F−1
Y0t−1|Dt=1(F̂Y0t−2|Dt=1(Y0t−2,i))))}

]
− µ̂3

∣∣∣∣∣
≤ sup

z

√
n
∣∣∣F̂∆Y0t−1|Dt=1(F

−1
∆Y0t−1|Dt=1(F∆Y0t |Dt=0(y− F̂−1

Y0t−1|Dt=1(F̂Y0t−2|Dt=1(z)))))

− F̂∆Y0t−1|Dt=1(F
−1
∆Y0t−1|Dt=1(F∆Y0t |Dt=0(y−F−1

Y0t−1|Dt=1(F̂Y0t−2|Dt=1(z)))))

−
f∆Y0t |Dt=0(y−F−1

Y0t−1|Dt=1(FY0t−2|Dt=1(z)))

fY0t−1|Dt=1(FY0t−2|Dt=1(z))

×
(

F̂Y0t−1|Dt=1(F
−1

Y0t−1|Dt=1(FY0t−2|Dt=1(z)))

−FY0t−1|Dt=1(F
−1

Y0t−1|Dt=1(FY0t−2|Dt=1(z)))
)∣∣∣ (1.85)

≤ sup
z

√
n
∣∣∣F̂∆Y0t−1|Dt=1(F

−1
∆Y0t−1|Dt=1(F∆Y0t |Dt=0(y− F̂−1

Y0t−1|Dt=1(F̂Y0t−2|Dt=1(z)))))

− F̂∆Y0t−1|Dt=1(F
−1
∆Y0t−1|Dt=1(F∆Y0t |Dt=0(y−F−1

Y0t−1|Dt=1(F̂Y0t−2|Dt=1(z)))))

−
(

F∆Y0t−1|Dt=1(F
−1
∆Y0t−1|Dt=1(F∆Y0t |Dt=0(y− F̂−1

Y0t−1|Dt=1(F̂Y0t−2|Dt=1(z)))))

− F∆Y0t−1|Dt=1(F
−1
∆Y0t−1|Dt=1(F∆Y0t |Dt=0(y−F−1

Y0t−1|Dt=1(F̂Y0t−2|Dt=1(z)))))
)∣∣∣

(1.86)

+ sup
z

√
n
∣∣∣F∆Y0t |Dt=0(y− F̂−1

Y0t−1|Dt=1(F̂Y0t−2|Dt=1(z)))

− F∆Y0t |Dt=0(y−F−1
Y0t−1|Dt=1(F̂Y0t−2|Dt=1(z)))

−
(

F∆Y0t |Dt=0(y− F̂−1
Y0t−1|Dt=1(FY0t−2|Dt=1(z)))

− F∆Y0t |Dt=0(y−F−1
Y0t−1|Dt=1(FY0t−2|Dt=1(z)))

)∣∣∣ (1.87)

+ sup
z

√
n
∣∣∣F∆Y0t |Dt=0(y− F̂−1

Y0t−1|Dt=1(FY0t−2|Dt=1(z)))

− F∆Y0t |Dt=0(y−F−1
Y0t−1|Dt=1(FY0t−2|Dt=1(z)))

−
f∆Y0t |Dt=0(y−F−1

Y0t−1|Dt=1(FY0t−2|Dt=1(z)))

fY0t−1|Dt=1(FY0t−2|Dt=1(z))

×
(

F̂Y0t−1|Dt=1(F
−1

Y0t−1|Dt=1(FY0t−2|Dt=1(z)))

−FY0t−1|Dt=1(F
−1

Y0t−1|Dt=1(FY0t−2|Dt=1(z)))
)∣∣∣ (1.88)
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p−→ 0

Equation 1.88 converges to 0 by Lemma 15. Equation 1.80 converges to 0 by Lemma 16.

For Equation 1.87, by a Taylor Expansion,

√
n
(

F∆Y0t |Dt=0(y− F̂−1
Y0t−1|Dt=1(FY0t−2|Dt=1(z)))−F∆Y0t |Dt=0(y−F−1

Y0t−1|Dt=1(FY0t−2|Dt=1(z)))
)

= f∆Y0t |Dt=0(y−F−1
Y0t−1|Dt=1(FY0t−2|Dt=1(z)))

√
n
(

F̂−1
Y0t−1|Dt=1(FY0t−2|Dt=1(z))

−F−1
Y0t−1|Dt=1(FY0t−2|Dt=1(z))

)
+op(1) (1.89)

The result is then obtained by using Lemma 10 on the term

√
n
(

F̂−1
Y0t−1|Dt=1(FY0t−2|Dt=1(z))−F−1

Y0t−1|Dt=1(FY0t−2|Dt=1(z))
)

in Equation 1.89.

Equation 1.64 Recall that:

µ̂4 =
1

n2
T

∑
i∈T

∑
j∈T

f∆Y0t |Dt=0(y−F−1
Y0t−1|Dt=1(FY0t−2|Dt=1(Y0t−2, i)))

fY0t−1|Dt=1(F
−1

Y0t−1|Dt=1(FY0t−2|Dt=1(Y0t−2,i)))

×
(
1{Y0t−2, j ≤ Y0t−2,i}−FY0t−2|Dt=1(Y0t−2,i)]

)
Then,

√
n

(
1

nT
∑
i∈T

[
1{F−1

∆Y0t |Dt=0(F∆Y0t−1|Dt=1(∆Y0t−1,i))≤ y−F−1
Y0t−1|Dt=1(F̂Y0t−2|Dt=1(Y0t−2,i))}

]
− 1

nT
∑
i∈T

[
1{F−1

∆Y0t |Dt=0(F∆Y0t−1|Dt=1(∆Y0t−1,i))≤ y−F−1
Y0t−1|Dt=1(FY0t−2|Dt=1(Y0t−2,i))}

]
− µ̂4

)
(1.90)

≤ sup
z

√
n
∣∣∣F̂∆Y0t−1|Dt=1(F

−1
∆Y0t−1|Dt=1(F∆Y0t |Dt=1(y−F−1

Y0t−1|Dt=1(F̂Y0t−2|Dt=1(z)))))

− F̂∆Y0t−1|Dt=1(F
−1
∆Y0t−1|Dt=1(F∆Y0t |Dt=1(y−F−1

Y0t−1|Dt=1(FY0t−2|Dt=1(z)))))
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−
f∆Y0t |Dt=0(y−F−1

Y0t−1|Dt=1(FY0t−2|Dt=1(z)))

fY0t−1|Dt=1(F
−1

Y0t−1|Dt=1(FY0t−2|Dt=1(z)))

×
(
F̂Y0t−2|Dt=1(z)−FY0t−2|Dt=1(z)]

)∣∣ (1.91)

≤ sup
z

√
n
∣∣∣F̂∆Y0t−1|Dt=1(F

−1
∆Y0t−1|Dt=1(F∆Y0t |Dt=1(y−F−1

Y0t−1|Dt=1(F̂Y0t−2|Dt=1(z)))))

− F̂∆Y0t−1|Dt=1(F
−1
∆Y0t−1|Dt=1(F∆Y0t |Dt=1(y−F−1

Y0t−1|Dt=1(FY0t−2|Dt=1(z)))))

−
(

F∆Y0t−1|Dt=1(F
−1
∆Y0t−1|Dt=1(F∆Y0t |Dt=1(y−F−1

Y0t−1|Dt=1(F̂Y0t−2|Dt=1(z)))))

− F∆Y0t−1|Dt=1(F
−1
∆Y0t−1|Dt=1(F∆Y0t |Dt=1(y−F−1

Y0t−1|Dt=1(FY0t−2|Dt=1(z)))))
)∣∣∣

(1.92)

+ sup
z

√
n
∣∣∣F∆Y0t |Dt=1(y−F−1

Y0t−1|Dt=1(F̂Y0t−2|Dt=1(z)))

− F∆Y0t |Dt=1(y−F−1
Y0t−1|Dt=1(FY0t−2|Dt=1(z)))

−
f∆Y0t |Dt=0(y−F−1

Y0t−1|Dt=1(FY0t−2|Dt=1(z)))

fY0t−1|Dt=1(F
−1

Y0t−1|Dt=1(FY0t−2|Dt=1(z)))

×
(
F̂Y0t−2|Dt=1(z)−FY0t−2|Dt=1(z)]

)∣∣ (1.93)

p−→ 0

Equation 1.92 converges to 0 by Lemma 15. For Equation 1.93, notice that by a Taylor

expansion,

√
n
(

F∆Y0t |Dt=1(y−F−1
Y0t−1|Dt=1(F̂Y0t−2|Dt=1(z)))−F∆Y0t |Dt=1(y−F−1

Y0t−1|Dt=1(FY0t−2|Dt=1(z)))
)

= f∆Y0t |Dt=1(y−F−1
Y0t−1|Dt=1(F̂Y0t−2|Dt=1(z)))

×
√

n
(

F−1
Y0t−1|Dt=1(F̂Y0t−2|Dt=1(z))−F−1

Y0t−1|Dt=1(FY0t−2|Dt=1(z))
)
+op(1) (1.94)

Then, by a second Taylor expansion,

√
n
(

F−1
Y0t−1|Dt=1(F̂Y0t−2|Dt=1(z))−F−1

Y0t−1|Dt=1(FY0t−2|Dt=1(z))
)
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=
1

fY0t−1|Dt=1(F
−1

Y0t−1|Dt=1(FY0t−2|Dt=1(z)))

√
n
(
F̂Y0t−2|Dt=1(z)−FY0t−2|Dt=1(z)

)
+op(1)

(1.95)

and combining Equation 1.94 and Equation 1.95 implies the result.

Equation 1.72 Since

µ̂5 =

(
1

nT
∑
i∈T

[
1{F−1

∆Y0t |Dt=0(F∆Y0t−1|Dt=1(∆Y0t−1,i))≤ y−F−1
Y0t−1|Dt=1(FY0t−2|Dt=1(Y0t−2,i))}

]
−E

[
1{F−1

∆Y0t |Dt=0(F∆Y0t−1|Dt=1(∆Y0t−1,i))≤ y−F−1
Y0t−1|Dt=1(FY0t−2|Dt=1(Y0t−2,i))}|Dt = 1

])

Equation 1.72 is equal to 0.

Based on the result of Lemma 19, we need only consider the asymptotic distribution of
√

n(µ̂1 + µ̂2 + µ̂3 + µ̂4 + µ̂5). Without needing adjustment, the Central Limit Theorem can

easily be applied to µ̂5. µ̂1, µ̂2, µ̂3, and µ̂4 are V-statistics. It is helpful to re-express each of

these in an asymptotically equivalent form using the results of Lemma 17 and Lemma 18.

LEMMA 20. Asymptotic Representations of µ̂1, µ̂2, µ̂3, and µ̂4.

Here we use Lemma 17 and Lemma 18 to write the V-statistics µ̂1, µ̂2, µ̂3, and µ̂4 in

forms that the Central Limit Theorem can easily be applied to. Let µ j1(x) = E[µ j(x,Z)]

and µ j2(z) = E[µ j(X ,z)].17 Then,

µ̂1 =
1

nC
∑
i∈C

µ12(∆Yt,i)+op(1)

µ̂2 =
1

nT
∑
i∈T

µ22(Yt−2,i)+op(1)

µ̂3 =
1

nT
∑
i∈T

µ31(Yt−1,i)+op(1)

17It should be noted that each of the µ jk(·) also depends on the value of y for which P(Y0t ≤ y|Dt = 1) is
being estimated. We suppress this notation here though.
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µ̂4 =
1

nT
∑
i∈T

µ42(Yt−2,i)+op(1)

Proof. We show that the result holds for µ̂1. The derivations of the result for µ̂2, µ̂3, and

µ̂4 proceed similarly and are omitted.

µ̂1 =
1

nT nC
∑
i∈T

∑
j∈C

µ1(Y0t−2,i,∆Y0t, j) (1.96)

=
1

nT
∑
i∈T

µ11(Y0t−2,i)+
1

nC
∑
i∈C

µ12(∆Y0t,i)−E[µ1(Y0t−2,∆Y0t)]+op(1) (1.97)

=
1

nC
∑
i∈C

µ12(∆Y0t,i)+op(1) (1.98)

Equation 1.97 uses Lemma 17. It is easy to show that µ11(x) = 0 and E[µ1(Y0t−2,∆Y0t)] =

0.

Proof of Theorem 5. Let µ j(·;y) be the µ j(·) used in the previous lemmas with the depen-

dence on the value of y in P(Y0t < y|Dt = 1) explicit, and likewise for µ jk(·;y).

As a first step, notice that

√
n
(

F̂−1
Y 1t|Dt=1(τ)−F−1

Y1t |Dt=1(τ)
)

=
1

fY1t |Dt=1(F
−1

Y1t |Dt=1(τ))

√
n

(
1

nT
∑
i∈T

1{Y1t ≤ F−1
Y1t |Dt=1(τ)}− τ

)
(1.99)

≡ 1
fY1t |Dt=1(F

−1
Y1t |Dt=1(τ))

√
n

(
1

nT
∑
i∈T

ψ(Y1t,i;F−1
Y1t |Dt=1(τ))

)
(1.100)

Second, based on Lemma 19 and Lemma 2018

√
n
(

F̂−1
Y0t |Dt=1(τ)−F−1

Y0t |Dt=1(τ)
)

18It should be noted that fY0t |Dt=1(y) and F−1
Y0t |Dt=1(τ) are identified because FY0t |Dt=1(y) is identified.
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=
1

fY0t |Dt=1(F
−1

Y0t |Dt=1(τ))

√
n
(

F̂Y0t |Dt=1(F
−1

Y0t |Dt=1(τ))−FY0t |Dt=1(F
−1

Y0t |Dt=1(τ))
)
+op(1)

=
1

fY0t |Dt=1(F
−1

Y0t |Dt=1(τ))

√
n

(
1

nC
∑
i∈C

µ12(∆Yt,i;F−1
Y0t |Dt=1(τ))

+
1

nT
∑
i∈T

µ22(∆Yt−1,i;F−1
Y0t |Dt=1(τ))+

1
nT

∑
i∈T

µ32(Yt−1,i;F−1
Y0t |Dt=1(τ))

+
1

nT
∑
i∈T

µ42(Yt−2,i;F−1
Y0t |Dt=1(τ))+

1
nT

∑
i∈T

µ5(∆Yt−1,i,Y0t−2,i;F−1
Y0t |Dt=1(τ))

)
+op(1)

(1.101)

where, as defined in the text,

µ12(z;y) = E
[
1{z≤ (y−F−1

Y0t−1|Dt=1(FY0t−2|Dt=1(Y0t−2)))}

−F∆Y0t |Dt=0(y−F−1
Y0t−1|Dt=1(FY0t−2|Dt=1(Y0t−2)))|Dt = 1

]
µ22(z;y) = E

[
1{z≤ F−1

∆Y0t−1|Dt=1(F∆Y0t |Dt=0(y−F−1
Y0t−1|Dt=1(FY0t−2|Dt=1(Y0t−2))))}

−F∆Y0t |Dt=0(y−F−1
Y0t−1|Dt=1(FY0t−2|Dt=1(Y0t−2)))|Dt = 1

]
µ32(z;y) = E

[
f∆Y0t |Dt=0(y−F−1

Y0t−1|Dt=1(FY0t−2|Dt=1(Y0t−2)))

fY0t−1|Dt=1(FY0t−2|Dt=1(Y0t−2))

×
(

1{z≤ F−1
Y0t−1|Dt=1(FY0t−2|Dt=1(Y0t−2))}

−FY0t−1|Dt=1(F
−1
Y0t−1|Dt=1(FY0t−2|Dt=1(Y0t−2)))

)
|Dt = 1

]
µ42(z;y) = E

[
f∆Y0t |Dt=0(y−F−1

Y0t−1|Dt=1(FY0t−2|Dt=1(Y0t−2)))

fY0t−1|Dt=1(FY0t−2|Dt=1(Y0t−2))

×
(
1{z≤ Y0t−2}−FY0t−2|Dt=1(Y0t−2)

)
|Dt = 1

]
µ5(z1,z2;y) = 1{F−1

∆Y0t |Dt=0(F∆Y0t−1|Dt=1(z1))≤ y−F−1
Y0t−1|Dt=1(FY0t−2|Dt=1(z2))}

−E
[
1{F−1

∆Y0t |Dt=0(F∆Y0t−1|Dt=1(z1))≤ y−F−1
Y0t−1|Dt=1(FY0t−2|Dt=1(z2))}|Dt = 1

]

and

fY0t |Dt=1(y) =
∫
Y0t−2|Dt=1

f∆Y0t−1,Y0t−2|Dt=1(F
−1
∆Y0t−1|Dt=1(F∆Y0t |Dt=0(y−F−1

Y0t−1|Dt=1(FY0t−2|Dt=1(v)))),v)
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×
f∆Y0t |Dt=0(y−F−1

Y0t−1|Dt=1(FY0t−2|Dt=1(v)))

f∆Y0t−1|Dt=1(F
−1
∆Y0t−1|Dt=1(F∆Y0t |Dt=0(y−F−1

Y0t−1|Dt=1(FY0t−2|Dt=1(Y0t−2)))))
dv

Since

√
n
( ˆQTT(τ)−QTT(τ)

)
=
√

n
(

F̂−1
Y1t |Dt=1(τ)−F−1

Y1t |Dt=1(τ)
)
−
√

n
(

F̂−1
Y0t |Dt=1(τ)−F−1

Y0t |Dt=1(τ)
)

=
√

n

{
1

fY1t |Dt=1(F
−1

Y1t |Dt=1(τ))

1
p

1
n

n

∑
i=1

Dtψ(Y1t,i;F−1
Y1t |Dt=1(τ))

+
1

fY0t |Dt=1(F
−1

Y0t |Dt=1(τ))

1
1− p

1
n

n

∑
i=1

(1−Dt)µ12(∆Yt,i;F−1
Y0t |Dt=1(τ))

+
1

fY0t |Dt=1(F
−1

Y0t |Dt=1(τ))

1
p

1
n

n

∑
i=1

Dt

(
µ22(∆Yt−1,i;F−1

Y0t |Dt=1(τ))

+µ32(Yt−1,i;F−1
Y0t |Dt=1(τ))+µ42(Yt−2,i;F−1

Y0t |Dt=1(τ))

+µ5(∆Yt−1,i,Y0t−2,i;F−1
Y0t |Dt=1(τ))

)}

the result then follows from an application of the Central Limit Theorem.

Asymptotic Normality of propensity score reweighted estimator

This section shows that the estimate of the QTT is still
√

n-asymptotically normal when

the Distributional Difference in Differences assumption is made conditional on covariates.

Under this variation, the only distribution that changes is F∆Y0t |Dt=1(∆y) which is now given

by E
[

1−Dt
1−p(X)

p(X)
P(Dt=1)1{∆Yt ≤ ∆y}

]
instead of replaced directly by the distribution of the

change in untreated outcomes for the untreated group. We provide an asymptotically linear

representation of this distribution which can easily be combined with the previous results

to show asymptotic normality.

We consider two cases that are likely to be most useful to empirical researchers: (i)

when the propensity score is known up to a finite number of parameters, and (ii) when

the propensity score is estimated nonparametrically using a series logit estimator as in
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Hirano, Imbens, and Ridder (2003). We also have results (available upon request) that

provides the conditions and proof of asymptotic normality when the propensity score is

semiparametrically using the method of Klein and Spady (1993).

Proof of Theorem 7. At a high level, almost all of the proof of Theorem 5 carries over to

Theorem 7). Only Equation 1.61 and µ̂1 need to be changed. As a first step, we find an

asymptotically linear representation of
√

n(F̂∆Y0t |Dt=1(∆)−F∆Y0t |Dt=1(∆)). Then, we show

how this result can be combined with previous results to show asymptotic normality of the

estimate of the QTT. When the propensity score is estimated nonparametrically,

√
n(F̂∆Y0t |Dt=1(∆y)−F∆Y0t |Dt=1(∆y))

=
√

n

(
1

nC

(1− p)
p ∑

i∈C

p(Xi)

(1− p(Xi))
1{∆Yti ≤ ∆y}−E

[
(1− p)

p
p(X)

(1− p(X))
1{∆Yt ≤ ∆y}|Dt = 0

])

+
√

n

(
1
n

n

∑
i=1

E[1{∆Yit ≤ ∆y|X = Xi,Dt = 0}]
p(1− p(Xi))

(Dti− p(Xi))

)
+op(1)

≡
√

n

(
1

nC

(1− p)
p ∑

i∈C
ΨN1(Zi;∆y)+

1
n

n

∑
i=1

ΨN2(Zi;∆y)

)

which follows using the results in Hirano, Imbens, and Ridder (2003) with 1{∆Yt ≤ ∆}

replacing Yt in their model. The first line is the variance that would obtain if p(x) were

known. The second line gives the additional variance that comes from estimating p(x).

When the propensity score is estimated parametrically,

√
n(F̂∆Y0t |Dt=1(∆y)−F∆Y0t |Dt=1(∆y))

=
√

n

(
1

nC

(1− p)
p ∑

i∈C

G(X>i ζ0)

(1−G(X>i ζ0))
1{∆Yti ≤ ∆y}

−E
[
(1− p)

p
G(X>ζ0

(1−G(X>ζ0)
1{∆Yt ≤ ∆y}|Dt = 0

])
+
√

n

(
1
n

n

∑
i=1

EY0t−2|Dt=1

{
E
[

1
1−G(X>ζ0)

(
1+

G(X>ζ0)

1−G(X>ζ0)

)
×1{∆Yt ≤ y−F−1

Y0t−1|Dt=1(FY0t−2|Dt=2(Y0t−2))}g(X>ζ0)X>|Dt = 0
]
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×E

[(
D−G(X>ζ0)

G(X>ζ0)(1−G(X>ζ0))

)2

g(X>ζ0)
2XX>

]

× Dit−G(X>i ζ0)

G(Xi,ζ0)(1−G(X>i ζ0))
g(X>i ζ0)

})
≡
√

n

(
1

nC

(1− p)
p ∑

i∈C
ΨP1(Zi;∆y)+

1
n

n

∑
i=1

ΨP2(Zi;∆y)

)

Let19

µ̂1N =
√

n
1

nCnT

(1− p)
p ∑

i∈C
∑
j∈T

ΨN1(Zi;y−F−1
Y0t−1|Dt=1(FY0t−2|Dt=1(Y0t−2, j)))

+
√

n
1
n2

n

∑
i=1

n

∑
j=1

Dt j

p
ΨN2(Zi;y−F−1

Y0t−1|Dt=1(FY0t−2|Dt=1(Y0t−2, j)))

where ΨN1 and ΨN2 are defined above.

Starting from Equation 1.61 except with F̂−1
∆Y0t |Dt=0(·) replaced by the propensity score

reweighted F̂−1
∆Y0t |Dt=1(·),

√
n

(
1

nT
∑
i∈T

[
1{F̂−1

∆Y0t |Dt=1(F̂∆Y0t−1|Dt=1(∆Y0t−1,i))≤ y− F̂−1
Y0t−1|Dt=1(F̂Y0t−2|Dt=1(Y0t−2,i))}

]
− 1

nT
∑
i∈T

[
1{F−1

∆Y0t |Dt=1(F̂∆Y0t−1|Dt=1(∆Y0t−1,i))≤ y− F̂−1
Y0t−1|Dt=1(F̂Y0t−2|Dt=1(Y0t−2,i))}

]
− µ̂1N

)

≤ sup
z

√
n

∣∣∣∣∣ 1
nT

∑
i∈T

[
1{∆Y0t−1,i ≤ F̂−1

∆Y0t−1|Dt=1(F̂∆Y0t |Dt=1(y− F̂−1
Y0t−1|Dt=1(F̂Y0t−2|Dt=1(z))))}

]
− 1

nT
∑
i∈T

[
1{∆Y0t−1,i ≤ F̂−1

∆Y0t−1|Dt=1(F∆Y0t |Dt=1(y− F̂−1
Y0t−1|Dt=1(F̂Y0t−2|Dt=1(z))))}

]
− 1

nC

(1− p)
p ∑

i∈C
ΨN1(Zi;y−F−1

Y0t−1|Dt=1(FY0t−2|Dt=1(z)))

+
1
n

n

∑
i=1

ΨN2(Zi;y−F−1
Y0t−1|Dt=1(FY0t−2|Dt=1(z)))

∣∣∣∣∣+op(1)

≤ sup
z

√
n
∣∣∣F̂∆Y0t |Dt=1(y− F̂−1

Y0t−1|Dt=1(F̂Y0t−2|Dt=1(z)))

19We show the remainder of the proof only for the nonparametric case; the argument for the parametric
case is the same with ΨP1(·, ·) replacing ΨN1(·, ·) and ΨP2(·, ·) replacing ΨN2(·, ·).
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− F∆Y0t |Dt=1(y− F̂−1
Y0t−1|Dt=1(F̂Y0t−2|Dt=1(z)))

−
(

F̂∆Y0t |Dt=1(y−F−1
Y0t−1|Dt=1(FY0t−2|Dt=1(z)))

− F∆Y0t |Dt=1(y−F−1
Y0t−1|Dt=1(FY0t−2|Dt=1(z)))

)∣∣∣+op(1)

which converges to 0 based on Lemma 15.

Finally, working with µ̂1N , and using the result of Lemma 17 and Lemma 18, one can

show that

1
nCnT

(1− p)
p ∑

i∈C
∑
j∈T

ΨN1(Zi;y−F−1
Y0t−1|Dt=1(FY0t−2|Dt=1(Y0t−2, j)))

=
1

nC

(1− p)
p ∑

i∈C
EY0t−2|Dt=1

[
ΨN2(Zi;y−F−1

Y0t−1|Dt=1(FY0t−2|Dt=1(Y0t−2))
]
+op(1)

≡ µ̂1Ca +op(1)

1
n2

n

∑
i=1

n

∑
j=1

Dt j

p
ΨP2(Zi;y−F−1

Y0t−1|Dt=1(FY0t−2|Dt=1(Y0t−2, j)))

=
1
n

n

∑
i=1

EY0t−2|Dt=1

[
ΨP2(Zi;y−F−1

Y0t−1|Dt=1(FY0t−2|Dt=1(Y0t−2))
]
+op(1)

≡ µ̂1Cb +op(1)

This implies that
√

n(F̂Y0t |Dt=1(y)−FY0t |Dt=1(y))=
√

n(µ̂1Ca + µ̂1Cb + µ̂2 + µ̂3 + µ̂4 + µ̂5)+

op(1). And the result follows using the same ideas of the case with no covariates but with

µ̂1Ca + µ̂1Cb substituted for µ̂1.
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1.9 Tables

Table 1.1: Summary Statistics

Treated Randomized Observational
mean sd mean sd nd mean sd nd

RE 1978 6.35 7.87 4.55 5.48 0.19 21.55 15.56 −0.87
RE 1975 1.53 3.22 1.27 3.10 0.06 19.06 13.60 −1.25
RE 1974 2.10 4.89 2.11 5.69 0.00 19.43 13.41 −1.21
Age 25.82 7.16 25.05 7.06 0.08 34.85 10.44 −0.71
Education 10.35 2.01 10.09 1.61 0.10 12.12 3.08 −0.48
Black 0.84 0.36 0.83 0.38 0.03 0.25 0.43 1.05
Hispanic 0.06 0.24 0.11 0.31 −0.12 0.03 0.18 0.09
Married 0.19 0.39 0.15 0.36 0.07 0.87 0.34 −1.30
No Degree 0.71 0.46 0.83 0.37 −0.21 0.31 0.46 0.62
Unemployed in 1975 0.60 0.49 0.68 0.47 −0.13 0.10 0.30 0.87
Unemployed in 1974 0.71 0.46 0.75 0.43 −0.07 0.09 0.28 1.16

Notes: RE are real earnings in a given year in thousands of dollars. ND denotes the normalized
difference between the Treated group and the Randomized group or Observational group, respectively.
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Table 1.2: QTT Estimates for Job Training Program

0.7 Diff 0.8 Diff 0.9 Diff ATT Diff

PanelQTT Method

PanelQTT SL 3.21∗ 1.40 5.80∗ 3.53∗ 7.25∗ 4.05∗ 2.96∗ 1.16
(1.35) (1.34) (1.11) (1.23) (2.40) (1.75) (1.02) (0.97)

PanelQTT Cov 1.46 −0.34 2.59∗ 0.32 2.45 −0.74 3.09∗ 1.29∗

(1.44) (1.22) (1.22) (1.43) (2.28) (1.51) (0.72) (0.55)

PanelQTT UNEM 3.32∗ 1.51 5.80∗ 3.53∗ 7.92∗ 4.72∗ 3.23∗ 1.44
(1.43) (1.37) (1.17) (1.24) (2.15) (1.54) (0.96) (0.83)

PanelQTT No Cov −0.77 −2.57∗ 0.58 −1.69 −0.25 −3.45∗ 2.33∗ 0.53
(1.27) (0.98) (0.99) (1.10) (2.09) (1.24) (0.70) (0.44)

Conditional Independence Method

CI SL 4.52∗ 2.71∗ 6.03∗ 3.76∗ 4.98 1.78 1.16 −0.63
(1.47) (1.19) (1.92) (1.84) (4.00) (3.25) (1.13) (1.04)

CI Cov −5.13∗ −6.93∗ −6.97∗ −9.25∗ −10.54∗ −13.74∗ −4.70∗ −6.50∗

(1.23) (1.14) (1.40) (1.48) (2.64) (2.02) (0.94) (0.77)

CI UNEM 3.45∗ 1.64 5.14∗ 2.87 4.24 1.04 0.02 −1.77
(1.40) (1.22) (1.54) (1.53) (3.22) (2.48) (1.16) (0.99)

CI No Cov −19.19∗ −20.99∗ −20.86∗ −23.14∗ −23.87∗ −27.07∗ −15.20∗ −17.00∗

(0.89) (0.75) (0.92) (1.08) (1.92) (1.12) (0.69) (0.49)

Change in Changes

CiC Cov 3.74∗ 1.94 4.32∗ 2.04 5.03∗ 1.84 3.84∗ 2.05∗

(0.88) (1.01) (1.02) (1.23) (1.54) (1.76) (0.81) (0.53)

CiC UNEM 0.37 −1.44 1.84 −0.43 2.09 −1.10 1.92∗ 0.13
(1.31) (1.35) (1.43) (1.45) (2.02) (1.96) (0.76) (0.49)

CiC No Cov 8.16∗ 6.36∗ 9.83∗ 7.56∗ 10.07∗ 6.87∗ 5.08∗ 3.29∗

(0.80) (0.60) (1.04) (1.08) (2.57) (1.97) (0.69) (0.40)

Quantile D-i-D

QDiD Cov 2.18∗ 0.37 2.85∗ 0.58 2.45 −0.75 2.48∗ 0.69
(0.71) (0.91) (0.97) (1.23) (1.59) (1.77) (0.75) (0.56)

QDiD UNEM 1.10 −0.70 2.66∗ 0.39 2.35 −0.84 2.40∗ 0.60
(1.13) (1.21) (1.26) (1.34) (1.87) (1.92) (0.74) (0.56)

QDiD No Cov 4.21∗ 2.41∗ 4.65∗ 2.38∗ 4.90∗ 1.70 1.68∗ −0.11
(0.97) (0.87) (1.09) (1.04) (2.05) (1.31) (0.79) (0.61)

Mean D-i-D

MDiD Cov 3.09∗ 1.29 3.74∗ 1.47 4.80∗ 1.60 2.33∗ 0.53
(0.67) (0.85) (0.94) (1.20) (1.46) (1.66) (0.70) (0.44)

MDiD UNEM 2.41∗ 0.61 4.17∗ 1.90 4.85∗ 1.65 2.33∗ 0.53
(1.14) (1.21) (1.22) (1.30) (1.78) (1.79) (0.70) (0.44)

MDiD No Cov 4.47∗ 2.67∗ 5.58∗ 3.31∗ 6.65∗ 3.46∗ 2.33∗ 0.53
(0.88) (0.74) (0.90) (0.94) (2.01) (1.11) (0.70) (0.44)

Experimental 1.80 2.27∗ 3.20 1.79∗

(0.93) (1.13) (2.04) (0.69)
Notes: This table provides estimates of the QTT for τ = c(0.7,0.8,0.9) using a variety of methods on the observational dataset. The reported estimates
are in real terms and in 1000s of dollars. The columns labeled ‘Diff’ provide the difference between the estimated QTT and the QTT obtained from the
experimental portion of the dataset. The columns identify the method (PanelQTT, CI, CiC, QDiD, or MDiD) and the set of covariates ((i) SL: Series Logit
estimates of the propensity score (these specifications are slightly different as the CI method can condition on lags of real earnings while the PanelQTT
does not include lags of real earnings as covariates; more details of method in text) (ii) COV: Age, Education, Black dummy, Hispanic dummy, Married
dummy, and No HS Degree dummy; (iii) UNEM: all covariates in COV plus Unemployed in 1975 dummy and Unemployed in 1974 dummy (iv) NO
COV: no covariates). The PanelQTT model and the CI model use propensity score re-weighting techniques based on the covariate set. The CiC, QDiD,
and MDiD method “residualize” (as outlined in the text) the outcomes based on the covariate set; the estimates come from using the no covariate method
on the “residualized” outcome. Standard errors are produced using 100 bootstrap iterations. The significance level is 5%.



Chapter 2

Job Displacement of Older Workers during the Great Recession: Tight Bounds on

Distributional Treatment Effect Parameters using Panel Data

2.1 Introduction

From the official beginning of the Great Recession in December 2007 to October 2009,

the U.S. economy shed 8.4 million jobs and the unemployment rate doubled from 5.0%

to 10.0%. Reemployment has been slow; many workers have exited the labor force, re-

main unemployed, or have moved into part time employment (Farber, 2015). This chapter

studies the effect of job displacement on older workers during the Great Recession. Us-

ing standard Difference in Differences techniques, I find that annual earnings of displaced

workers were, on average, 40% lower in 2012 than they would have been had the worker

not been displaced. However, the effect of job displacement may be quite heterogeneous

across workers. Some older workers may quickly move into similar jobs, some may move

into jobs with lower wages or into part time employment, and others may remain unem-

ployed. Understanding this heterogeneity is of interest to researchers and policymakers.

For example, the policy response may be quite different if the effect of job displacement is

very similar for all individuals compared to the case with very heterogeneous effects.

To understand the heterogeneous effects of job displacement, I develop new tight bounds

on distributional treatment effect parameters that exploit having access to panel data. These

bounds are much tighter than existing bounds and provide a credible alternative to point

identifying assumptions that are not likely to hold in the current application. I find that

workers in the 95th percentile of earnings losses due to displacement lose between 90%

and 99% of earnings relative to counterfactual earnings had they not been displaced. I also

find that at least 13% of workers have higher earnings after displacement than they would

have had if they had not been displaced. These findings indicate that there is substantial het-
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erogeneity in the effect of job displacement, but they would not be available using standard

approaches to program evaluation.

Learning about heterogeneity in the effect of job displacement requires knowledge of

the joint distribution of displaced potential earnings and non-displaced potential earnings

for the group of workers that are displaced. However, this joint distribution of potential

outcomes is not identified under common identifying assumptions such as selection on ob-

servables or even when individuals are randomly assigned to treatment. In each of these

cases, although the marginal distributions of displaced and non-displaced potential earn-

ings are identified, the copula – which “couples” the marginal distributions into the joint

distribution and captures the dependence between the marginal distributions – is not iden-

tified.

To give an example, suppose a researcher is interested in the fraction of workers who

have higher earnings following displacement than they would have had if they not been

displaced. Further, suppose hypothetically that workers are randomly assigned to being

displaced or not being displaced. In this case, the average effect of job displacement is

identified – it is given by the difference between average earnings of those who are ran-

domly assigned to be displaced and those who are randomly assigned to not be displaced.

But the fraction of workers that benefit from displacement is not identified because, for

workers randomly assigned to be displaced (non-displaced), where they would be in the

distribution of non-displaced (displaced) earnings is not known.

There are many important parameters that depend on the joint distribution of potential

outcomes. These include the fraction of individuals that benefit from being treated, the

correlation between treated and untreated potential outcomes, the variance of the treatment

effect, the quantiles and distribution of the treatment effect itself, and the distribution of

the treatment effect conditional on an individual’s untreated potential outcome (Heckman,

Smith, and Clements, 1997; Firpo and Ridder, 2008). These parameters are not just of

theoretical importance. Policymakers may decide to implement a policy based on whether
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or not a large enough fraction of the population benefits from the policy rather than based

on the average benefit of the policy. As another example, policymakers are likely to prefer

programs with widespread though smaller benefits to ones where very few people benefit

but have extremely large benefits. Finally, for some treatments that are not the direct result

of policy decisions, such as job displacement, the response from policymakers may differ

in cases where many individuals all experience a small effect of treatment compared to one

where a few individuals are very affected.

Existing methods take two polar approaches to identifying the joint distribution of po-

tential outcomes. One idea is to construct bounds on the joint distribution without imposing

any assumptions on the unknown dependence (Heckman, Smith, and Clements, 1997; Fan

and Park, 2009; Fan and Park, 2012). In the case of job displacement, these bounds are

not very informative. The main implications of these bounds are that (i) at least 19% of

workers have lower earnings due to displacement than they would have had if they had not

been displaced and (ii) the median of the treatment effect is between 79% lower earnings

and 118% higher earnings.

Another approach is to assume that the dependence is known. The leading choice is

perfect positive dependence.1 This assumption says that individuals at a given rank in the

distribution of earnings following displacement would have the same rank in the distribu-

tion of non-displaced potential earnings. This is a very strong assumption as it imposes

severe restrictions on how heterogeneous the effect of treatment can be; for example, it

prohibits any workers at the top of the distribution of non-displaced earnings from retiring

or taking a part time job following displacement. But the assumption is much stronger than

that – it prohibits displacement from even swapping the rank of any workers relative to

their rank had they not been displaced.

1This assumption was first implicitly made in the earliest work on estimating the distributional effects
of treatment (Doksum, 1974; Lehmann, 1974) that compared the difference between treated quantiles and
untreated quantiles and interpreted this difference as the treatment effect at that quantile. There is also recent
work on testing the assumption of perfect positive dependence (Bitler, Gelbach, and Hoynes, 2006; Dong and
Shen, 2015; Frandsen and Lefgren, 2015)
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In light of (i) the implausibility of existing point-identifying assumptions and (ii) the

wide bounds resulting from imposing no assumptions on the missing dependence, I de-

velop new, tighter bounds on parameters that depend on the joint distribution of potential

outcomes. Unlike existing work which considers the case of cross-sectional data, I exploit

having access to panel data on older workers’ annual earnings. Panel data presents a unique

opportunity to observe, at least for some individuals, both their displaced and non-displaced

potential earnings though these are observed at different points in time. With panel data

and under plausible identifying assumptions, the bounds on the joint distribution are much

tighter – in theory, the joint distribution could even be point identified. To implement my

method requires at least three periods of panel data.

Even though panel data appears to be useful for identifying the joint distribution of

potential outcomes, there are still some challenges. In the context of Difference in Dif-

ferences models, previous work has used panel data to recover missing dependence in the

current period from observed dependence in previous periods (Callaway and Li, 2015). But

that approach is not possible in the current context because the dependence between dis-

placed and non-displaced potential earnings is never observed – even in previous periods.

Instead panel data is informative about the dependence between non-displaced potential

earnings over time. One idea would be to assume perfect positive dependence between

non-displaced potential earnings over time (Heckman and Smith, 1998). This assumption

results in point identification. With three periods of panel data, a researcher could pre-

test this assumption by checking whether or not perfect positive dependence occurs in the

periods before displacement. This assumption is rejected in the current application; intu-

itively, it requires no changes in ranks of annual earnings over time which is a very strong

assumption.

Instead of assuming perfect positive dependence of non-displaced potential earnings

over time, I assume that the dependence (or copula) of non-displaced potential earnings

over time is the same over time. I call this assumption the Copula Stability Assumption.
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Recent work on income mobility decomposes the income at two different points in time

into the marginal distributions – which capture inequality – and the copula which captures

income mobility (Chetty, Hendren, Kline, and Saez, 2014). Thus, in the context of job dis-

placement, the Copula Stability Assumption requires that, in the absence of job displace-

ment, earnings mobility would be constant over time for the group of displaced workers.

Importantly, the Copula Stability Assumption does not restrict the distribution of earnings

over time. For example, the distribution of earnings can shift to the right over time or the

distribution of earnings can become increasingly unequal over time.

I provide two pieces of evidence in favor of the Copula Stability Assumption. First, I

show that the Copula Stability Assumption is likely to be satisfied in a very general model

of the type typically estimated in panel data settings. Second, there is empirical evidence

in favor of the Copula Stability Assumption. In the United States, despite large increases

in inequality, there has been remarkably little change in yearly earnings mobility since the

middle of the 20th century (Kopczuk, Saez, and Song, 2010, and also see Figure 2.1).

The final requirement for using my method is that the counterfactual distribution of

non-displaced potential earnings for the group of displaced workers must be identified.

Because job displacement is not randomly assigned, this requires some type of identifying

assumption. I use the Distributional Difference in Differences method (Callaway and Li,

2015) to identify this distribution though the results are not sensitive to using other methods

such as selection on observables (Firpo, 2007) as long as a lag of earnings is included as a

conditioning variable.

The bounds work in the following way. Let Y1t be displaced potential earnings after

displacement, Y0t be non-displaced potential earnings after displacement, and Y0t−1 be ob-

served non-displaced earnings before displacement. Existing bounds come from statistical

bounds on bivariate distributions when the marginal distributions are known (Hoeffding,

1940; Fréchet, 1951). Under the setup in the current chapter, the joint distributions of

(Y1t ,Y0t−1) and (Y0t ,Y0t−1) are also available. I utilize the following result: for three ran-
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dom variables, when two of the three bivariate joint distributions are known, then bounds

on the third bivariate joint distribution are at least as tight as the bounds when only the

marginal distributions are known (Joe, 1997).

Consider an extreme example. Suppose Y1t and Y0t−1 are perfectly positively dependent

and Y0t and Y0t−1 are perfectly positively dependent, then Y1t and Y0t must also be perfectly

positively dependent. In this case, the extra information from panel data results in point

identification. In fact, point identification will occur when either (A) perfect positive de-

pendence is observed between Y1t and Y0t−1 or (B) perfect positive dependence is observed

between Y0t−1 and Y0t−2. The first case is very similar to the leading idea for point iden-

tification – perfect positive dependence across treated and untreated potential outcomes –

though it also involves an additional time dimension. The second case is exactly the lead-

ing assumption for point identification with panel data – perfect positive dependence of un-

treated potential outcomes over time. Moreover, the bounds are tighter as either (Y1t ,Y0t−1)

or (Y0t ,Y0t−1) becomes more positively dependent. This implies that even when these as-

sumptions are violated, if these assumptions are “close” to holding, my method is robust to

these deviations and will deliver tight bounds in precisely this case. Job displacement for

older workers falls exactly into this category. Neither type of perfect positive dependence

is observed; nonetheless, there is strong positive dependence which results in substantially

tighter bounds.

Under the current setup, I am also able to study a parameter I call the Average Treat-

ment Effect on the Treated Conditional on Previous Outcome (ATT-CPO). Although this

parameter could be identified under some existing assumptions (for example, an experiment

where panel data is also available), it is not available under the Difference in Differences

approach used in the current chapter or in the parametric panel data models used in much

of the job displacement literature. I find that, on average, earnings losses for workers with

higher earnings before the recession are larger in magnitude than earnings losses for work-

ers with lower earnings before the recession; but, as a fraction of earnings, average earnings

89



losses are very similar across the distribution of pre-recession earnings.

In evaluating the effect of job displacement, I focus on estimating the Quantile of the

Treatment Effect for the Treated (QoTET) and the ATT-CPO. As a first step, I estimate the

counterfactual distribution of non-displaced potential earnings for the group of displaced

workers under a Distributional Difference in Differences assumption (Callaway and Li,

2015). The conditions required for that method to estimate the counterfactual distribution

hold in the setup of the current chapter. The key requirement for the Distributional Dif-

ference in Differences assumption is that the path of non-displaced earnings for the treated

group must be the same as the path of earnings for the non-displaced group of workers who

have the same observed characteristics.2

Next, estimating the QoTET involves estimating several conditional distribution func-

tions which I estimate using local linear kernel estimators. These distributions are straight-

forward to estimate because they are conditional only on earnings before displacement. I

provide point estimates for the QoTET. Estimation of the ATT-CPO is similar; it involves

local linear kernel regressions. The estimate of the ATT-CPO converges at a non-parametric

rate and is asymptotically normal. Inference for the ATT-CPO is straightforward because

the first-step estimates converge at the parametric rate and can be ignored asymptotically.

There are two other approaches to bounding the joint distribution of potential outcomes

that should be mentioned. Fan, Guerre, and Zhu (2015) bound parameters that depend

on the joint distribution when covariates are available. This approach could theoretically

be combined with the approach considered in the current chapter to obtain even tighter

bounds at the cost of significantly more challenging estimation. Another assumption that

can bound parameters that depend on the joint distribution of potential outcomes is the

assumption of Monotone Treatment Response (MTR) (Manski, 1997). Kim (2014) com-

bines this assumption with the statistical bounds approach. MTR would imply that earnings

2Being able to condition on observed characteristics is important in the current application because char-
acteristics such as education that are related to whether or not a worker is displaced may also affect the path
of earnings in the absence of displacement (Heckman and Smith, 1999; Abadie, 2005).
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for displaced workers cannot be larger than earnings would have been had they not been

displaced. This assumption is rejected by the bounds developed in the current chapter.

There is some empirical work studying the distributional effects of participating in a

program. Djebbari and Smith (2008) use Fréchet-Hoeffding bounds to study the distribu-

tional effects of the PROGRESA program in Mexico. Carneiro, Hansen, and Heckman

(2003) and Abbring and Heckman (2007), among others, use factor models to identify the

joint distribution of treated and untreated potential outcomes.

The outline of the chapter is as follows. Section 2 provides a more specific discussion of

the issues involved in identifying the joint distribution of potential outcomes and discusses

several parameters of interest. Section 3 contains the main identification results in the

chapter. Section 4 discusses estimation and inference. Section 5 applies these results to

studying the distributional effects of job displacement for older workers during the Great

Recession. Section 6 concludes.

2.2 Background

This section provides some context, motivation, and required details for studying dis-

tributional treatment effect parameters. After introducing some notation, it considers dis-

tributional treatment effect parameters that depend on the joint distribution of potential

outcomes and why there are useful. Finally, it discusses in more detail why the joint distri-

bution of potential outcomes is not identified under conventional identifying asssumptions

as well as existing stronger assumptions that point identify the joint distribution.

2.2.1 Treatment Effects Setup

The notation used throughout the chapter is very similar to the notation used in the

treatment effects literature in statistics and econometrics. All individuals in the population

either participate or do not participate in a treatment. Let Dt = 1 for individuals that par-

ticipate in the treatment and Dt = 0 for individuals who do not participate in the treatment
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(to minimize notation, a subscript i representing each individual is omitted). This chapter

considers the case where panel data is available and therefore random variables have a time

subscript t. Each individual has potential outcomes in the treated and untreated states at

time t which are given by Y1t and Y0t , respectively. But, for each individual, only one of

these potential outcomes is observed at each time period. For individuals that are treated in

period t, Y1t is observed, but Y0t is not observed. For individuals that are untreated in period

t, Y0t is observed but Y1t is unobserved. Let Yt be the observed outcome in period t; one can

then write

Yt = DtY1t +(1−Dt)Y0t

The main case considered in the chapter is the one where the researcher observes outcomes

in three periods implying Yt , Yt−1, and Yt−2 are observed. The researcher may also observe

a vector of covariates X which, for simplicity, I assume are time invariant. This assumption

can be relaxed with only minor costs which I discuss in more detail below. Throughout

most of the chapter, I focus on the case where (i) individuals are first treated in period t

and (ii) exactly three periods of panel data are available. Both of these conditions can be

relaxed, but they represent the most straightforward conditions for discussing identification

in the current setup.

2.2.1.1 Commonly Estimated Parameters

The main problem for researchers interested in understanding the effect of participating

in a treatment is that only one potential outcome is observed for any particular individual.

This means that the treatment effect itself is never observed. Instead, researchers have

focused on identifying functionals of treatment effects and the assumptions that identify

these parameters. The most common examples are the Average Treatment Effect (ATE)

AT E = E[Y1t−Y0t ]
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and the Average Treatment Effect on the Treated (ATT)

AT T = E[Y1t−Y0t |Dt = 1]

These parameters are identified when the researcher has access to an experiment where

individuals are randomly assigned to treatment or under some identifying assumption such

as selection on observables. But these average effects only provide a limited summary

of the effect of being treated. The next section discusses parameters that are useful for

understanding the distributional effects of particpating in a treatment.

Quantile Treatment Effect

The Quantile Treatment Effect (QTE), first studied in Doksum (1974) and Lehmann

(1974), is a distributional treatment effect parameter that only requires the marginal dis-

tributions to be identified. It is the difference between the quantiles of treated potential

outcomes and untreated potential outcomes

QT E(τ) = F−1
Y1t

(τ)−F−1
Y0t

(τ)

where, for a random variable X , the τ-quantile xτ = F−1
X (τ) ≡ inf{x : FX(x) ≥ τ}. For

example, setting τ = 0.5, QTE(0.5) gives the difference between the median of treated

potential outcomes and the median of untreated potential outcomes. If policymakers do not

care about the identity of individuals in each treatment state, then the QTE fully summarizes

the distributional impacts of participating in a program (Sen, 1997; Carneiro, Hansen, and

Heckman, 2001).

In most panel data cases, only some fraction of individuals are ever treated. In this case,

panel data is typically useful for identifying the related parameter, the Quantile Treatment
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Effect on the Treated (QTT), which is given by

QT T (τ) = F−1
Y1t |Dt=1(τ)−F−1

Y0t |Dt=1(τ)

Both the QTE and the QTT provide some information about the distributional effects of

being treated. They are easier to identify than many other distributional treatment effect

parameters because they depend only on the marginal distributions of potential outcomes.

The next set of parameters depend on the joint distribution of potential outcomes.

2.2.2 Distributional Parameters of Interest

Identifying the joint distribution of potential outcomes is the main identification chal-

lenge in the current chapter. But the joint distribution itself is usually not the final object of

interest especially because reporting the joint distribution involves a three dimensional plot

that is difficult to interpret. This section relates parameters that are useful for understand-

ing the distributional impacts of treatment that depend on the joint distribution of potential

outcomes. In many cases, these parameters may be required to properly evaluate the effect

of treatment. This section also discuss the differences between several of these parameters

and the QTT. Finally, this section considers a parameter that is only available when the re-

searcher has access to panel data which I call the Average Treatment Effect on the Treated

Conditional on Previous Outcome (ATT-CPO). To the author’s knowledge, it has not been

considered before. This parameter proves to be particularly useful in the application to job

displacement. If policymakers want to target assistance to individuals that tend to suffer

the largest costs of job displacement, this parameter can inform this sort of targeting.

There are many parameters of interest that depend on the joint distribution of treated and

untreated potential outcomes rather than just the marginal distributions. First, the fraction
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of treated individuals that would benefit from treatment depends on the joint distribution

P(Y1t > Y0t |Dt = 1)

The distribution of the treatment effect for the treated group (DTET)

P(Y1t−Y0t ≤ ∆|Dt = 1)

The fraction of the treated group that has benefits from treatment in a certain range

P(∆′ ≤ Y1t−Y0t ≤ ∆
′′|Dt = 1)

The distribution of the treatment effect conditional on being in some particular base state

P(Y1t−Y0t ≤ ∆|Y0t = y0,Dt = 1)

The correlation of treated and untreated potential outcomes for the treated group

Cor(Y1t ,Y0t |Dt = 1)

And with panel data, the distribution of the treatment effect conditional on being in some

base state in the previous period

P(Y1t−Y0t ≤ ∆|Y0t−1 = y′)

Also means or quantiles of any of the above distributions may also be of interest. For

example inverting the DTET provides the QoTET which is useful for understanding het-

erogeneity of the treatment effect across individuals and is one of the main parameters
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considered in the analysis of the effect of job displacement on older workers.3

Average Treatment Effect on the Treated Conditional on Previous Outcome

One important limitation of the QTT and the QoTET is that they can fail to provide

information on which types of individuals experience the largest effects of treatment. For

example, with panel data one can address whether workers with high earnings or low earn-

ings in the previous period experience larger effects of job displacement. This parameter,

which I term the Average Treatment Effect on the Treated Conditional on Previous Out-

comes (ATT-CPO)4 is given by

ATT-CPO(y′) = E[Y1t−Y0t |Y0t−1 = y′,Dt = 1]

In the current framework, this parameter is point identified because the joint distri-

butions FY1t ,Y0t−1|Dt=1(y1,y′) and FY0t ,Y0t−1|Dt=1(y0,y′) are identified, and the ATT-CPO de-

pends only on these joint distributions and not on the joint distribution of treated and un-

treated potential outcomes for the treated group in period t. The next example provides

a case where a combination of the ATT-CPO and the QoTET can provide a better under-

standing of the distributional effect of treatement compared to the QTT.

3All the parameters mentioned above condition on being part of the treated group, but one may also be
interested in these parameters for the entire population. Panel data is most useful for identifying parameters
conditional on being part of the treated group. Using the techniques presented in the current chapter can
still lead to bounds on parameters for the entire population by combining the bounds for the treated group
presented in the current chapter with bounds for the untreated group coming from existing statistical bounds.
These bounds will be tighter if a larger fraction of the population is treated. I do not pursue bounds on
parameters for the entire population throughout the rest of the chapter.

4Heckman, Smith, and Clements (1997) suggest the related parameter FY1t−Y0t |Y0t=y′(∆|y′). This is the
distribution of the treatment effect conditional on the base state Y0t taking some particular value y. It is
an interesting parameter, but it suffers from being difficult to display graphically because in most cases a
researcher is interested in this parameter while varying y′ in many values of its support. A plot of the result
would be a three dimensional and difficult to interpret. An alternative measure is E[Y1t −Y0t |Y0t = y′]. This
is the average treatment effect conditional on the base state Y0t taking some particular value y′. Varying y′

results in an easy to interpret two dimensional plot. However, in the current setup, this parameter is not point
identified because it depends on the joint distribution of treated and untreated potential outcomes which is
only partially identified in the current setup.
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Example 1

Suppose there are 10 workers in the population that are observed in two periods. In

the first period, suppose each worker’s earnings are given by their number; worker 1 has

earnings of 1, worker 2 has earnings of 2, etc.). In the second period, in the absence of

displacement, suppose each worker keeps the same earnings as in the first period. For

worker 10, suppose his earnings decrease to 0 if he is displaced, but for the other workers,

suppose they are able to find a new job with the same earnings. In this case, the QTE is

constant everywhere and equal to -1. In much applied research, this effect would wrongly

be interpreted as the effect of displacement being the same across workers with high and

low earnings. On the other hand, QoT E(0.1) = −10 and QoT E(τ) = 0 for τ > 0.1. Im-

mediately, this would imply that the effect of treatment is very heterogeneous – one worker

has much lower earnings due to being displaced while most workers experience no effect

of displacement of earnings. Also, ATT-CPO(10) = −10 but ATT-CPO(y′) = 0 for other

values of y′. This would imply the effect of displacement is strongest for workers with

highest earnings.

This example is less extreme than it appears. If any older workers from the middle

or top of the non-displaced potential earnings distribution move to the lower part of the

distribution of earnings following displacement – which could happen due to difficulty

finding new employment, moving to part time work, or retiring – then the QTT will be very

difficult to interpret. However, the QoTET and the ATT-CPO can still be very helpful to

understand the distributional effects of displacement.

2.2.3 The Identification Issue and Existing Solutions

This section explains in greater detail the fundamental reason why the joint distribution

of potential outcomes is not point identified except under strong assumptions. First, I as-

sume that both the marginal distribution of treated potential outcomes for the treated group
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FY1t |Dt=1(y1) and the marginal distribution of untreated potential outcomes for the treated

group FY0t |Dt=1(y0) are identified. The first can be obtained directly from the data; the

second is obtained under some identifying assumption which is assumed to be available.

Sklar (1959) demonstrates that joint distributions can be written as the copula function of

marginal distributions in the following way

FY1t ,Y0t |Dt=1(y1,y0) =CY1t ,Y0t |Dt=1
(
FY1t |Dt=1(y1),FY0t |Dt=1(y0)

)
(2.1)

where CY1t ,Y0t |Dt=1(·, ·) : [0,1]2 → [0,1]. This representation highlights the key piece of

missing information under standard assumptions – the copula function. Using results from

the statistics literature, one can still construct the so-called Fréchet-Hoeffding bounds on

the joint distribution. These bounds arise from considering two extreme cases: (i) when

there is perfect positive dependence between the two marginal distributions and (ii) when

there is perfect negative dependence between the two distributions. Heckman, Smith, and

Clements (1997) follow this procedure and find that it leads to very wide bounds in general.

Moreover, that paper points out that under strong forms of negative dependence, the bounds

do not seem to make sense in an application on the treatment effect of participating in a job

training program.

At the other extreme, one could posit a guess for the copula. In the cross-sectional

case, the most common assumption is perfect positive dependence between treated poten-

tial outcomes and untreated potential outcomes for the treated group. This assumption can

be written as

FY1t |Dt=1(Y1t) = FY0t |Dt=1(Y0t)

which implies that

Y0t = F−1
Y0t |Dt=1(FY1t |Dt=1(Y1t))
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which means that for any individual in the treated group with observed outcome Y1t , their

counterfactual untreated potential outcome Y0t is also known which implies that the joint

distribution is point identified. Although this assumption might be more plausible than

assuming independence or perfect negative dependence, it seems very unlikely to hold in

practice because it severely restricts the ability of treatment to have different effects across

different individuals. But the idea that different individuals can experience different effects

of treatment is one of the central themes of the entire treatment effects literature. In the

context of job displacement, perfect positive dependence seems unlikely to hold because

it would prohibit individuals at the top of the pre-displacement earnings distribution from

being unemployed or retiring following job displacement.

With panel data, perhaps a more plausible assumption is perfect positive dependence

in untreated potential outcomes over time (this idea is mentioned in Heckman and Smith,

1998):

FY0t |Dt=1(Y0t) = FY0t−1|Dt=1(Y0t−1)

This assumption does not directly replace the unknown copula in Equation 2.1, but the

next lemma establishes that this assumption also leads to point identification of the joint

distribution of potential outcomes.

LEMMA 21. Under perfect positive dependence between untreated potential outcomes for

the treated group over time,

FY1t ,Y0t |Dt=1(y1,y0) = FY1t ,Y0t−1|Dt=1(y1,F−1
Y0t−1|Dt=1(FY0t |Dt=1(y0)))

When the researcher has access to more than two periods of panel data, one can apply

a sort of pre-test to this assumption. That is, one can check whether perfect positive depen-

dence in untreated potential outcomes holds between periods t− 1 and t− 2 and this can

provide evidence as to whether or not perfect positive dependence is likely to hold between
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periods t and t − 1. In the application in the current period, I find that this assumption

does not hold, but it is not too far from holding; in other words, in the absence of being

displaced, older workers do change ranks in the distribution of earnings over time, but, for

the most part, the change in ranks is small.

2.3 Identification

This section provides the main identification results of the chapter. It provides bounds

for the joint distribution of potential outcomes for the treated group, the distribution of

the treatment effect for the treated group (DTET), and the quantile of the treatment effect

for the treated group (QoTET). It also provides point identification results for the Average

Treatment Effect on the Treated Conditional on Previous Outcome (ATT-CPO).

The following are the main assumptions used in the current chapter.

ASSUMPTION 11. (Data)

(a) There are three periods of panel data {Yt ,Yt−1,Yt−2,Dt ,X}

(b) No one is treated before period t

Assumption 11(a) says that the researcher has access to three periods of panel data.

The researcher possibly observes some covariates X which I assume, as is common in

the treatment effects literature, are time invariant though this assumption can be relaxed

with only minor costs. Assumption 11(b) is a standard assumption in the Difference in

Differences literature. It can be relaxed at the cost of either (i) changing the identified

parameters to be conditional on being part of the “newly treated group” - the group that

first becomes treated at time period t, or (ii) some additional assumptions that say that the

effect on the newly treated group is the same as the effect on the treated group overall.

Under this assumption, the researcher observes untreated potential outcomes for members

of both the treated and untreated group in periods t−1 and t−2. In period t, the researcher

observes treated potential outcomes Y1t for members of the treated group and untreated

potential outcomes Y0t for members of the untreated group.
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I focus on the case with exactly three periods. Under the condition that no one is treated

until the last period, having additional pre-treatment periods can lead to tighter bounds on

the joint distribution of potential outcomes. In the more general case where individuals can

first become treated at some period before the last period, one can still construct bounds on

the joint distribution of potential outcomes using similar techniques.

ASSUMPTION 12. (Marginal Distributions)

(a) The marginal distributions FY1t |Dt=1(y1) and FY0t |Dt=1(y0) are identified.

(b) The conditional distributions FY1t |X ,Dt=1(y1) and FY0t |X ,Dt=1(y0) are identified.

The first part of Assumption 12(a) says that the distribution of treated potential out-

comes for the treated group is identified. This follows directly from Assumption 11 be-

cause treated potential outcomes are observed for the treated group. The second part says

that the distribution of untreated potential outcomes for the treated group is identified. This

distribution is counterfactual and its identification requires some identifying assumption.

But this is precisely the distribution that most work on identifying the QTT with obser-

vations over time identifies (examples include Athey and Imbens, 2006; Bonhomme and

Sauder, 2011; Chernozhukov, Fernández-Val, Hahn, and Newey, 2013; Callaway and Li,

2015). This counterfactual distribution is also available under the selection on observables

assumption (Firpo, 2007) and could be available under an instrumental variables assump-

tion (Abadie, Angrist, and Imbens, 2002; Chernozhukov and Hansen, 2005; Carneiro and

Lee, 2009; Frölich and Melly, 2013). Assumption 12(b) is a stronger assumption that

says that the conditional versions of each marginal distribution are identified. These can

be useful in the case where the Copula Stability Assumption (below) holds conditional on

covariates. Also, when the conditional distributions are available, they can be useful for

further tightening the bounds on the joint distribution (Fan, Guerre, and Zhu, 2015). If

Assumption 12(b) holds, it implies that the marginal distributions in Assumption 12(a) will

also be available; throughout most of the chapter, I use Assumption 12(a) for simplicity.

The next assumption is the main identifying assumption in the chapter.
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COPULA STABILITY ASSUMPTION. For (u,v) ∈ [0,1]2

CY0t ,Y0t−1|Dt=1(u,v) = CY0t−1,Y0t−2|Dt=1(u,v)

CONDITIONAL COPULA STABILITY ASSUMPTION. For (u,v) ∈ [0,1]2

CY0t ,Y0t−1|X ,Dt=1(u,v|x) = CY0t−1,Y0t−2|X ,Dt=1(u,v|x)

The Copula Stability Assumption says that the dependence between untreated potential

outcomes at periods t and t − 1 is the same as the dependence between untreated poten-

tial outcomes at periods t − 1 and t − 2. This assumption is useful because the depen-

dence between untreated potential outcomes at period t and period t− 1 is not observed.

Although, by assumption, the counterfactual distribution of untreated potential outcomes

for the treated group, FY0t |Dt=1(y0), is identified and the distribution of untreated poten-

tial outcomes for the treated at period t−1, FY0t−1|Dt=1(y′), is identified because untreated

potential outcomes are observed for the treated group at period t− 1, their dependence is

not identified because Y0t and Y0t−1 are not simultaneously observed for the treated group.

The Copula Stability Assumption recovers the missing dependence. This implies that the

joint distribution of untreated potential outcomes at times t and t−1 for the treated group,

FY0t ,Y0t−1|Dt=1(y0,y′), is identified. This joint distribution is not of primary interest in the

current chapter. But knowledge of this joint distribution is important for deriving tight

bounds on the distributions and parameters of interest.

To better understand the Copula Stability Assumption, it is helpful to consider some ex-

amples. As a first example, the Copula Stability Assumption says that if untreated potential

outcomes at period t− 1 are independent (or perfectly positively dependent) of untreated

potential at period t− 2, then untreated outcomes at period t will continue to be indepen-

dent (or perfectly positively dependent) of untreated outcomes at period t − 1. Or, for

example, suppose the copula for (Y0t−1,Y0t−2|Dt = 1) is Gaussian with parameter ρ , the
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Copula Stability Assumption says that the copula for (Y0t ,Y0t−1|Dt = 1) is also Gaussian

with parameter ρ though the marginal distributions of outcomes can change in unrestricted

ways. For example, the distribution of earnings could be increasing over time or could be-

come more unequal over time. Likewise, if the copula is Archimedean, the Copula Stability

Assumption says that the generator function does not change over time. For Archimedean

copulas with a scalar parameter having a one-to-one mapping to dependence parameters

such as Kendall’s Tau or Spearman’s Rho (examples include common Archimedean cop-

ulas such as the Clayton, Frank, and Gumbel copulas), the Copula Stability Assumption

says that the dependence parameter is the same over time.

The Conditional Copula Stability Assumption may be more plausible in many appli-

cations. It says that the dependence is the same over time conditional on some covariates

X . For example, earnings over time may be more strongly positively dependent for older

workers than for younger workers. It should be noted, however, that the unconditional Cop-

ula Stability Assumption does not preclude covariates affecting outcomes; but it does place

some restrictions on how covariates can affect the outcome of interest and especially how

the effect of covariates changes over time – this issue is discussed more in Section 2.3.1.1

below.

The next result is a simple application of Fréchet-Hoeffding bounds to a conditional

distribution; it provides an important building block for constructing tighter bounds on the

joint distribution of potential outcomes.

LEMMA 22.

FL
Y1t ,Y0t |Y0t−1=y′,Dt=1(y1,y0|y′)≤ FY1t ,Y0t |Y0t−1=y′,Dt=1(y1,y0|y′)≤ FU

Y1t ,Y0t |Y0t−1=y′,Dt=1(y1,y0|y′)

where

FL
Y1t ,Y0t |Y0t−1=y′,Dt=1(y1,y0|y′) = max{FY1t |Y0t−1,Dt=1(y1|y′)+FY0t |Y0t−1,Dt=1(y0|y′)−1,0}
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FU
Y1t ,Y0t |Y0t−1=y′,Dt=1(y1,y0|y′) = min{FY1t |Y0t−1,Dt=1(y1|y′),FY0t |Y0t−1,Dt=1(y0|y′)}

THEOREM 8.

FL
Y1t ,Y0t |Dt=1(y1,y0)≤ FY1t ,Y0t |Dt=1(y1,y0)≤ FU

Y1t ,Y0t |Dt=1(y1,y0)

where

FL
Y1t ,Y0t |Dt=1(y1,y0) = E[FL

Y1t ,Y0t |Y0t−1=y′,Dt=1(y1,y0|Y0t−1)]

FU
Y1t ,Y0t |Dt=1(y1,y0) = E[FU

Y1t ,Y0t |Y0t−1=y′,Dt=1(y1,y0|Y0t−1)]

and these bounds are sharp.

The bounds in Theorem 8 warrant some more discussion. First, these bounds will be

tighter than the bounds without using panel data unless Y0t−1 is independent of Y1t and Y0t .

But in most applications in economics Y0t and Y0t−1 are likely to be positively dependent.

On the other hand, the joint distribution will be point identified if either (i) Y1t and Y0t−1

are perfectly positively dependent or (ii) Y0t and Y0t−1 are perfectly positively dependent.

Item (i) is very similar to the assumption of perfect positive dependence across treated

and untreated groups (though it also includes a time dimension); Item (ii) is exactly the

condition of perfect positive dependence in untreated potential outcomes over time used

as a point identifying assumption (Heckman and Smith, 1998). Together, these conditions

imply that if either one of two natural limiting conditions hold in the data, then the joint

distribution of potential outcomes will be point identified. Moreover, intuitively the bounds

will be tighter in cases that are “closer” to either of these two limiting cases. This means
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that even in the case where the limiting conditions do not hold exactly, one is still able to

(substantially) tighten the bounds that would arise in the case without panel data. I provide

the intuition for this point next.

Example 2

Spearman’s Rho is the correlation of the ranks of two random variables; i.e. ρS =

Corr(F1(X1),F2(X2)). Bounds on Spearman’s Rho can be derived when two out of three

joint distributions and all marginal distributions (exactly our case) are known. Because

the marginal distributions FY1t |Dt=1(Y1t), FY0t |Dt=1(Y0t), and FY0t−1|Dt=1(Y0t−1) are uniformly

distributed, their covariance matrix is given by

Cov
(
FY1t |Dt=1(Y1t),FY0t |Dt=1(Y0t),FY0t−1|Dt=1(Y0t−1)

)
=


1 ρ12 ρ13

ρ12 1 ρ23

ρ13 ρ23 1


Consider the case where ρ13 and ρ23 are identified and ρ12 is not known. ρ12 is partially

identified because the covariance matrix must be positive semi-definite.

This results in the condition that

ρ13ρ23−
√

ρ2
13ρ2

23 +(1−ρ2
13−ρ2

23)≤ ρ12 ≤ ρ13ρ23 +
√

ρ2
13ρ2

23 +(1−ρ2
13−ρ2

23)

The width of the bounds is given by

width = 2
√

ρ2
13ρ2

23 +(1−ρ2
13−ρ2

23)

It is easy to show that for fixed ρ23 with |ρ23| < 1, the width of the bounds on ρ12 are

decreasing as ρ13 increases for ρ13 > 0, and width of the bounds are decreasing as ρ13

decreases for ρ13 < 0. When either ρ13 or ρ23 is equal to one in absolute value, ρ12 is

point identified. This corresponds exactly to the case of perfect positive dependence (or
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perfect negative dependence) mentioned above for point identification. The intuition of

this result is that as the copula moves “closer” to perfect positive dependence or perfect

negative dependence, the bounds on the joint distribution of interest shrink.

Remark

By a similar reasoning, knowledge of conditional distributions, conditional on X , will

also serve to tighten the bounds. See especially Fan, Guerre, and Zhu (2015). The same

logic applies in that case, though with covariates, the natural cases that lead to point iden-

tification with panel data do not have straightforward counterparts.

Just as knowledge of FY1t ,Y0t−1|Dt=1(y1,y′) and FY0t ,Y0t−1|Dt=1(y0,y′) leads to bounds on

the joint distribution of interest FY1t ,Y0t |Dt=1(y1,y0), knowledge of these distributions can

also be used to bound the DTET, the QoTET, and other parameters that depend on the joint

distribution. These results are presented next.

Sharp bounds on the distribution of the treatment effect are known in the case where

there is no additional information besides the marginal distributions (Fan and Park, 2010).

These bounds are obtained using results from the statistics literature for the distribution of

the difference of two random variables when the marginal distributions are fixed (Makarov,

1982; Rüschendorf, 1982; Frank, Nelsen, and Schweizer, 1987; Williamson and Downs,

1990). I use these same bounds for the conditional joint distribution.

LEMMA 23. (Conditional Distribution of the Treatment Effect)

FL
Y1t−Y0t |Y0t−1,Dt=1(∆|y

′)≤ FY1t−Y0t |Y0t−1,Dt=1(∆|y′)≤ FU
Y1t−Y0t |Y0t−1,Dt=1(∆|y

′)
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where

FL
Y1t−Y0t |Y0t−1,Dt=1(∆|y

′) = sup
y

max{FY1t |Y0t−1,Dt=1(y|y′)−FY0t |Y0t−1,Dt=1(y−∆|y′),0}

FU
Y1t−Y0t |Y0t−1,Dt=1(∆|y

′) = 1+ inf
y

min{FY1t |Y0t−1,Dt=1(y|y′)−FY0t |Y0t−1,Dt=1(y−∆|y′),0}

THEOREM 9. (Distribution of the Treatment Effect)

FL
Y1t−Y0t |Dt=1(∆) = E[FL

Y1t−Y0t |Y0t−1,Dt=1(∆|Y0t−1)]|Dt = 1]

FU
Y1t−Y0t |Dt=1(∆) = E[FU

Y1t−Y0t |Y0t−1,Dt=1(∆|Y0t−1)]|Dt = 1]

where FL
Y1t−Y0t |Y0t−1,Dt=1(∆|y

′) and FL
Y1t−Y0t |Y0t−1,Dt=1(∆|y

′) are given in Lemma 23. These

bounds are sharp.

Sharp bounds on the QoTET can be obtained from the bounds on the DTET. The upper

bound on the QoTET comes from inverting the lower bound of the DTET, and the lower

bound on the QoTET comes from inverting the upper bound on the DTET.

THEOREM 10. (Quantile of the Treatment Effect)

F−1 L
Y1t−Y0t |Dt=1(τ)≤ FY1t−Y0t |Dt=1(τ)≤ F−1 U

Y1t−Y0t |Dt=1(τ)

where

F−1 L
Y1t−Y0t |Dt=1(τ) = inf{∆ : FU

Y1t−Y0t |Dt=1(∆)≥ τ}

F−1 U
Y1t−Y0t |Dt=1(τ) = inf{∆ : FL

Y1t−Y0t |Dt=1(∆)≥ τ}

and FL
Y1t−Y0t |Dt=1(∆) and FU

Y1t−Y0t |Dt=1(∆) are given in Theorem 9. These bounds are sharp.
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Point Identification of the ATT-CPO

Next, I show that the ATT-CPO is identified in the current setup. The reason why this

parameter is point identified is that it depends on the joint distributions FY1t ,Y0t−1|Dt=1(y1,y′)

and FY0t ,Y0t−1|Dt=1(y0,y′) which are both point identified, but it does not depend on the joint

distribution of treated and untreated potential outcomes FY1t ,Y0t |Dt=1(y1,y0) which is only

partially identified. Point identification of the ATT-CPO requires the following assumption

ASSUMPTION 13. (Distribution of Untreated Potential Outcomes)

Y0t−1 and Y0t−2 are continuously distributed.5

This assumption allows for the quantile functions in the expression below to be well-

defined.

The next result provides an explicit expression for this result that can be estimated using

the observed data and the identified marginal distributions.

THEOREM 11.

ATT-CPO(y′) = E[Y1t−Y0t |Y0t−1 = y′]

= E[Y1t |Y0t−1 = y′,Dt = 1]

−E[F−1
Y0t |Dt=1(FY0t−1|Dt=1(Y0t−1))

∣∣ Y0t−2 = F−1
Y0t−2|Dt=1(FY0t−1|Dt=1(y

′))]

2.3.1 More Evidence on the Copula Stability Assumption

Because the key identifying assumption in the chapter, the Copula Stability Assump-

tion, is new to the literature on evaluating the distributional impacts of program partici-

pation, this section considers whether or not it is likely to hold in applications. The first
5This condition could be weakened to

Range(FY0t |Dt=1)⊆ Range(FY0t−1|Dt=1)

Range(FY0t−2|Dt=1)⊆ Range(FY0t−1|Dt=1)

for the ATT-CPO to be identified which would allow for some mass points in the distributions of untreated
potential outcomes.
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contribution of this section is to consider several models of varying generality and discusses

whether or not they are consistent with the Copula Stability Assumption. The key require-

ment for a model to satisfy the Copula Stability Assumption is that the way unobservables

affect outcomes cannot change over time. This requirement allows for untreated outcomes

to be a nonseparable function of observed covariates, time-varying unobservables, and time

invariant unobservables that can be correlated with observed covariates plus a time varying

function of observed covariates. Second, this section provides empirical evidence in favor

of the Copula Stability Assumption in the case where the outcome is yearly earnings in the

United States.

2.3.1.1 Models that are Consistent with the Copula Stability Assumption

An important question is whether or not the Copula Stability Assumption is likely to

hold in the types of models that economists most frequently use. This section shows that

the Copula Stability Assumption holds in most of the cases most frequently considered in

panel data or Difference in Differences settings such as Abadie (2005). Examples include

(i) unobserved heterogeity distributed differently across treated and control groups and

(ii) different time trends in untreated potential outcomes for observations with different

observable characteristics. The key restriction is that the effect of unobservables cannot

change over time. When the effect of time invariant unobserved heterogeneity changes over

time – for example, if the return to unobserved ability is increasing over time – then, the

Copula Stability Assumption will not hold; however, in this case, panel data assumptions

and Difference in Differences assumptions would also be violated which implies that this

is not a unique restriction to the methods considered in the current chapter. On the other

hand, if the effect of time varying unobservables changes over time, then a Difference

in Differences approach to identifying the average effect of participating in the treatment

would still be valid, but the Copula Stability Assumption would not hold.

Let ci be a time invariant unobservable whose distribution can be different for the treated
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and untreated groups (though this is not important for the Copula Stability Assumption

as we only consider untreated outcomes for the treated group) and vit is a time varying

unobservable satistfying Fvit |X ,ci(v) = Fv(v) which allows for serial correlation. The data

generating process for treated potential outcomes can be left completely unrestricted as the

Copula Stability Assumption only concerns untreated potential outcomes.

Model 1:

Y0t = g(Xi,ci,vit). This model is stationary in the sense that the same inputs produce the

same outcomes in every time period though it is similar to models in recent work on identi-

fying nonseparable models with panel data (for example Evdokimov, 2010; Chernozhukov,

Fernández-Val, Hahn, and Newey, 2013). Both the unconditional Copula Stability As-

sumption and the Conditional Copula Stability Assumption hold in this model. Difference

in Differences techniques would be useful for this model. It includes as a special case the

model Y0t = X ′i β + ci + vit .

Model 2:

Y0t = g(Xi,ci,vit)+ht(Xi). This model generalizes the previous model in that it allows

for a trend in outcomes that can differ based on observable characteristics. The Conditional

Copula Stability Assumption holds in this model, but the unconditional Copula Stability

Assumption does not. This model includes as a special case Y0t = X ′i βt +ci+θt +vit where

θt is an aggregate time fixed effect. However, this model also allows for the possibility of a

much more general trend as a function of the observed covariates. The common aggregate

time effect is a sufficient condition for the unconditional Copula Stability Assumption to

hold even though there are covariates present in the model. In this type of model, one

can include time varying observable characteristics – the key requirement is that they be

additively separable from unobservables.

Next, I consider two models where neither Copula Stability Assumption holds. In the

first, it would be possible to use a Difference in Differences approach to estimate the ATT.
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The second provides a case where neither a Difference in Differences Assumption nor the

Copula Stability Assumption is valid.

Model 3:

Y0t = g(Xi,ci,vit)+ht(Xi,vit). This model provides an example where the Copula Sta-

bility Assumption does not hold, but a semiparametric Difference in Differences approach

would still be valid. The reason the Copula Stability Assumption does not hold is that

the model effectively allows the effect of unobservables to change over time allowing an

individual’s place in the distribution of untreated potential outcomes to change in an unre-

stricted way that cannot be handled by the Copula Stability Assumption. For example, past

evidence of very little mobility in outcomes over time does not provide evidence that there

will be very little mobility in the next period in this model. In the context of parametric

panel data models, there do not appear to be any well known cases that this model covers

that are not covered by the Model 3.

Model 4:

Y0t = g(Xi,ci,vit)+ ht(Xi,ci). The Copula Stability Assumption does not hold in this

model for the same reason that it did not hold in Model 4 – the Copula Stability Assumption

cannot allow for the effect of unobservables to change in an unrestricted way across time

periods. Panel data techniques and semiparametric Difference in Differences would not

work in this model either though because the path of untreated potential outcomes for the

untreated group will, in general, not be the same as the path of untreated potential outcomes

for the treated group. One example of this sort of model is the random growth model of

Heckman and Hotz (1989): Y0t = X ′i β + ci +git + vit .

2.3.1.2 Empirical Evidence on the Copula Stability Assumption

This section provides some empirical evidence that the Copula Stability Assumption

may be valid when the outcome of interest is yearly income – a leading case in labor
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economics. In this case, the Copula Stability Assumption says that income mobility, which

has been interpreted as the copula of income over time in studies of mobility (Chetty,

Hendren, Kline, and Saez, 2014) or very similarly as correlation between the ranks of

income over time (Kopczuk, Saez, and Song, 2010),6 is the same over time.7

A simple way to check if the copula is constant over time is to check if some depen-

dence measure such as Spearman’s Rho or Kendall’s Tau is constant over time.8 Using

administrative data from 1937-2003, Kopczuk, Saez, and Song (2010) find that the rank

correlation (Spearman’s Rho) of yearly income is nearly constant in the U.S. Immediately

following World War II, there was a slight decline in income mobility. Since then, there

has been remarkable stability in income mobility (See Figure 2.1).

Moreover, Figure 2.1 also confirms the intuition that there is strong positive dependence

of yearly income over time though the dependence is less than perfect positive dependence.

This is precisely the case where the method developed in the current chapter is likely to

(i) provide more credible results than employing a perfect positive dependence over time

assumption while (ii) yielding much tighter bounds on the joint distribution of potential

outcomes than would be available using other methods that rely on purely statistical results

to bound distributional treatment effects that depend on the joint distribution of potential

outcomes.
6The dependence measure Spearman’s Rho is exactly the correlation of ranks. Dependence measures

such as Spearman’s Rho or Kendall’s Tau are very closely related to copulas; for example, these dependence
measures depend only on the copula of two random variables not the marginal distributions. Dependence
measures also have the property of being ordered. For example, larger Spearman’s Rho indicates more
positive dependence; two copulas, on the other hand, cannot generally be ordered. See Nelsen (2007) and Joe
(2015) for more discussion on the relationship between dependence measures and copulas.

7It is also very similar to other work in the income mobility literature that considers transitions from
one quintile of earnings in one period to another quintile of earnings in another period (Hungerford, 1993;
Gottschalk, 1997; Carroll, Joulfaian, and Rider, 2007)

8It is possible for a copula to change over time and have the same value of the dependence measure, but
if the dependence measure changes over time, then the copula necessarily changes over time.
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2.4 Estimation

This section shows how to estimate the QoTET and the ATT-CPO under the identifica-

tion results presented above and supposing that an estimate of the counterfactual distribu-

tion of untreated potential outcomes for the treated group, F̂Y0t |Dt=1(y0), is available. The

second part of this section discusses inference for the ATT-CPO.

Estimating the QoTET

Estimation of the QoTET is based on the results of Lemma 23, Theorem 9, and The-

orem 10. Broadly speaking, it is possible to use plug-in estimators for every term except

FY0t |Y0t−1,Dt=1(y0|y′). This term is identified under the Copula Stability Assumption, but it

is not immediate how to estimate it. I consider how to estimate this term in Step 2 below.

Step 1: Estimate FY1t |Y0t−1,Dt=1(y1|y′):

To estimate the distribution of treated potential outcomes conditional on previous un-

treated potential outcomes for the treated group, FY1t |Y0t−1,Dt=1(y1|y′), I use a local linear

kernel estimator. This estimator solves

min
α1,β1

∑
i∈T

[1{Yit ≤ y1}−α1− (Yit−1− y′)β1]
2Kh(Yit−1− y′)

This is easy to estimate as it is simply weighted least squares. Let γ1(y1|y′)= [α1(y1|y′),β1(y1|y′)]′,

Ỹ1 be an nT ×1 vector with ith component 1{Yit ≤ y1}, X̃1 be an nT ×2 matrix with ith row

given by (1,Yit−1−y′), and K̃1(y′) be an nT ×nT diagonal matrix with ith diagonal element

given by Kh(Yit−1− y′). Then, a closed form expression for the estimate of γ1(y′) is

γ̂1(y1|y′) = (X̃ ′1K̃1(y′)X̃1)
−1X̃ ′1K̃1(y′)Ỹ1

The estimate of FY1t |Y0t−1,Dt=1(y1|y′) is α̂1(y′).
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The advantage of using a local linear kernel estimator as opposed to a local constant

estimator is that the bias of the local linear linear estimator is the same near the boundary

of the support of Y0t−1 as it is in the interior of the support – this is not the case for the local

constant estimator. However, using a local linear estimator introduces one additional issue:

the estimate of FY1t |Y0t−1,Dt=1(y1|y′) may be less than 0 or greater than 1 because the local

weights can be negative (Hall, Wolff, and Yao, 1999). To alleviate this problem, I adopt the

approach of Hansen (2004) and set negative weights to be equal to 0. This approach has an

asymptotically negligible effect.

Step 2: Estimate FY0t |Y0t−1,Dt=1(y1|y′):

The first requirement for estimating FY0t |Y0t−1,Dt=1(y0|y′) is to write it in terms of objects

that are observed and therefore estimable. The following lemma provides an estimable

version of this conditional distribution.

LEMMA 24.

FY0t |Y0t−1,Dt=1(y0|y′) = FY0t−1|Y0t−2,Dt=1

(
F−1

Y0t−1|Dt=1(FY0t |Dt=1(y0))
∣∣∣F−1

Y0t−2|Dt=1(FY0t−1|Dt=1(y
′))
)

With Lemma 24 in hand, it is fairly straightforward to estimate FY0t |Y0t−1,Dt=1(y0|y′).

Once again, I use local linear kernel estimators. Compared to Step 1, the only additional

issue here is that I need first step estimators of the distribution and quantile functions in the

result of Lemma 24. To estimate distribution functions, I use empirical cdfs:

F̂Z(z) =
1
n

n

∑
i=1

1{Zi ≤ z}

To estimate quantile functions, I invert empirical cdfs:

F̂−1
Z (τ) = inf{z : F̂Z(z)≥ τ}
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With estimates of the distribution functions in hand, Lemma 24 can be estimated by the

solution α̂0(y0,y′) to

min
α0,β0

∑
i∈T

(
1{Yit−1 ≤ F̂−1

Y0t−1|Dt=1(F̂Y0t |Dt=1(y0))}−α0−
(

Yit−2− F̂−1
Y0t−2|Dt=1(F̂Y0t−1(y

′))
)

β0

)
×Kh

(
Yit−2− F̂−1

Y0t−2|Dt=1(F̂Y0t−1(y
′)))
)

Likewise, there is a closed form solution to this problem. Let γ0(y0|y′)= [α0(y0|y′),β0(y0|y′)]′,

Ẑ be an nT × 1 vector with ith component 1{Yit−1 ≤ F̂−1
Y0t−1|Dt=1(F̂Y0t |Dt=1(y0))}, X̂ be an

nT ×2 matrix with ith row given by (1,Yit−2− F̂−1
Y0t−2|Dt=1(F̂Y0t−1|Dt=1(y′))), and K̂(y′) be an

nT×nT diagonal matrix with ith diagonal element given by Kh(Yit−2−F̂−1
Y0t−2|Dt=1(F̂Y0t−1|Dt=1(y′))).

Then, a closed form expression for the estimate of γ0(y0|y′) is

γ̂0(y′) = (X̂ ′K̂(y′)X̂ )−1X̂ ′K̂(y′)Ẑ

Step 3: Compute the Bounds on the Distribution of the Treatment Effect

To obtain the bounds on the distribution of the treatment effect, one can plug in the

above estimates into the results of Lemma 23 and Theorem 9. Recall, the lower bound on

the DTE is identified and given by

FL
Y1t−Y0t |Dt=1(∆) = E[FL

Y1t−Y0t |Y0t−1,Dt=1(∆|Y0t−1)]|Dt = 1] (2.2)

Further, recall that

FL
Y1t−Y0t |Y0t−1,Dt=1(∆|y

′) = sup
y

max{FY1t |Y0t−1,Dt=1(y|y′)−FY0t |Y0t−1,Dt=1(y−∆|y′),0}
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which can be estimated by

F̂L
Y1t−Y0t |Y0t−1,Dt=1(∆|y′) = sup

y
max{F̂Y1t |Y0t−1,Dt=1(y|y′)− F̂Y0t |Y0t−1,Dt=1(y−∆|y′),0}

Then, an estimate of Equation 2.2 is given by

F̂L
Y1t−Y0t |Dt=1(∆) =

1
nT

∑
i∈T

F̂L
Y1t−Y0t |Y0t−1,Dt=1(∆|Yit−1)

Similarly, the upper bound on the DTE is given by

FU
Y1t−Y0t |Dt=1(∆) = E[FU

Y1t−Y0t |Y0t−1,Dt=1(∆|Y0t−1)]|Dt = 1] (2.3)

where

FU
Y1t−Y0t |Y0t−1,Dt=1(∆|y

′) = 1+ inf
y

min{FY1t |Y0t−1,Dt=1(y|y′)−FY0t |Y0t−1,Dt=1(y−∆|y′),0}

which can be estimated by

F̂U
Y1t−Y0t |Y0t−1,Dt=1(∆|y′) = 1+ inf

y
min{F̂Y1t |Y0t−1,Dt=1(y|y′)− F̂Y0t |Y0t−1,Dt=1(y−∆|y′),0}

and implies that an estimate of Equation 2.3 is given by

F̂U
Y1t−Y0t |Dt=1(∆) =

1
nT

∑
i∈T

F̂U
Y1t−Y0t |Y0t−1,Dt=1(∆|Yit−1)
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Step 4: Estimate the Bounds on the QoTET

The upper bound on the QoTET is given by inverting the lower bound on the DTE,

and the lower bound on the QoTET is given by inverting the upper bound on the DTE.

Therefore,

ˆQoTETU
(τ) = inf{∆ : F̂L

Y1t−Y0t |Dt=1(∆)≥ τ}

and

ˆQoTETL
(τ) = inf{∆ : F̂U

Y1t−Y0t |Dt=1(∆)≥ τ}

Estimating the ATT-CPO

Recall that the ATT-CPO is given by

ATT-CPO(y′) = E[Y1t−Y0t |Y0t−1 = y′,Dt = 1]

= E[Y1t |Y0t−1 = y′,Dt = 1] (2.4)

−E[F−1
Y0t |Dt=1(FY0t−1|Dt=1(Y0t−1))

∣∣ Y0t−2 = F−1
Y0t−2|Dt=1(FY0t−1|Dt=1(y

′)),Dt = 1]

(2.5)

I estimate the ATT-CPO using local linear kernel estimators. An estimate of the term in

Equation 2.4 comes from solving

min
a1,b1

∑
i∈T

[Yit−a1− (Yit−1− y′)b1]
2Kh(Yit−1− y′)

Just like for the QoTET, this is easy to estimate as it is simply weighted least squares. Let

δ1(y′) = [a1(y′),b1(y′)]′, Y1 be an nT × 1 vector with ith component Yit , X1 be an nT × 2

matrix with ith row given by (1,Yit−1− y′), and K1(y′) be an nT × nT diagonal matrix

with ith diagonal element given by Kh(Yit−1− y′). Then, a closed form expression for the
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estimate of δ1(y′) is

δ̂1(y′) = (X ′1K1(y′)X1)
−1X ′1K1(y′)Y1

The estimate of ATT-CPO(y′) is â1(y′).

Estimating the term in Equation 2.5 is more complicated because it depends on distri-

bution functions and quantile functions. These need to be estimated in a first step. With

estimates of the distribution functions in hand, Equation 2.4 can be estimated by the solu-

tion â0(y′) to

min
a0,b0

∑
i∈T

(
F̂−1

Y0t |Dt=1(F̂Y0t−1|Dt=1(Yit−1))−a0−
(

Yit−2− F̂−1
Y0t−2|Dt=1(F̂Y0t−1|Dt=1(y

′))
)

b0

)
×Kh

(
Yit−2− F̂−1

Y0t−2|Dt=1(F̂Y0t−1|Dt=1(y
′)))
)

Likewise, there is a closed form solution to this problem. Let δ0(y′) = [a0(y′),b0(y′)]′, Ẑ0

be an nT ×1 vector with ith component F̂−1
Y0t |Dt=1(F̂Y0t−1|Dt=1(Yit−1)), X̂0 be an nT ×2 matrix

with ith row given by (1,Yit−2− F̂−1
Y0t−2|Dt=1(F̂Y0t−1|Dt=1(y′))), and K̂0(y′) be an nT×nT diag-

onal matrix with ith diagonal element given by Kh(Yit−2− F̂−1
Y0t−2|Dt=1(F̂Y0t−1|Dt=1(Yit−2))).

Then, a closed form expression for the estimate of δ0(y′) is

δ̂0(y′) = (X̂ ′0K̂0(y′)X̂0)
−1X̂ ′0K̂0(y′)Ẑ0

2.4.1 Inference

ATT-CPO

This section shows that the estimate of the ATT-CPO is consistent and asymptotically

normal. Its rate of convergence is slower than
√

n when the ATT-CPO is estimated non-

parametrically. Following standard arguments on local linear regression (see, for example,
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Fan and Gijbels, 1996; Li and Racine, 2007), one can show that its estimate is consistent

and asymptotically normal.

The only complication is that estimation depends on first step estimates of several dis-

tribution and quantile functions. The intuition for the following result is that the first step

estimation of the distributions and quantile functions does not matter asymptotically be-

cause each of these can be estimated at the parametric
√

n rate, but the final nonparametric

rate converges at the slower rate
√

nh.

Let g1(y′) = E[Y1t |Y0t−1 = y′,Dt = 1], εit =Y1it−gy(y′), σ2
ε (y
′) = E[ε2

it |Y0t−1 = y′,Dt =

1], and h1 be a bandwidth parameter. Also, let z = F−1
Y0t−2|Dt=1(FY0t−1|Dt=1(y′)), g(z) =

E[F−1
Y0t |Dt=1(FY0t−1|Dt=1(Y0t−1))

∣∣ Y0t−2 = z,Dt = 1],

uit =F−1
Y0t |Dt=1(FY0t−1|Dt=1(Y0it−1))−g(F−1

Y0t−2|Dt=1(FY0t−1|Dt=1(Y0it−2))), σ2
u (z)=E[u2

it

∣∣Y0t−2 =

z,Dt = 1], and h be a bandwidth parameter. Finally, let k(·) be a kernel function, κ =∫
k(v)2 dv, and κ2 =

∫
k(v)v2 dv. I make the following assumptions

ASSUMPTION 14.

(a) g(z), fY0t−2|Dt=1(z), and σ2
u (z) are twice continuously differentiable

(b) g1(y′), fY0t−1|Dt=1(y′), and σ2
ε (y
′) are twice continuously differentiable

(c) k(·) is a bounded second order kernel

(d) As n→ ∞, nh→ ∞, nh1→ ∞, nh7→ 0, and nh7
1→ 0

(e) Y0t , Y0t−1, and Y0t−2 have a common, compact support Y

(f) fY0t−1|Dt=1(·) and fY0t−2|Dt=1(·) are bounded away from 0 on Y .

Under these assumptions, the following result holds,

THEOREM 12. (Asymptotic Normality of ATT-CPO)

√
nh{(â1(y′)− â0(y′))−ATT-CPO(y′)−Bias(y′)} d−→ N(0,V ) (2.6)
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where

Bias(y′) =
κ2

2
(

fY0t−1|Dt=1(y
′)g′′1(z)h

2
1− fY0t−2|Dt=1(z)g

′′(z)h2)
and

V =
σ2

ε (y
′)

fY0t−1|Dt=1(y′)
κ +

σ2
u (F
−1
Y0t |Dt=1(FY0t−1|Dt=1(y′)))

fY0t−2|Dt=1(F
−1
Y0t−2|Dt=1(FY0t−1|Dt=1(y′)))

κ

2.5 Job Displacement of Older Workers during the Great Recession

This section studies the effect of job displacement during the Great Recession on yearly

earnings of older workers. Using standard techniques, job displacement is estimated to

decrease workers earnings by 40% relative to counterfactual earnings had they not been

displaced. The size of this effect is 0-25% larger than existing estimates of the effect of

job displacement for all workers during severe recessions. The size of the effect is also

consistent with the ideas that (i) the effect of job displacement is larger for older workers

than prime age workers and (ii) the effect of job displacement is larger during recessions.

Next, this section considers the distributional impacts of job displacement using the

techniques developed in the chapter. There are two key findings that would not be avail-

able without these methods. First, using the panel data methods developed in the chapter

provides substantially more identifying power for distributional treatment effects such as

the QoTET than is available using existing bounds that do not exploit panel data. The

reason the bounds are tighter is that relatively strong positive dependence is observed in

non-displaced earnings over time for the displaced group of workers in the period before

the Great Recession. These bounds are tight enough to rule out the assumption of perfect

positive dependence between displaced and non-displaced potential earnings. This result

implies that there is more heterogeneity (and potentially much more heterogeneity) in the

effect of job displacement than would be implied by the estimate of the QoTET under the
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assumption of perfect positive dependence. The bounds also imply that some workers have

higher earnings after being displaced than they would have had they not been displaced; this

implies that the assumption of Monotone Treatment Response (Manski, 1997) is rejected.

Second, workers with higher earnings before the recession experience larger decreases in

the level of earnings following displacement, but as a fraction of earnings, the earnings loss

is almost constant across workers with differing earnings prior to the recession.

These results can be compared to existing empirical work on job displacement. Broadly

speaking, there are two key findings from the job displacement literature: (i) the effect of

job displacement on earnings is large, and (ii) the effect of job displacement is persistent.

The current chapter considers the effect of job displacement on earnings 2-4 years follow-

ing displacement which is a somewhat shorter period than most existing work. The empir-

ical literature on job displacement finds that workers suffer large earnings losses upon job

displacement. To give some examples, Jacobson, LaLonde, and Sullivan (1993) study the

effect of job displacement during a deep recession – the recession in the early 1980s. That

paper finds that workers lose 40% of their earnings upon displacement and still have 25%

lower earnings six years following displacement. Interestingly, it finds little difference in

the path of earnings for older, prime-age, and younger workers. Couch and Placzek (2010)

study job displacement in the smaller recession in the early 2000s. They find an initial 32%

decrease in earnings following displacement, but earnings are only 13% lower six years

after displacement. Using Social Security data that covers the entire U.S., Von Wachter,

Song, and Manchester (2009) also study the effect of displacement during the early 1980s

and find a 30% reduction in earnings upon displacement and earnings still 20% lower up

to twenty years following displacement. Because they have data on the entire country, they

can compare the effect of displacement including and excluding observations with 0 earn-

ings in a particular year. Not surprisingly, the effect of job displacement is larger when

0 earnings are included, but the path of earnings is very similar – a large dip followed by

some recovery but never complete recovery. That paper also finds older workers experience
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a 21% larger decrease in earnings than prime age workers following displacement though

the results are more similar when only workers with non-negative earnings are included.

Stevens (1997), using PSID data, finds that workers initially lose 25% of their earnings

following job displacement and 9% lower earnings ten years later. Using the Displaced

Worker Survey, Farber (1997) finds that displaced workers lose 12% of weekly earnings on

average following displacement, but that the effect is much larger for workers age 55-64.

The effect of job displacement on earnings is larger when there are weak labor market con-

ditions relative to strong labor market conditions (Farber, 1997; Davis and Von Wachter,

2011) which is relevant for older workers displaced during the Great Recession.

There are three potentially important sources of bias in most of the work on job dis-

placement. First, most work limits the sample to individuals who have positive earnings in

each period. This may be important because difficulty finding new employment is likely

to be a consequence of job displacement. In studies that use state-level administrative data

such as Jacobson, LaLonde, and Sullivan (1993) and Couch and Placzek (2010), this choice

is made because they are unable to tell whether 0 earnings represents unemployment, leav-

ing the labor force, or moving to another state. Under the condition that more productive

displaced workers are more likely to return to work than less productive workers, dropping

individuals with no earnings is likely to cause the estimated effect of job displacement to

be biased towards 0.

A second well known potential problem is that employers may selectively lay off their

least productive workers during recessions (Gibbons and Katz, 1991). If this is the case,

then comparing these workers to workers that are not displaced may tend to overestimate

the effect of job displacement if these workers earnings would not have increased as much

as non-displaced workers in the absence of job displacement.

Finally, analyzing the effect of job displacement on older workers is more challenging

than for prime age workers because older workers may also retire following job displac-

ment. Unlike the previous cases, which both clearly suggest the sign of the direction of

122



resulting bias, it is not clear whether more or less productive workers are more likely to re-

tire. On the one hand, more productive workers may face better labor market opportunities

which may make them less likely to retire. On the other hand, more productive workers

may have accumulated more retirement savings which may make them more likely to retire.

The effect of job displacement may be particularly severe for workers displaced during

the Great Recession because of the particularly weak labor market conditions in the pe-

riod immediately following the recession. From the official beginning of the recession in

December 2007 to October 2009, four months after the official end of the recession, the

unemployment rate doubled from 5.0% to 10.0% (U.S. Bureau of Labor Statistics, 2015b).

And during the same period, the economy shed almost 8.4 million jobs (U.S. Bureau of

Labor Statistics, 2015a). For workers ages 55 and over, the unemployment rate more than

doubled from 3.2% to 6.9% (U.S. Bureau of Labor Statistics, 2015c).

There is recent work on the effect of job displacement during the Great Recession us-

ing the Displaced Workers Survey Farber (2015). I summarize some of the relevant results

next. For all workers, the incidence of job loss was at its highest during the Great Reces-

sion compared to all other periods covered by the DWS (1981-present). Roughly, one in

six workers report having lost a job. Compared to previous time periods, the rate of reem-

ployment is very low with more workers being reemployed in part time jobs. For older

workers, the job loss rate is slightly lower than for the population at large, but the differ-

ence is not as large as it was in earlier time periods. Historically, following displacement,

older workers have been about equally likely to be unemployed and leave the labor force

(around 25% with some variation over time). During the recession however, the unem-

ployment rate jumped substantially relative to leaving the labor force (unemployment went

to 40% while leaving labor force dropped slightly to 20%) (Farber, 2015). Interestingly,

Farber (2015) finds that, for workers who find full time jobs following job displacement,

the effect on earnings during the Great Recession has not been unusually large compared

to other periods – about 12%. This provides some evidence that the main channel for a
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differential effect of job displacement during the Great Recession relative to other periods

comes from either failure to find a new job or moving from a full time job to a part time

job.

2.5.1 Data

The data comes from the Health and Retirement Study (HRS) (Health and Retirement

Study, 2014). The HRS is a panel data set with interviews occurring every two years. The

study follows participants ages 50 and older. Since its inception in 1992, the panel has

added new participants who meet the age requirement six times, most recently adding the

Early Baby Boomers (birth years 1948-1953) in 2004 and the Mid Baby Boomers (birth

years 1954-1959) in 2010. The primary data source for the current chapter is the RAND

HRS Version N longitudinal files which I also supplement with some of the base data. I

use data from 2004, 2006, 2008, 2010, and 2012 which primarily covers the Early Baby

Boomers who range in age from 50-56 in 2004 to 58-64 in 2012. In the context, of job

displacement this dataset has been considered by Couch (1998), Chan and Stevens (1999),

Chan and Stevens (2001), and Chan and Stevens (2004).

The RAND HRS data file contains 37,319 individual-level observations though many

individuals are no longer in the dataset in the time frame being considered. Each of the

yearly data files from 2004-2012 contains between 17,000 and just over 22,000 individuals.

Merging all of these dataset leaves 12,984 individual observations. For this subset, the

average age is 73 in 2012 implying that many of these individuals are not working at any

point in the period of interest. I further subset the data to those who are coded as “Working

for Pay” in 2006 leaving 5429 observations. Some observations have missing earnings data

and others have imputed earnings data; I drop all of these observations. Following the job

displacement literature, I also drop observations with 0 earnings in any periods leaving a

final sample size of 1473 indviduals.

The HRS asks workers who are not employed at the same employer as in the previous
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survey the reason why they left their employer. Following the job displacement literature,

I code individuals as being displaced if the reason they are not at the same employer is

that (i) the business closed or (ii) they were laid off or let go. The latter category includes

temporary workers, contract workers, layoffs from lack of work, downsizing, reorganiza-

tion, change of political administration, and employer sickness or death. Other important

causes of leaving a job that are not counted as being displaced are (i) poor health or dis-

ability, (ii) family care, (iii) better job, (iv) quit, (v) retired, and (vi) moving. I form the

displaced group by counting individuals who were displaced in either 2008 or 2010. Using

this definition, there are 160 individuals that are displaced which amounts to 10.9% of the

sample.

Summary statistics are presented in Table 2.1. The outcome of interest is yearly earn-

ings. Prior to the recession, average earnings levels are higher for non-displaced workers

than displaced workers ($48,000 vs. $43,200). For non-displaced workers, average earn-

ings levels remain essentially flat – in 2012, non-displaced workers earn $51,400 per year

on average. For displaced workers, earnings fall dramatically following displacement. In

2010, average earnings for displaced workers are only $30,100 (30% lower than 2006 earn-

ings); by 2012, average earnings have increased somewhat to $35,000 though this is still

much lower than pre-displacement earnings.

There are only small differences in observable characteristics that may explain the dif-

ferences in observed earnings for the displaced and non-displaced groups. 39% of non-

displaced workers have a college degree compared to 33% of displaced workers. 85% of

non-displaced workers are white compared to 81% of displaced workers. And, for both

groups, 44% are male.

Larger differences can be seen with respect to labor force status. In 2006, 77% of non-

displaced workers are employed full time compared to 79% of displaced workers. But by

2010, there are sharp differences. 68% of non-displaced workers are employed full time

in 2010, but only 49% of displaced workers are employed full time. For non-displaced
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workers, the unemployment rate is 1.1% in 2010, but it is 16% for displaced workers in

2010. 2.1% of non-displaced workers are retired in 2010 compared to 8.7% of displaced

workers. These differences in full time employment, unemployment rates, and retirement

rates narrow somewhat by 2012 possibly accounting for the smaller earnings gap between

displaced and non-displaced workers in 2012.

2.5.2 Baseline Results

In this section, I estimate the average effect of job displacement on the earnings of older

workers. The results indicate that older workers lose 40% of their earnings due to job dis-

placement. This effect is the same or somewhat larger in magnitude compared to estimates

of the effect on prime age workers during the deep recession in the early 1980s (Jacobson,

LaLonde, and Sullivan, 1993; Von Wachter, Song, and Manchester, 2009) which are the

largest in the literature. This estimate is almost four times as large as the estimated effect

of job displacement on all workers during the Great Recession (Farber, 2015).9

Let Yit denote earnings for individual i in year t. Following the most common speci-

fications in the literature, estimate the following model for individuals that have non-zero

earnings in each period

log(Yit) = ci + γt +αDit +X ′itβ + εit (2.7)

where ci is an individual-specific fixed effect, γt is an aggregate time fixed effect, Dit is

a binary variable indicating whether or not an individual is displaced, Xit is a vector of

covariates, and εit is an error term. The coefficient of interest is α . I estimate the model
9The actual difference is probably not as large because the results in Farber (2015) come from workers

who worked full time before and after job displacement. This is likely to be important empirically as only
50% of workers are reemployed at the time of their interview and 20% more are employed part time. The
estimates in the current chapter would not include those that are not reemployed, but it would include those
that are employed part time who, by construction, will tend to have lower earnings. Moreover, estimates from
the DWS have tended to produce lower estimated effects of job displacement on earnings than estimates from
other sources.
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using data on earnings from 2006 and 2012 using a Correlated Random Effects approach.10

Table 2.2 provides the results for the correlated random effects model. When I only

include a year fixed effect in addition to the displacement indicator (Model 1), earnings are

estimated to be 41%11 lower on average for displaced workers than non-displaced workers.

Model 2 adds demographic, education, and location characteristics, and the estimated effect

is very similar. The third model adds fixed effects for initial occupation and initial industry.

The estimated effect increases to a 49% reduction in earnings. Model 4 includes time

varying occupations as a covariate which allows the effect of job displacement to depend

on the occupation of individuals following job displacement.12 Conditioning on current

occupation eliminates one of the channels through which job displacement may work –

moving to lower paying occupations. Even when this channel is removed, job displacement

is estimated to decrease earnings by 34%.

The last three models in Table 2.2 consider the younger subset of workers that are 64 or

younger in 2012. The estimated effects are very similar for this group. When demographic

characteristics (Model 5) and industry and occupation fixed effects are added (Model 6),

job displacement is estimated to decrease earnings by 38% and 40%, respectively. Finally,

when time varying occupations are included, the estimated effect is somewhat smaller at

28% and only borderline statistically significant (p-value=0.07).

A weakness of the previous specifications is that the aggregate time effect, γt , is com-

mmon to all individuals. This means that the time trend is constrained by the model to be

the same for individuals that may have very different observed and unobserved character-

istics. This could potentially cause the effect of job displacement to be overestimated. For

example, less educated workers may be more likely to be displaced than highly educated

10With two periods, estimates for variables that change over time are numerically identical to estimate from
a Fixed Effects approach and also allow me to obtain estimates of the effects of variables that do not change
over time though these estimates should be interpreted more cautiously. The original work on correlated
random effects models is Mundlak (1978), Chamberlain (1982), and Chamberlain (1984)

11Estimates of the effect of job displacement on earnings as a percentage of earnings, which is what is
reported in the text, are given by exp(α̂)−1 where α̂ is the estimated coefficient in the table.

12The reason I do not include time varying industry the sample sizes become too small due to missing
values for industry in the latter period.
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workers. Earnings are also likely to be increasing more over time for highly educated work-

ers than for less educated workers. Since the trend in earnings for highly educated workers

will be used to pin down γt in these specifications, the trend is likely to be overestimated

for less educated workers; therefore, the size of the effect of job displacement would also

be overestimated in this situation.

One could potentially mitigate this problem by interacting time fixed effects with ob-

servable characteristics and some variation of this approach is used in Jacobson, LaLonde,

and Sullivan (1993) and Von Wachter, Song, and Manchester (2009). In Von Wachter,

Song, and Manchester (2009), for example, interacting time fixed effects with industry

dummy variables tends to somewhat mitigate the estimated effect of job displacement.

Instead of interacting observables and time fixed effects, I consider a nonparametric

identifiying assumption consistent with the idea that individuals that differ in observable

characteristics may have differing time trends in untreated outcomes

ASSUMPTION 15. (Distributional Difference in Differences)

∆Y0t ⊥⊥ Dt |X

This is a Difference in Differences assumption that says that the path of untreated po-

tential outcomes for the treated group and for the control group is the same for workers that

have the same observable characteristics. In other words, for observations with the same

covariates, the distribution of the path of untreated outcomes is the same for displaced and

non-displaced individuals. This assumption could be weakened to mean independence to

identify the ATT, but it is useful for identifying the QTT (Callaway and Li, 2015) which

will be required in the next section.13 This assumption is consistent with a model such as

Y1t = g1t(X ,ci,εit)

13In the job displacement literature, a very similar approach based on Difference in Differences with match-
ing on the propensity score (Heckman, Ichimura, and Todd, 1997) is considered by Couch and Placzek (2010).
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Y0t = g0t(X)+h0(X ,ci,εit)

where the model for treated potential outcomes is left completely unrestricted and the

model for untreated potential oucomes depends on observable characteristics X , time in-

variant unobservables ci that may be correlated with the covariates X , and time varying

unobservables that are independent of (X ,ci) but may be serially correlated over time.

The restriction on the model for untreated potential outcomes is that the path of untreated

outcomes depends only on observable characteristics X but not on any unobservables. As-

sumption 15 identifies only the ATT and QTT but not the ATE or the QTE. Under this

assumption,

AT T = E
[
(D− p(X))∆Yt

p(1− p(X))

]

where p is the unconditional probability that an individual is displaced and p(x) = P(Dt =

1|X = x) is the propensity score – the probability that an individual is displaced conditional

on observed characteristics.

Using this method, the estimated effect of job displacement on older workers is 38%

lower earnings on average. This estimate is only slightly smaller in magnitude than the

estimates coming from the parametric model. This result provides some evidence that dif-

ferences in trends for individuals with different covariates do not greatly affect the results.14

2.5.3 The Distributional Effects of Job Displacement

This section uses the techniques developed earlier in the chapter to understand the dis-

tributional effects of job displacement for older workers. I focus on estimating the QoTET

and the ATT-CPO. The QoTET is useful for understanding heterogeneity in the effect of

job displacement. It is partially identified in the current application. The ATT-CPO is point

14Couch and Placzek (2010) also find very similar results whether using a parametric model which is very
similar to the current parametric model or a very similar semiparametric Difference in Differences technique.
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identified and is useful for determining whether job displacement has had a relatively larger

impact on workers who previously had high or low earnings.

There are three main findings using the methods developed in the current chapter. First,

the bounds developed in the current chapter provide substantially more identifying power

than bounds relying on only knowledge of the marginal distributions of potential outcomes.

Those bounds are essentially uninformative in the current application. Second, the tighter

bounds in the current chapter rule out: (i) the assumption of perfect positive dependence

across treated and untreated potential outcomes and (ii) the assumption of Monotone Treat-

ment Response (Manski, 1997). Finally, estimates of the ATT-CPO (See Figure 2.5) imply

that workers that had higher earnings in the previous period experience larger earnings

losses due to job displacement than workers with lower earnings in the previous period.

But, as a fraction of earnings, the effect of job displacement is very similar for workers

across all initial earnings levels.

Recall that the three key requirements to estimate these distributional treatment effect

parameters are (i) access to panel data, (ii) identification of the counterfactual distribution

of potential outcomes, and (iii) the Copula Stability Assumption. Thus, as a first step, I

need to estimate the counterfactual distribution of potential outcomes – this is what I do

next.

Step 1: Estimate the counterfactual distribution of untreated potential outcomes for the

treated group

The first task to be accomplished is to estimate the counterfactual distribution of un-

treated potential outcomes for the treated group – in other words, the unobserved distribu-

tion of earnings for the group of displaced workers if they had not been displaced. Knowl-

edge of this distribution, in combination with the distribution of treated potential outcomes

for the treated group (which is observed), identifies the QTT. I use the Difference in Differ-
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ences method of Callaway and Li (2015) though there are a variety of methods that could

be used to estimate this counterfactual distribution.15

The key identifying assumption of Callaway and Li (2015) is Assumption 15. That

paper also imposes a Copula Stability Assumption that is similar to the one in the current

chapter though not exactly the same. However, that Copula Stability Assumption is also

satisfied in the same types of models that satisfy the Copula Stability Assumption in the

current chapter which suggests that this extra condition is not likely to add much empirical

content. The counterfactual distribution of potential outcomes is point identified in this

setup. Estimates of both marginal distributions are presented in Figure 2.2, and an estimate

of the QTT is presented in Figure 2.3.

Step 2: Estimate parameters that depend on the joint distribution of treated and untreated

potential outcomes

Next, I use the techniques presented earlier in the chapter to estimate some parameters

that depend on the joint distribution of treated and untreated potential outcomes. First, I

consider the QoTET. Figure 2.4 plots (i) bounds on the QoTET under no assumptions on

the dependence between potential outcome distributions, (ii) the bounds developed in the

current chapter, (iii) point estimates of the QoTET under the assumption of perfect positive

dependence between treated and untreated potential outcomes, and (iv) point estimates of

the QoTET under the assumption of Rank Invariance between untreated potential outcomes

over time. There are several things to notice from the figure. First, when no information

besides the identified marginal distributions is used, the bounds on the QoTET are very

wide. For example, the median of the treatment effect is bounded to be between an earnings

15One idea would be to use the Change in Changes model (Athey and Imbens, 2006). Melly and Santangelo
(2015) have recently extended this model to allow conditioning on covariates and this approach could be
adapted to the current application. Another idea would be to impose selection on observables with a lag of
earnings being a conditioning variable and use the method of Firpo (2007). The results are not sensitive to
using the selection on observables method of Firpo (2007). I have not implemented the Athey and Imbens
(2006) and Melly and Santangelo (2015) method to compare results.
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losses of 79% and an earnings gain of 118%. The effect of displacement among those most

affected by displacement, for example the 5th percentile of the QoTET is estimated to be

between a 62% and 99% loss of earnings. The effect of displacement on those least affected

by displacement, for example the 95th percentile of the QoTET is bounded between a 21%

loss of earnings and a 1163% increase in earnings. From these bounds, one is not able to

determine much. These bounds indicate that at least 19% of displaced workers have lower

earnings than they would have had they not been displaced.

Next, under the Copula Stability Assumption, the bounds are indeed tighter. Earnings

losses at the 5th percentile are between 90% and 99% which implies that some individuals

lose almost all of their earnings due to displacement. The estimates of the QoTET also

imply that at least 43% of individuals are worse off from being displaced. Interestingly,

one can also conclude that at least 13% of individuals have higher earnings after being

displaced than they would have had they not been displaced. This type of conclusion was

not available without exploiting the Copula Stability Assumption and would imply that the

assumption of Monotone Treatment Response (Manski, 1997) is not valid in the current

case.

Figure 2.4 also plots the QoTET under several assumptions that would lead to point

identification. First, it plots the QoTET under perfect positive dependence between Y1t and

Y0t . I have argued that this is an especially strong assumption in this case. For example, it

essentially restricts any previously high earnings individuals from moving into much lower

paying positions following displacement. This identifying assumption implies the least

amount of heterogeneity in the effect of being displaced. At the 5th percentile, individuals

lose 82% from being displaced. At the 95th percentile, they lose 16%. At the median,

they lose 32%, and this effect is largely constant across most of the interior quantiles. Of

course, the no-assumptions bounds cannot rule out perfect positive dependence between

Y1t and Y0t , but under the Copula Stability Assumption, perfect positive dependence is

ruled out because the bounds imply more heterogeneity than occurs under perfect positive
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dependence.

Finally, I also plot the results for the case with perfect positive dependence between

Y0t and Y0t−1. This assumption results in considerably more heterogeneity in the effect

of job displacement than the assumption of perfect positive dependence between Y1t and

Y0t . For example, at the 5th percentile, the estimated effect of job displacement is a loss

of 97% of earnings. At the median, the estimated effect is 22% lower earnings per year.

And at the 95th percentile, earnings are estimated to be 144% higher than they would have

been without job displacement. Further, 65% of individuals are estimated to be worse off

from job displacement and 35% are estimated to have higher earnings than they would

have had they not been displaced. The reason that the bounds in the current chapter are

close to the estimates of the QoTET under this point identifying assumption is that strong

positive dependence, though not perfect positive dependence, is observed between Y0t−1

and Y 0t−2 for the group of displaced workers (Spearman’s Rho = 0.86).

2.6 Conclusion

This chapter has developed techniques to study distributional treatment effect param-

eters that depend on the joint distribution of potential outcomes. The results depend on

three key ingredients: (i) access to at least three periods of panel data, (ii) identification

of the marginal distribution untreated potential outcomes for the treated group and (iii) the

Copula Stability Assumption which says that the dependence between untreated potential

outcomes over time does not change over time. The last of these is the key idea that allows

the researcher to exploit having access to panel data to learn about the joint distribution of

potential outcomes. This type of idea may also be useful in other cases where the researcher

has access to panel data.

Using these methods, I have studied the distributional effects of job displacement dur-

ing the Great Recession for older workers. Using standard techniques, I find that older

workers lose 40% of their yearly earnings following job displacement. Using the tech-
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niques developed in the current chapter, I find that this average effect masks substantial

heterogeneity: some older workers lose a very large fraction of their earnings following

job displacement though at least some workers have higher earnings following displace-

ment than they would have had they not been displaced. Finally, I also find that workers

with initially higher earnings experience larger earnings losses from job displacement than

workers with initially lower earnings, but as a fraction of earnings, the average earnings

loss is very similar across initial income levels.

2.7 Proofs

Proof of Lemma 21

Proof.

FY1t ,Y0t |Dt=1(y1,y0) = P(Y1t ≤ y1,Y0t ≤ y0|Dt = 1)

= P(Y1t ≤ y1,FY0t |Dt=1(Y0t)≤ FY0t |Dt=1(y0)|Dt = 1)

= P(Y1t ≤ y1,FY0t−1|Dt=1(Y0t−1)≤ FY0t |Dt=1(y0)|Dt = 1)

= P(Y1t ≤ y1,Y0t−1 ≤ F−1
Y0t−1|Dt=1(FY0t |Dt=1(y0))|Dt = 1)

where the third equality uses the assumption of perfect positive dependence.

Proofs of Lemma 22, Lemma 23, Theorem 8, Theorem 9, and Theorem 10

Lemma 22 is just an application of the Fréchet-Hoeffding bounds to a conditional bi-

variate distribution.

Lemma 23 applies the sharp bounds on the difference between random variables with

known marginal distributions but unknown copula of Williamson and Downs (1990) to the

difference conditional on the previous outcome.
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Theorem 8 and Theorem 9 follow from results in Fan and Park (2010, Section 5) and

Fan, Guerre, and Zhu (2015) which derive sharp bounds on the unconditional distribution

of the treatment effect when conditional marginal distributions are known. In those cases,

the marginal distributions are conditional on observed covariates X ; in the current chapter,

the marginal distributions are conditional on a lag of the outcome Y0t−1.

Theorem 10 holds because inverting sharp bounds on a distribution implies sharp bounds

on the quantiles (Williamson and Downs, 1990; Fan and Park, 2010).

Proof of Theorem 11

Proof. To show the result in Theorem 11, it must be shown that E[Y0t |Y0t−1 = y′,Dt = 1] =

E[F−1
Y0t |Dt=1(FY0t−1|Dt=1(Y0t−1))

∣∣ Y0t−2 = F−1
Y0t−2|Dt=1(FY0t−1|Dt=1(y′))].

E[Y0t |Y0t−1 = y′,Dt = 1]

=
∫
Y

y0t fY0t |Y0t−1,Dt=1(y0t
∣∣ y′) dy0t

=
∫
Y

y0t
fY0t ,Y0t−1,Dt=1(y0t ,y′)

fY0t−1|Dt=1(y′)
dy0t

=
∫
Y

y0tcY0t ,Y0t−1|Dt=1(FY0t |Dt=1(y0t),FY0t−1|Dt=1(y
′)) fY0t |Dt=1(y0t) dy0t

=
∫
Y

y0tcY0t−1,Y0t−2|Dt=1(FY0t |Dt=1(y0t),FY0t−1|Dt=1(y
′)) fY0t |Dt=1(y0t) dy0t

=
∫
Y

y0t fY0t−1,Y0t−2|Dt=1(F
−1
Y0t−1|Dt=1(FY0t |Dt=1(y0t)),F−1

Y0t−2|Dt=1(FY0t−1|Dt=1(y
′)))

×
fY0t |Dt=1(y0t)

fY0t−1|Dt=1(F
−1
Y0t−1|Dt=1(FY0t |Dt=1(y0t)))× fY0t−2|Dt=1(F

−1
Y0t−2|Dt=1(FY0t−1|Dt=1(y′)))

dy0t

=
∫
Y

y0t fY0t−1|Y0t−2,Dt=1(F
−1
Y0t−1|Dt=1(FY0t |Dt=1(y0t))|F−1

Y0t−2|Dt=1(FY0t−1|Dt=1(y
′)))

×
fY0t |Dt=1(y0t)

fY0t−1|Dt=1(F
−1
Y0t−1|Dt=1(FY0t |Dt=1(y0t)))

dy0t
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Next, make the substitution u = F−1
Y0t−1|Dt=1(FY0t |Dt=1(y0t)) which implies

y0t = F−1
Y0t |Dt=1(FY0t−1|Dt=1(u))

and

dy0t =
fY0t−1|Dt=1(u)

fY0t |Dt=1(F
−1
Y0t |Dt=1(FY0t−1|Dt=1(u)))

Plugging these back in implies

E[Y0t |Y0t−1 = y′,Dt = 1]

=
∫
Y

F−1
Y0t |Dt=1(FY0t−1|Dt=1(u)) fY0t−1|Y0t−2,Dt=1(u|F−1

Y0t−2|Dt=1(FY0t−1|Dt=1(y
′))) du

= E[F−1
Y0t |Dt=1(FY0t−1|Dt=1(Y0t−1))

∣∣ Y0t−2 = F−1
Y0t−2|Dt=1(FY0t−1|Dt=1(y

′))]

Proofs of Models Satisying the Conditional Copula Stability Assumption

Recall, the conditional copula is given by

CY0t ,Y0t−1|X(u,v|x) = P(FY0t |X(Y0t |x)≤ u,FY0t−1|X(Y0t−1|x)≤ v|X = x)

The main tactic for the proof is to show that FY0t |X(Y0t |x) does not depend on time. This

implies that the Conditional Copula Stability Assumption will hold.

Model 1

: Y0t = g(Xi,ci,vit). In this case,

P(Y0t ≤ y|X = x,Dt = 1) = P(g(x,ci,vit)≤ y|X = x,Dt = 1)
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= Eci,vit |X=x,Dt=1[1{g(x,ci,vit)≤ y}]

which implies

FY0t |X ,Dt=1(Ỹ0t |x) = Eci,vit |X=x,Dt=1[1{g(x,ci,vit)≤ g(x, c̃i, ṽit)}]

which does not change over time because the distribution of vit does not change over time.

Model 2:

Y0t = g(Xi,ci,vit)+ht(Xi). In this case,

P(Y0t ≤ y|X = x,Dt = 1) = P(g(x,ci,vit)+ht(x)≤ y|X = x,Dt = 1)

= Eci,vit |X=x,Dt=1[1{g(x,ci,vit)+ht(x)≤ y}]

which implies

FY0t |X ,Dt=1(Ỹ0t |x) = Eci,vit |X=x,Dt=1[1{g(x,ci,vit)≤ g(x, c̃i, ṽit)}]

which does not change over time because the distribution of vit does not change over time.

Model 3:

Y0t = g(Xi,ci,vit)+ht(Xi,vit). In this case,

P(Y0t ≤ y|X = x,Dt = 1) = P(g(x,ci,vit)+ht(x,vit)≤ y|X = x,Dt = 1)

= Eci,vit |X=x,Dt=1[1{g(x,ci,vit)+ht(x,vit)≤ y}]

which implies

FY0t |X ,Dt=1(Ỹ0t |x) = Eci,vit |X=x,Dt=1[1{g(x,ci,vit)+ht(x,vit)≤ g(x, c̃i, ṽit)+ht(x, ṽit}]
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which does not satisfy the CSA because of the interaction of time and time varying unob-

servable vit .

Model 4:

Y0t = g(Xi,ci,vit)+ht(Xi,ci). In this case,

P(Y0t ≤ y|X = x,Dt = 1) = P(g(x,ci,vit)+ht(x,ci)≤ y|X = x,Dt = 1)

= Eci,vit |X=x,Dt=1[1{g(x,ci,vit)+ht(x,ci)≤ y}]

which implies

FY0t |X ,Dt=1(Ỹ0t |x) = Eci,vit |X=x,Dt=1[1{g(x,ci,vit)+ht(x,ci)≤ g(x, c̃i, ṽit)+ht(x, c̃i}]

which does not satisfy the CSA because of the interaction of time and time invariant unob-

servables.

Proof of Lemma 24

The proof of Lemma 24 is very similar to the proof of Theorem 11 and is omitted.

Proof of Theorem 12

Before proving the main result, I state the following lemmas

LEMMA 25. (Uniform convergence of empirical distribution function)

For any δ < 1
2

sup
x∈X

nδ |F̂X(x)−FX(x)|
p−→ 0
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LEMMA 26. (Uniform convergence of empirical quantiles)

For X with compact support, continuous density bounded from above and bounded

away from 0, and for any δ < 1
2

sup
τ∈[0,1]

nδ |F̂−1
X (τ)−F−1

X (τ)| p−→ 0

Proof. See Athey and Imbens (2006, Lemma A.3)

Step 1: (Accounting for 1st Step Estimation)

The first step is to show that estimating the first step estimates of unconditional distri-

bution and quantile functions do not affect the asymptotic distribution of the ATT-CPO. As

a first step, rewrite Equation 2.6 as

√
nh{(â1(y′)− ã0(y′))−ATT-CPO(y′)−Bias(y′)}+

√
nh(ã0(y′)− â0(y′))

First, I show that the term
√

nh(ã0(y′)− â0(y′)) = op(1) by showing the slightly more

general result that

√
nT h

(
δ̂0(y′)− δ̃0(y′)

)
=
√

nT h
(
(X̂ ′0K̂0(y′)X̂0)

−1X̂ ′0K̂0(y′)Ẑ − (X ′0K0(y′)X0)
−1X ′0K0(y′)Z

)
= op(1)

Recall that δ0(y′) = [a0(y′),b0(y′)]′, Ẑ is an nT × 1 vector with its ith component given

by F̂−1
Y0t |Dt=1(F̂Y0t−1|Dt=1(Yit−1)), X̂0 is an nT × 2 matrix with ith row given by (1,Yit−2−

F̂−1
Y0t−2|Dt=1(F̂Y0t−1|Dt=1(y′))), and K̂0(y′) is an nT × nT diagonal matrix with ith diagonal

element given by Kh(Yit−2− F̂−1
Y0t−2|Dt=1(F̂Y0t−1|Dt=1(y′))). And the versions without hats

are their population counterparts; for example, Z is an nT × 1 vector with ith component

F−1
Y0t |Dt=1(FY0t−1|Dt=1(Yit−1)). Then,
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√
nT h

(
δ̂0(y′)− δ̃0(y′)

)
=
√

nT h
(
(X̂ ′0K̂0(y′)X̂0)

−1X̂ ′0K̂0(y′)Ẑ − (X ′0K0(y′)X0)
−1X ′0K0(y′)Z

)
=

{
1

nT
∑
i∈T

Kh(Yit−2− F̂−1
Y0t−2|Dt=1(F̂Y0t−1|Dt=1(y

′)))

×

 1

Yit−2− F̂−1
Y0t−2|Dt=1(F̂Y0t−1|Dt=1(y′)))

(1; Yit−2− F̂−1
Y0t−2|Dt=1(F̂Y0t−1|Dt=1(y′))

)
−1

×

{
1

nT
∑
i∈T

Kh(Yit−2− F̂−1
Y0t−2|Dt=1(F̂Y0t−1|Dt=1(y

′)))

×
√

nT h

 1

Yit−2− F̂−1
Y0t−2|Dt=1(F̂Y0t−1|Dt=1(y′)))

 F̂−1
Y0t |Dt=1(F̂Y0t−1|Dt=1(Yit−1))


−

{
1

nT
∑
i∈T

Kh(Yit−2−F−1
Y0t−2|Dt=1(FY0t−1|Dt=1(y

′)))

×

 1

Yit−2−F−1
Y0t−2|Dt=1(FY0t−1|Dt=1(y′)))

(1; Yit−2−F−1
Y0t−2|Dt=1(FY0t−1|Dt=1(y′))

)
−1

×

{
1

nT
∑
i∈T

Kh(Yit−2−F−1
Y0t−2|Dt=1(FY0t−1|Dt=1(y

′)))

×
√

nT h

 1

Yit−2−F−1
Y0t−2|Dt=1(FY0t−1|Dt=1(y′)))

F−1
Y0t |Dt=1(FY0t−1|Dt=1(Yit−1))


=

{
1

nT
∑
i∈T

Kh(Yit−2−F−1
Y0t−2|Dt=1(FY0t−1|Dt=1(y

′)))

×

 1

Yit−2−F−1
Y0t−2|Dt=1(FY0t−1|Dt=1(y′)))

(1; Yit−2−F−1
Y0t−2|Dt=1(FY0t−1|Dt=1(y′))

)
−1

×

{
1

nT
∑
i∈T

Kh(Yit−2−F−1
Y0t−2|Dt=1(FY0t−1|Dt=1(y

′)))
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×

 √
nT h

(
F̂−1

Y0t |Dt=1(F̂Y0t−1|Dt=1(Yit−1))−F−1
Y0t |Dt=1(FY0t−1|Dt=1(Yit−1))

)
√

nT h
(

X̂i(y′)× F̂−1
Y0t |Dt=1(F̂Y0t−1|Dt=1(Yit−1))−Xi(y′)×F−1

Y0t |Dt=1(FY0t−1|Dt=1(Yit−1))
)



+op(1)

where the third equality holds by uniform convergence of the distribution functions, the

quantile functions, continuity of the kernel function, continuity of the inverse function,

and combining some terms from the previous equation. Next, I show that the two terms

multiplied by
√

nT h in the final equation are op(1). For all i,

√
nT h

(
F̂−1

Y0t |Dt=1(F̂Y0t−1|Dt=1(Yit−1))−F−1
Y0t |Dt=1(FY0t−1|Dt=1(Yit−1))

)
(2.8)

≤ sup
z

√
nT h

∣∣∣F̂−1
Y0t |Dt=1(F̂Y0t−1|Dt=1(z))−F−1

Y0t |Dt=1(FY0t−1|Dt=1(z))
∣∣∣

≤ sup
z

√
nT h

∣∣∣F̂−1
Y0t |Dt=1(F̂Y0t−1|Dt=1(z))−F−1

Y0t |Dt=1(F̂Y0t−1|Dt=1(z))
∣∣∣ (2.9)

+ sup
z

√
nT h

∣∣∣F−1
Y0t |Dt=1(F̂Y0t−1|Dt=1(z))−F−1

Y0t |Dt=1(FY0t−1|Dt=1(z))
∣∣∣ (2.10)

p−→ 0

where the result follows since

sup
z

√
nT h

∣∣∣F̂−1
Y0t |Dt=1(F̂Y0t−1|Dt=1(z))−F−1

Y0t |Dt=1(F̂Y0t−1|Dt=1(z))
∣∣∣

= sup
q∈[0,1]

√
nT h

∣∣∣F̂−1
Y0t |Dt=1(q)−F−1

Y0t |Dt=1(q)
∣∣∣

which converges to 0 by Lemma 26. And, by a Taylor Expansion,

sup
z

√
nT h

∣∣∣F−1
Y0t |Dt=1(F̂Y0t−1|Dt=1(z))−F−1

Y0t |Dt=1(FY0t−1|Dt=1(z))
∣∣∣

= sup
z

∣∣∣∣∣ 1
fY0t |Dt=1(F

−1
Y0t |Dt=1(FY0t−1|Dt=1(z)))

×
√

nT h
(
F̂Y0t−1|Dt=1(z)−FY0t−1|Dt=1(z)

)∣∣∣∣∣
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which converges to 0 because fY0t |Dt=1(·) is bounded away from 0 on its support and the

term
√

nT h
(
F̂Y0t−1|Dt=1(z)−FY0t−1|Dt=1(z)

)
converges to 0 by Lemma 25.

Next, I show that
√

nT h
(

X̂i(y′)× F̂−1
Y0t |Dt=1(F̂Y0t−1|Dt=1(Yit−1))−Xi(y′)×F−1

Y0t |Dt=1(FY0t−1|Dt=1(Yit−1))
)

converges in probability to 0.

√
nT h

(
X̂i(y′)× F̂−1

Y0t |Dt=1(F̂Y0t−1|Dt=1(Yit−1))−Xi(y′)×F−1
Y0t |Dt=1(FY0t−1|Dt=1(Yit−1))

)
≤ sup

z

√
nT h

∣∣∣(F̂−1
Y0t−2|Dt=1(F̂Y0t−1|Dt=1(y

′))−F−1
Y0t−2|Dt=1(FY0t−1|Dt=1(y

′))
)
× F̂−1

Y0t |Dt=1(F̂Y0t−1|Dt=1(z))
∣∣∣

(2.11)

+ sup
z

√
nT h

∣∣∣F−1
Y0t−2|Dt=1(FY0t−1|Dt=1(y

′))×
(

F̂−1
Y0t |Dt=1(F̂Y0t−1|Dt=1(z))−F−1

Y0t |Dt=1(FY0t−1|Dt=1(z))
)∣∣∣

(2.12)

where the second line holds by adding and subtracting
(

z−F−1
Y0t−2|Dt=1(FY0t−1|Dt=1(y′))

)
×

F̂−1
Y0t |Dt=1(F̂Y0t−1|Dt=1(z)) and by the triangle inequality. Equation 2.11 converges to 0 be-

cause F̂−1
Y0t |Dt=1(F̂Y0t−1|Dt=1(z)) is bounded for all z and one can show that F̂−1

Y0t−2|Dt=1(F̂Y0t−1|Dt=1(y′))−

F−1
Y0t−2|Dt=1(FY0t−1|Dt=1(y′)) converges to 0 by exactly the same sort of argument as for Equa-

tion 2.8.

Likewise, Equation 2.12 converges to 0 F−1
Y0t−2|Dt=1(FY0t−1|Dt=1(y′)) is bounded and

sup
z

∣∣∣√nT h
(

F̂−1
Y0t |Dt=1(F̂Y0t−1|Dt=1(z))−F−1

Y0t |Dt=1(FY0t−1|Dt=1(z))
)∣∣∣

converges to 0; this is exactly the result coming from Equation 2.8.

Step 2: (Asymptotically Linear Representations)

Let Wi = F−1
Y0t |Dt=1(FY0t−1|Dt=1(Yit−1)) and z = F−1

Y0t−2|Dt=1(FY0t−1|Dt=1(y′)). Then, stan-
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dard results on estimating conditional distributions (see, for example, Fan and Gijbels,

1996; Li and Racine, 2007) implies

√
nT h

(
â1(y′)−E[Y1t |Y0t−1 = y′,Dt = 1]− κ2

2
fY0t−1|Dt=1(y

′)g′′1(y
′)h2

1

)
=

1
fY0t−1|Dt=1(y′)

√
nT h

(
1

nT
∑
i∈T

Kh1(y
′,Y0it−1)εit

)
+op(1) (2.13)

and

√
nT h

(
ã0(y′)−E[Y0t |Y0t−1 = y′,Dt = 1]− κ2

2
fY0t−2|Dt=1(z)g

′′(z)h2
)

=
1

fY0t−2|Dt=1(z)

√
nT h

(
1

nT
∑
i∈T

Kh(z,Y0it−2)uit

)
+op(1) (2.14)

Step 3: (Asymptotic Normality)

Combining Equation 2.13 and Equation 2.14 implies

√
nh
(
â1(y′)− â0(y′)−E[Y1t−Y0t |Y0t−1 = y′,Dt = 1]

−κ2

2
(

fY0t−1|Dt=1(y
′)g′′1(y

′)h2
1− fY0t−2|Dt=1(z)g

′′(z)h2))
=

1
fY0t−1|Dt=1(y′)

√
nT h

(
1

nT
∑
i∈T

Kh1(y
′,Y0it−1)εit

)

− 1
fY0t−2|Dt=1(z)

√
nT h

(
1

nT
∑
i∈T

Kh(z,Y0it−2uit

)
+op(1)

=

 1
fY0t−1|Dt=1(y′)

− 1
fY0t−2|Dt=1(z)


>√nT h

(
1

nT
∑i∈T Kh1(y

′,Y0it−1)εit

)
√

nT h
(

1
nT

∑i∈T Kh(z,Y0it−2)uit

)
+op(1)
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Since

Var

(√
nT h

1
nT

∑
i∈T

Kh(z,Y0it−2)uit

)
= hE

[
k2
(

Y0it−2− z
h

)
u2

it

]
=

1
h

E
[

σ
2
u (Y0it−2)k2

(
Y0it−2− z

h

)]
=
∫

σ
2
u (z+ vh)k2 (v) fY0t−2|Dt=1(z+ vh) dv

= σ
2
u (z) fY0t−2|Dt=1(z)

∫
k2(v) dv+o(1)

where σ2
u (z) = E[u2

it |Y0t−2 = z]. Similarly, one can show that

Var

(√
nT h

1
nT

∑
i∈T

Kh1(y
′,Y0it−1)εit

)
= σ

2
ε (y
′) fY0t−1|Dt=1(y

′)
∫

k2(v) dv+o(1)

and

Cov

(√
nT h

1
nT

∑
i∈T

Kh(z,Y0it−2)uit ,
√

nT h
1

nT
∑
i∈T

Kh1(y
′,Y0it−1)εit

)

=
1
h

E
[

kh

(
Y0it−2− z

h

)
uitkh1

(
Y0it−1− y′

h1

)
εit

]
=

1
h

E
[

σuε(z,y′)kh

(
Y0it−2− z

h

)
kh1

(
Y0it−1− y′

h1

)]
=

1
h

∫ ∫
σuε(z,y′)kh

(
z̃− z

h

)
kh1

(
y0t−1− y′

h1

)
fZ,Y0t−1|Dt=1(z̃,y0t−1) dz̃ dy0t−1

= h1

∫ ∫
σuε(z,y′)kh (ṽ)kh1 (v) fZ,Y0t−1|Dt=1(z+ ṽh,y′+ vh1) dṽ dv

= O(h1)
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This implies

√nT h
(

1
nT

∑i∈T Kh1(y
′,Y0it−1)εit

)
√

nT h
(

1
nT

∑i∈T Kh(z,Y0it−2)uit

)
 d−→ N(0,Ω)

where

Ω =

σ2
ε (y
′) fY0t−1|Dt=1(y′)κ 0

0 σ2
u (z) fY0t−2|Dt=1(z)κ


which implies the result that

√
nh
(
a1(y′)−a0(y′)−E[Y1t−Y0t |Y0t−1 = y′,Dt = 1]

−κ2

2
(

fY0t−1|Dt=1(y
′)g′′1(y

′)h2
1− fY0t−2|Dt=1(z)g

′′(z)h2))
d−→ N(0,V )

where

V =
σ2

ε (y
′)

fY0t−1|Dt=1(y′)
κ +

σ2
u (z)

fY0t−2|Dt=1(z)
κ

=
σ2

ε (y
′)

fY0t−1|Dt=1(y′)
κ +

σ2
u (F
−1
Y0t |Dt=1(FY0t−1|Dt=1(y′)))

fY0t−2|Dt=1(F
−1
Y0t−2|Dt=1(FY0t−1|Dt=1(y′)))

κ
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2.8 Tables and Figures

Table 2.1: Summary Statistics

Displaced Non-displaced
mean sd mean sd

Earnings $1000s
Earnings 2006 43.2 39.9 48.0 42.7
Earnings 2008 42.6 39.9 50.4 57.5
Earnings 2010 30.1 39.3 48.4 44.4
Earnings 2012 35.0 42.6 51.4 55.4

Demographics
Birth Year 1948.7 6.8 1947.8 6.8
% Male 0.44 0.50 0.44 0.50
% White 0.81 0.39 0.85 0.35
% Black 0.12 0.33 0.09 0.29
% No Degree 0.07 0.26 0.05 0.22
% HS Degree 0.59 0.49 0.56 0.50
% College Degree 0.33 0.47 0.39 0.49

Employment
Works FT 2006 0.787 0.410 0.768 0.422
Works FT 2008 0.650 0.478 0.731 0.444
Works FT 2010 0.494 0.502 0.683 0.465
Works FT 2012 0.512 0.501 0.589 0.492
Unemployed 2006 0.000 0.000 0.000 0.000
Unemployed 2008 0.069 0.254 0.009 0.095
Unemployed 2010 0.163 0.370 0.011 0.103
Unemployed 2012 0.069 0.254 0.017 0.128
Retired 2006 0.000 0.000 0.000 0.000
Retired 2008 0.006 0.079 0.017 0.128
Retired 2010 0.087 0.283 0.021 0.145
Retired 2012 0.062 0.243 0.100 0.300
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Table 2.2: Correlated Random Effects Estimates of the Effect of Job Displacement

Dependent Variable Log(Earnings)

Model 1 Model 2 Model 3 Model 4 Model 5 Model 6 Model 7

Displaced −0.533∗ −0.539∗ −0.677∗ −0.412∗ −0.474∗ −0.517∗ −0.335
(0.126) (0.112) (0.129) (0.162) (0.118) (0.136) (0.185)

2012 Dummy −0.053 −0.050 −0.005 −0.142 0.066 0.089∗ 0.046
(0.041) (0.037) (0.035) (0.084) (0.042) (0.040) (0.099)

Birth Year 0.051∗ 0.047∗ 0.049∗ 0.004 0.004 0.010
(0.003) (0.003) (0.005) (0.005) (0.005) (0.011)

Female −0.373∗ −0.360∗ −0.381∗ −0.369∗ −0.352∗ −0.396∗

(0.036) (0.042) (0.071) (0.041) (0.048) (0.085)
African American −0.127∗ −0.067 −0.087 −0.190∗ −0.107 −0.172

(0.061) (0.062) (0.102) (0.068) (0.070) (0.116)
HS 0.349∗ 0.103 0.454∗ 0.395∗ 0.238∗ 0.478∗

(0.081) (0.084) (0.148) (0.096) (0.100) (0.191)
BA 0.717∗ 0.291∗ 0.522∗ 0.818∗ 0.503∗ 0.608∗

(0.081) (0.091) (0.157) (0.096) (0.106) (0.195)
MA/MBA 0.990∗ 0.638∗ 0.845∗ 0.964∗ 0.797∗ 0.872∗

(0.088) (0.101) (0.172) (0.104) (0.118) (0.229)
Law/MD/PhD 1.392∗ 0.872∗ 1.026∗ 1.416∗ 1.126∗ 0.864∗

(0.110) (0.127) (0.223) (0.148) (0.161) (0.345)
Subsample Young Young Young
Occupation FE No No Yes Yes No Yes Yes
Time Varying Occ. No No No Yes No No Yes
Industry FE No No Yes No No Yes No

R2 0.016 0.224 0.349 0.329 0.179 0.305 0.351
Adj. R2 0.015 0.219 0.334 0.287 0.170 0.278 0.276
Num. obs. 3132 3132 2818 1298 1872 1684 720
∗p < 0.05

The dependent variable is the log of earnings in 2006 and 2012. The excluded group
is white males without a HS degree. The regressions also include an additional dummy
variables for Other Race, GED, Associate’s Degree, and Other Education Level whose
estimated coefficients are not presented for conciseness. The sample size decreases when
Occupation and Industry Fixed Effects are included because these are not observed for all
individuals in the sample. The last two columns limit the sample to individuals who are 64
or younger in 2012.
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Figure 2.2: Marginal Distributions of Displaced and Non-displaced Potential Earnings for
the Displaced Group of Workers
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Figure 2.3: The Quantile Treatment Effect on the Treated estimated under the Distributional
Difference in Differences Assumption.

150



0.0 0.2 0.4 0.6 0.8 1.0

−
4

−
2

0
2

Quantile of the Treatment Effect on the Treated

tau

Q
oT

E
T

Panel Bounds
Y1t and Y0t Rank Invariance
Y0t and Y0t−1 Rank Invariance
Williamson−Downs Bounds

Figure 2.4: Bounds on the Quantile of the Treatment Effect

The ‘Panel Bounds’ are the estimates coming from the method in the current chapter. The
‘Y1t and Y0t Rank Invariance’ estimates come from employing the cross-sectional perfect
positive dependence assumption. The ‘Y0t and Y0t−1 Rank Invariance’ estimates come from
applying the assumption of perfect positive dependence in non-displaced potential earnings
over time. The ‘Williamson-Downs Bounds’ come from using only information about the
marginal distributions of displaced and non-displaced potential earnings without applying
any restrictions on their dependence.
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Chapter 3

Quantile Treatment Effects in Difference in Differences Models under Dependence

Restrictions and with only Two Time Periods1

3.1 Introduction

Researchers and policy makers are interested in evaluating the effect of participating

in a program or experiencing a treatment but this is not a trivial task due to self-selection.

Gronau (1974) and Heckman (1974) study the issue of self-selection in the context of la-

bor market and Amemiya (1985) provides a comprehensive framework for this issue in his

influential book Advanced Econometrics, which also includes his seminal paper Amemiya

(1973) on the Tobit model. In the literature, the Average Treatment Effect (ATE) or Aver-

age Treatment Effect on the Treated (ATT) has received great attention. But there are cases

where a researcher may be interested in studying the distributional effect of treatment. To

give a few examples, labor economists may be interested in how a job training program im-

pacts the lower tail of the earnings distribution; education economists may be interested in

how smaller class sizes affect test scores at different points in the distribution of test scores;

health economists may be interested in how smoking affects birthweight in the lower part

of the distribution; and international trade economists may be interested in how joining the

WTO affects bilateral trade between countries that otherwise have low trade flows. The

current chapter considers identification and estimation of a particular distributional treat-

ment effect parameter called the Quantile Treatment Effect on the Treated (QTT) under a

Difference in Differences (DID) assumption when only two periods of panel or repeated

cross sections data are available.

For a fixed τ ∈ (0,1), QTT(τ) is the horizontal distance between the τ-th quantile of

treated potential outcomes for the treated group and the τ-th quantile of counterfactual

1This chapter is co-authored with Tong Li (Vanderbilt University) and Tatsushi Oka (National University
of Singapore)
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untreated potential outcomes for the treated group. For example QTT(0.5) is the difference

between the median outcome for the treated group and the median of the counterfactual

distribution of outcomes had the treated group not received treatment. A labor economist

interested in studying the effect of a job training program on earnings at the bottom of the

earnings distribution is likely to be interested in QTT(τ) for small values of τ .

The main identifying assumption is a distributional extension of the most common

Mean DID Assumption. The key idea underlying a DID approach is that the unobserved

path of untreated potential outcomes for the treated group is the same as the observed

path of untreated potential outcomes for the untreated group. Mean DID requires this as-

sumption to hold on average. The Distributional DID Assumption employed in the current

chapter requires the distribution of the path to be the same for the treated and untreated

groups.

Existing work on identifying the QTT under a Distributional DID Assumption either

requires at least three periods of data (Callaway and Li, 2015) or results in partial identi-

fication (Fan and Yu, 2012). We consider a new set of conditions for point identification

with only two periods of data. For applied researchers, it is important to have results when

only two periods are available because it is not uncommon for researchers to have exactly

two periods of data. For example, 25% of the papers employing DID assumptions con-

sidered by Bertrand, Duflo, and Mullainathan (2004) used exactly two periods of data. To

give some specific examples, the Current Population Survery (CPS) Merged Outgoing Ro-

tation Groups contains a 2-period panel (Madrian and Lefgren, 2000; Riddell and Song,

2011); the Displaced Workers Survey contains data on current wages and wages before

displacement (Farber, 1997).

With panel data, the path of untreated potential outcomes for the treated group is ob-

served; but repeated cross sections data presents a more challenging situation because,

although untreated outcomes are observed at two different points in time, the path of these

outcomes is not observed. Estimating the ATT with repeated cross sections imposes little
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additional challenge because the expectation of the difference is equal to the difference of

the expectations, but the same approach does not work for the distribution. Instead, we im-

pose the assumption of perfect positive dependence of untreated potential outcomes over

time for the untreated group.2 This assumption effectively turns the untreated group into a

panel. For example, if there are the same number of untreated observations in each period,

then the change in untreated potential outcomes is given by the difference between out-

comes for individuals with the same rank across periods. Although this assumption is not

likely to hold in practice, it appears to be “close” to holding. In our empirical example, the

estimates of the QTT are very similar when we turn the panel dataset into repeated cross

sections by de-linking individuals across time.

Alone, the Distributional DID Assumption is not strong enough to identify the QTT be-

cause the counterfactual distribution of untreated potential outcomes for the treated group

is not identified under this assumption alone. Identifying the counterfactual distribution

hinges on (i) knowing the distribution of the change in untreated potential outcomes for

the treated group and (ii) knowing the dependence, or copula, between the change and ini-

tial level of untreated potential outcomes for the treated treated group. The Distributional

DID Assumption handles the first identification challenge but not the second. The key

innovation of the current chapter is to replace the unknown copula with the observed cop-

ula between the change and initial level of untreated potential outcomes for the untreated

group. For example, if we observe in the untreated group that most of the increases in

earnings over time go to individuals initially at the top of the earnings distribution, we as-

sume that most of the increases in earnings that treated individuals would have experienced

had they not been treated go to those that are at the top of the earnings distribution in the

period before treatment. Importantly, this assumption allows for the marginal distribution

of untreated outcomes in the period before treatment to differ for the treated group and the

control group. This assumption handles the second identification challenge and implies

2This assumption is discussed in Heckman and Smith (1998) as a way to identify the joint distribution of
potential outcomes in a panel data setup.
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that the counterfactual distribution of untreated potential outcomes for the treated group is

identified and, hence, the QTT is identified. Moreover, this assumption only requires that

the researcher has access to two periods of data.

A second contribution of the chapter is to consider identification when the assumptions

hold after conditioning on some covariates. A conditional DID Assumption allows the

path of outcomes to be different for individuals with different observable characteristics

(Heckman, Ichimura, Smith, and Todd, 1998; Heckman and Smith, 1999; Abadie, 2005).

For example, the path of earnings might be quite different for highly educated individuals

than for less educated individuals. If this is the case, our method also requires a conditional

Copula Invariance Assumption. We show that under these assumptions, the QTT is still

identified.

Estimating distributional treatment effect parameters is becoming more common in ap-

plied work. Recently, distributional treatment effects have been estimated in the context of

welfare reform (Bitler, Gelbach, and Hoynes, 2006; Bitler, Gelbach, and Hoynes, 2008),

conditional cash transfer programs in developing countries (Djebbari and Smith, 2008),

head start (Bitler, Hoynes, and Domina, 2014), and the effect of Job Corps (Eren and

Ozbeklik, 2014). One thing that each of the above papers have in common is that each uses

experimental data. This chapter contributes to a growing literature on estimating quantile

treatment effects with observational. Firpo (2007) considers quantile treatment effects un-

der a selection on observables assumption. Abadie (2003) and Frölich and Melly (2013)

consider quantile treatment effects when a researcher has access to an instrument that sat-

isfies the exclusion restriction only after conditioning on some covariates. Melly and San-

tangelo (2015) extend the Change in Changes model (Athey and Imbens, 2006) to the case

where the identifying assumptions hold conditional on covariates. Callaway and Li (2015)

consider a distributional DID assumption that can hold conditional on covariates.

The QTT that we estimate is not conditional on covariates. The only role for covari-

ates in our setting is to make the identifying assumptions more plausible. This setup is
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distinct from much of the literature on quantile regression and quantile treatment effects

(Abadie, Angrist, and Imbens (2002) and Chernozhukov and Hansen (2005) though ex-

ceptions include Abadie (2003), Firpo (2007), and Frölich and Melly (2013)). In the job

training example, at lower quantiles, the QTT is the difference in outcomes for those with

(unconditionally) low earnings. On the other hand, if, for example the covariates include

education, the conditional QTT at lower quantiles could actually represent individuals that

have medium or high earnings relative to the overall population but have low earnings

compared to individuals with the same characteristics. A secondary advantage of studying

unconditional QTTs is that our estimators converge at the parametric
√

n-rate without mak-

ing any parametric assumptions which would not be possible for conditional QTTs unless

all covariates were discrete.

Given the point-identification result for the counterfactual distribution, we propose a

two-step estimation procedure based on empirical distributions. In the first step, we es-

timate empirical distributions of observed outcomes for the treated and untreated groups

separately. In the second step, the first-step estimates are used in the estimation of the the

distribution of the counterfactual outcome by empirical distribution. The QTT is estimated

by inverting the estimated counterfactual distribution of potential outcome for the treated

group. The proposed estimator is shown to converge in distribution to a Gaussian random

process at the parametric rate through empirical process techniques, while the limiting pro-

cess is not nuisance parameter free because of estimation error at the first step and our

identification strategy. To obtain an accurate approximation for the limiting process in a

finite sample, we consider the exchangeable bootstrap proposed by Præstgaard and Wellner

(1993) and show its first order validity.

The chapter is organized as follows. In Section 2, we provide identification results

for the QTT including the cases where the assumptions hold conditional on covariates and

when only repeated cross sections data is available. In Section 3, we discuss an estimation

procedure and provide asymptotic results. We also introduce a resampling procedure and
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give a theoretical result on its consistency. In Section 4 we present an empirical application

on the effect of a job training program. Section 5 concludes.

3.2 Identification

This section considers the main identification results in the current chapter. We con-

sider identification of the QTT when the identifying assumptions hold unconditionally and

when the identifying assumptions hold only after conditioning on some observed covari-

ates X . We also consider additional requirements for identification when only repeated

cross sections are available. Through the chapter, we use supp(V ) and supp(V |W ) to de-

note the support of V and the support of V conditional on W , respectively, for some random

variables V and W .

3.2.1 Identification without Covariates

We consider a DID framework, in which all individuals in the sample receive no treat-

ment before period t− 1 while a fraction of individuals receive the treatment after period

t. Let Dis be a treatment indicator that takes the value one if individual i is treated at a

period s and zero otherwise. For each individual i, there is a pair of potential outcomes

(Yis(0),Yis(1)) in period s, where Yis(0) and Yis(1) denote potential outcomes in the treated

and untreated state in period s, respectively. Every individual experiences either treated or

untreated status but not both, and thus the pair of potential outcomes is not observable.

We suppose that researchers can access panel data, which consist of outcomes and

treatment statuses for each individual over some periods including both before and after the

implementation of the program of interest. We consider the case with two-periods panel

data and so that the data consists of observations {(Yi,t−1,Yit ,Dit)}n
i=1 with n denoting the

sample size, where the observed outcomes are given by

Yi,t−1 := Yi,t−1(0) and Yit := (1−Dit)Yit(0)+DitYit(1). (3.1)
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Throughout the chapter, we assume independent and identically distributed (i.i.d.) obser-

vations within treatment and control group as stated below.

Assumption A1 (Random sampling). The data consists of observations {(Yi,t−1,Yit ,Dit)}n
i=1

from the structure in (3.1) and the potential outcomes
(
Yi,t−1(0),Yi,t−1(1)

)
and

(
Yit(0),Yit(1)

)
are cross-sectionally i.i.d. conditional on treatment status Dit .

This assumption allows for the possibility that the marginal or joint distributions of

potential outcomes can be different between treatment and control groups. Under this con-

ditional random sampling assumption, we use FYs(0)|Dt=d and FYs(1)|Dt=d to denote marginal

distributions of the potential outcomes conditional on treatment status in period s for d =

0,1, and let FYs|Dt=d be the marginal distribution of the outcome Yis in period s conditional

on Dit = d for s = t, t−1 and for d = 0,1. Also we define Id :=
{

i ∈ {1, . . . ,n} : Dit = d
}

to denote a set of indices for individuals with Dit = d for d = 0,1 and let nd be the number

of observations with Dit = d.

Our primary goal is to identify distributional features of treatment effects through con-

ditional distributions of observed outcomes given Dt . The issue of identification of treat-

ment effects arises because the pair of potential outcomes is unobservable for each indi-

vidual and thus marginal distributions of potential outcomes are not necessarily identified

from data. For instance, the conditional distribution FYt(1)|Dt=1 of a potential outcome Yit(1)

given Dit = 1 can be identified by FYt |Dt=1, the observed distribution of outcomes for the

treated group. But the other conditional distribution FYt(0)|Dt=1, the counterfactual distri-

bution of untreated potential outcomes for the treated group, cannot be identified generally

from the sample. Thus, for identifying distributional features of treatment effects, we need

to make additional restrictions.

As a measure of treatment effects, this chapter considers the identification and esti-

mation of the Quantile Treatment Effect on the Treated (QTT) at τ ∈ T ⊂ (0,1), defined
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by

∆
QT T (τ) := F−1

Yt(1)|Dt=1(τ)−F−1
Yt(0)|Dt=1(τ),

where the τth quantile F−1
Yt( j)|Dt=1(τ) conditional on Dt = 1, given by

F−1
Yt( j)|Dt=1(τ) := inf

{
y ∈ R : FYt( j)|Dt=1(y)≥ τ

}
, j = 0,1.

As discussed in the preceding paragraph, we can identify the distribution FYt(1)|Dt=1 from

observables. For identifying the QTT, it remains to establish the identification of the other

distribution FYt(0)|Dt=1. To this end, we need to make three additional restrictions.

The first condition restricts a time-difference of potential outcomes, Yit(0)−Yi,t−1(0),

without treatment such that its distribution does not dependent on the treatment status Dit

in period t.

Assumption A2 (Distributional Difference in Differences).

Pr
{

∆Yit(0)≤ ∆y|Dit = 1
}
= Pr

{
∆Yit(0)≤ ∆y|Dit = 0

}
,

for all ∆y ∈ supp(∆Yit(0)), where ∆Yit(0) := Yit(0)−Yi,t−1(0).

This assumption ensures that potential outcomes without treatment are comparable be-

tween treatment and control groups after taking a time-difference. An analogous condition

employed under the mean DID framework is the “parallel trends” assumption:

E[∆Yit(0)|Dit = 1] = E[∆Yit(0)|Dit = 0],

which is necessary for identifying the average treatment effect on the treated (ATT). The

distributional restriction in Assumption A2 replaces this standard mean restriction. If mul-
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tiple pre-treatment periods in sample are available, then this assumption can be tested under

a strict stationary assumption.

For the treated group, we can identify (i) the distribution FYt−1(0)|Dt=1 of untreated po-

tential outcomes in period t−1 from observed outcomes and (ii) the distribution F∆Yt(0)|Dt=1

of the change in untreated potential outcomes through Assumption A2 (the distributional

DID). When these two distributions are identified, the average untreated potential outcome

(and hence, the ATT) is identified. Without imposing Assumption A3 (the copula invari-

ance), however, the QTT is not identified as many possible distributions of untreated po-

tential outcomes in period t are observationally equivalent. For example, the distribution

FYt(0)|Dt=1of untreated potential outcomes in period t will be highly unequal if the change

in untreated potential outcomes and the initial untreated outcome are strongly positively

dependent. On the other hand, the distribution of untreated potential outcomes in period

t will be less unequal if the change and initial level of untreated potential outcomes are

independent or negatively dependent.

The next condition imposes a restriction on the joint distribution F∆Yt(0),Yt−1(0)|Dt of

∆Yit(0) and Yi,t−1(0) conditional on Dit through the conditional copula C∆Yt(0),Yt−1(0)|Dt of

∆Yit(0) and Yi,t−1(0) given Dit . By Sklar’s theorem, we have

F∆Yt(0),Yt−1(0)|Dt (∆y,y) =C∆Yt(0),Yt−1(0)|Dt

(
F∆Yt(0)|Dt (∆y),FYt−1(0)|Dt (y)

)
,

for (∆y,y) ∈ supp(∆Yit(0),Yi,t−1(0)|Dt). The following condition requires an invariance of

the conditional copula with respect to the conditional variable Dit .

Assumption A3 (Copula Invariance).

C∆Yt(0),Yt−1(0)|Dt=1(u,v) =C∆Yt(0),Yt−1(0)|Dt=0(u,v),

for every (u,v) ∈ [0,1]2.
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Given a realized value of some random variable, the marginal distribution evaluated

at this value can be interpreted as a ranking normalized to the unit interval. The condi-

tional copula function captures some rank dependency between two variables ∆Yit(0) and

Yi,t−1(0) conditional on Dit and Assumption A3 requires that the dependency of ranking of

these random variables ∆Yit(0) and Yi,t−1(0) are the same for the treated and control groups.

As in Assumption A1, however, this assumption does not rule out the possibility that the

joint distribution of ∆Yit(0) and Yi,t−1(0) conditional on Dit varies between the treatment

and control group.

The Copula Invariance Assumption recovers the missing dependence required to uniquely

identify the counterfactual distribution of untreated potential outcomes for the treated group.

It does so by replacing the unknown copula for the treated group with the known copula

from the untreated group. Intuitively, if, for example, we observe that observations in the

control group at the top of the distribution of initial outcomes tend to experience the largest

increases in outcomes over time, the Copula Invariance Assumption implies that this would

also occur for the control group. The Distributional Difference in Differences Assumption

implies that the distribution of the change in outcomes is the same for the two groups. But

the initial distribution of outcomes can be different for the two groups.

As an additional identifying restriction, we assume continuity conditions on distribu-

tions of potential outcomes and its time-difference as below.

Assumption A4 (Continuous distributions). Each random variable of ∆Yit(0) and Yi,t−1(0)

has a continuous distribution conditional on Dit = d for d = 0,1 and a random variable

Yit(1) also has a continuous distribution conditional on Dit = 1. Each distribution has a

compact support with densities uniformly bounded away from 0 and ∞ over the support.

The continuity of marginal distributions conditional on treatment status guarantees that

conditional copulas in Assumption A3 are unique and facilitate the identification analysis.

More precisely, we obtain identification by employing the Rosenblatt transform, which is
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the distribution transform studied by Rosenblatt (1952). Also Assumption A4 imposes a

compact support assumption as in Athey and Imbens (2006) in order to avoid technical

difficulties in the rest of analysis, while this condition is not used for our identification

analysis and can be replaced by other conditions for the rest of the results.

Given the random sample in Assumption A1, the additional conditions in Assumption

A2-A4 deliver the point-identification of the counterfactual distribution as in the following

theorem.

THEOREM 13. Suppose that Assumption A1-A4 hold. Then,

FYt(0)|Dt=1(y) = Pr
{

∆Yit +F−1
Yt−1|Dt=1 ◦FYt−1|Dt=0(Yi,t−1)≤ y|Dit = 0

}
,

for y ∈ supp(Yit(0)|Dit = 1), where ∆Yit := Yit−Yi,t−1.

The above theorem shows that the counterfactual distribution of interest can be iden-

tified from observed outcomes of untreated individuals. This implies that that treated and

untreated groups must be similar in the distributional sense of not only marginal distribu-

tion but also some dependency over periods, and thus Assumption A2 and A3 play a crucial

role for the identification as shown in its proof. An immediate consequence is the identi-

fication of the QTT since the other distribution FYt(1)|Dt=1 is identified by the distribution

FYt |Dt=1 of observed outcomes.

As an extension of the result above, we establish the identification of the counterfactual

distribution when available data is two-periods repeated cross sections, rather than panel

data. Even when the data generating process satisfies Assumption A1-A4, the change in

outcome over time, Yit−Yi,t−1, is unobserved because each individual in sample is observed

only at one period. To deal with the identification issue due to the data, we consider a

restriction of the rank invariance, which enables us to recover individual outcome in period

t by using the rank of outcome in period t−1 as formalized by the following theorem.
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COROLLARY 1. Consider the repeated cross sections {(Yis,Dis)}n(s)
i=1 in period s with n(s)

being the sample size for s = t − 1, t. Suppose that the data generating process for the

repeated cross satisfy Assumption A1-A4 hold. Additionally if the conditional copula of

(Yi,t−1(0),Yi,t(0)) given Dit = 1 satisfies the rank invariance over time:

CYt−1(0),Yt(0)|Dt=1(u,v) = min{u,v},

for (u,v) ∈ [0,1]2, then,

FYt(0)|Dt=1(y) = Pr
{
(F−1

Yt |Dt=0 +F−1
Yt−1|Dt=1)◦FYt−1|Dt=0(Yi,t−1)−Yi,t−1 ≤ y|Dit = 0

}
,

for y ∈ supp(Yit(0)|Dit = 1).

3.2.2 Identification with Covariates

In observational studies, treated and untreated groups may differ significantly, while

their differences may become negligible or at least be mitigated after controlling for some

observed characteristics. In this subsection, we consider identifying restrictions conditional

on some covariates Xi, which may include all time-varying variables, such as Xit and Xi,t−1,

and also time-invariant variables Zi. By using our argument in the preceding section, we can

establish the point-identification of the Conditional Quantile Treatment Effect on Treated

(CQTT), given by

∆
CQT T (τ,x) := F−1

Yt(1)|X=x,Dt=1(τ)−F−1
Yt(0)|X=x,Dt=1(τ),

for τ ∈ T , where F−1
Yt( j)|X=x,Dt=1(τ) denotes the τth conditional quantile of Yt( j) given

(X ,Dt) = (x,1) for j = 0,1. For identifying the QTT, we extend our argument together

with a propensity score re-weighting similar to the approach taken in Hirano, Imbens, and
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Ridder (2003), Abadie (2005), and Firpo (2007).

To establish identification of CQTT and QTT while taking into account for observa-

tional difference across individuals, we make the conditional version of assumptions paral-

lel to Assumption A1-A4 as follows.

Assumptions:

A1’. The data consists of observations {(Yi,t−1,Yit ,Dit ,Xi)}n
i=1 satisfying the relation in

(3.1) and the potential outcomes {(Yis(0),Yis(1)) : s = t−1, t} and covariates Xi are

cross-sectionally i.i.d. conditional on treatment status Dit .

A2’. The time-difference of potential outcome ∆Yit(0) is independent of the treatment sta-

tus Dit conditional on covariates Xi.

A3’. The conditional copula C∆Yt(0),Yt−1(0)|X ,Dt satisfies

C∆Yt(0),Yt−1(0)|X ,Dt=1(u,v) =C∆Yt(0),Yt−1(0)|X ,Dt=0(u,v),

for every (u,v) ∈ [0,1]2.

A4’. Random variables ∆Yit(0) and Yi,t−1(0) respectively have continuous marginal dis-

tribution F∆Yt(0)|X ,Dt and FYt−1(0)|X ,Dt conditional on (Xi,Dit) and a random variable

Yit(1) also has a continuous distribution FYt(1)|X ,Dt conditional on Xi and Dit = 1. Each

distribution has a compact support with densities uniformly bounded away from 0

and ∞ over the support.

A5’. p := Pr{Dit = 1}> 0 and p(Xi) := Pr{Dit = 1|Xi}< 1.

Assumption A1’ requires a random sample even with covariates. Assumption A2’ and

A3’ impose the conditional version of the Distributional DID Assumption and Copula In-

variance Assumption, respectively. Continuity of conditional distributions are assumed in

Assumption A4’. Assumption A5’ is used only for identifying the QTT and is a standard
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assumption in the literature requiring that the sample includes treated individuals and for

each X , there are some individuals that are untreated.

For identifying the CQTT or QTT, it suffices to identify counterfactual distributions

FYt(0)|X ,Dt=1 and FYt(0)|Dt=1, respectively, because the conditional distributions FYt(1)|X ,Dt=1

and FYt(1)|Dt=1 can be identified by the conditional distributions of observed outcome FYt |X ,Dt=1

and FYt |Dt=1, respectively. The next theorem presents an identification result, which states

that the counterfactual distribution FYt(0)|X ,Dt=1 of untreated potential outcomes Yit(0) con-

ditional on Xi and Dit = 1 can be recovered by utilizing distributions FYt−1|X ,Dt=1 and

FYt−1|X ,Dt=0 of the observed outcome Yt−1 conditional on (Xi,Dit = 1) and (Xi,Dit = 0),

respectively.

THEOREM 14. Suppose that Assumption A1’-A4’ hold. (a) Then, for y∈ supp(Yit(0)|X ,Dit=1),

FYt(0)|X ,Dt=1(y) = Pr
{

∆Yit +F−1
Yt−1|X ,Dt=1 ◦FYt−1|X ,Dt=0(Yi,t−1)≤ y|Dit = 0

}
.

(b) Additionally, if Assumption A5’ holds, then

FYt(0)|Dt=1(y) = E
[
ω(Xi)1{∆Yit +F−1

Yt−1|X ,Dt=1 ◦FYt−1|X ,Dt=0(Yi,t−1)≤ y}
∣∣∣Dit = 0

]
,

for y ∈ supp(Yit(0)|Dit = 1), where ω(Xi) := (1− p)p(Xi)/
(
1− p(Xi)

)
p

The identification result presented above is similar in spirit to the one in Theorem 13.

The main differences are (i) it requires estimating conditional on covariates distributions

and quantile functions and (ii) it requires estimating the propensity score in a first step and

taking an expectation with weights based on the propensity score.
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3.3 Estimation and Inference

As in the previous section, the counterfactual distribution is identified by empirical

distributions of observed outcomes conditional on treatment status. In this section, we

first explain an estimation procedure based on conditional empirical distributions and then

provide asymptotic results for the proposed estimator using the functional delta method.

We develop uniform inference results using techniques from the literature on empirical

processes (see, for example, van der Vaart and Wellner, 1996).

3.3.1 Estimation

We estimate the conditional distribution FYs|Dt=d of observed outcome Yis given treat-

ment status Dit = d by using the corresponding empirical distribution F̂Ys|Dt=d , given by

F̂Ys|Dt=d(y) := n−1
d ∑

i∈Id

1
{

Yis ≤ y
}
.

We denote an estimator for FYt(1)|Dt=1(y) by F̂Yt(1)|Dt=1(y), which is given by the empirical

distribution F̂Yt |Dt=1(y) because FYt(1)|Dt=1(y) = FYt |Dt=1(y). For estimation of the counter-

factual distribution provided in Theorem 13, we obtain estimated quantiles F̂−1
Yt−1|Dt=1 from

the empirical distribution F̂Yt−1|Dt=1 and then set

F̂Yt(0)|Dt=1(y) := n−1
0 ∑

i∈I0

1
{

∆Yit + F̂−1
Yt−1|Dt=1 ◦ F̂Yt−1|Dt=0(Yi,t−1)≤ y

}
, (3.2)

for y ∈ R. We use estimated distribution functions F̂Yt(1)|Dt=1 and F̂Yt(0)|Dt=1 to obtain

quantiles for each distribution. Then, the estimator ∆̂QT T of the QTT is given by

∆̂
QT T (τ) := F̂−1

Yt(1)|Dt=1(τ)− F̂−1
Yt(1)|Dt=1(τ),

for τ ∈ T .
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3.3.2 Asymptotic Results

We provide a functional central limit theorem for the QTT estimator over T , where

T is assumed to be a compact subset strictly within the unit interval. We begin with a

preliminary result on weak convergence of empirical distributions, which facilitates the use

of the functional delta method with Hadamard differentiable maps. In what follows, we

denote by Ys|d := supp(Yis|Dit = d) and Ys|1( j) := supp(Yis( j)|Dit = 1) for s = t, t − 1,

d = 0,1 and j = 0,1.

We define empirical processes as

ĜYs|Dt=d(y) :=
√

nd
(
F̂Ys|Dt=d(y)−FYs|Dt=d(y)

)
, y ∈ Ys|d,

for (s,d) = (t − 1,0),(t − 1,1),(t,1). Let Ỹit := ∆Yit + F−1
Yt−1|Dt=1 ◦ FYt−1|Dt=0(Yi,t−1) and

define an empirical processes as

G̃Yt(0)|Dt=1(y) :=
√

n0
(
F̃Yt(0)|Dt=1(y)−FYt(0)|Dt=1(y)

)
, y ∈ Yt|1(0),

where F̃Yt(0)|Dt=1(y) := n−1
0 ∑i∈I0 1

{
Ỹit ≤ y

}
. We make an additional assumption.

Assumption A6. (a) A pair of random variables (∆Yit ,Yi,t−1) is continuously distributed

conditional on Dt = 0 over a compact support. with a distribution F∆Yt ,Yt−1|Dt=0 and a den-

sity f∆Yt ,Yt−1|Dt=0. A random variable ∆Yit is continuously distributed conditional on Yi,t−1

and Dt = 0 with a uniformly continuous density f∆Yt |Yt−1,Dt=0 over a compact support. (b)

The sample sizes n0 and n1 go to ∞ as n→ ∞, while r j := limn→∞

√
n/n j ∈ [0,∞) for

j = 0,1.

The following lemma provides a functional central limit theorem for the empirical pro-

cesses above. We define S := `∞
(
Yt|1(0)

)
×`∞(Yt−1|0)×`∞(Yt|1)×`∞(Yt−1|1), where `∞(S)

denotes the space of all uniformly bounded functions on some set S, equipped with supre-
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mum norm ‖ · ‖∞.

LEMMA 27. Suppose that Assumption A1-A6 hold. Then,

(
G̃Yt(0)|Dt=1, ĜYt−1|Dt=0, ĜYt |Dt=1, ĜYt−1|Dt=1

)
 
(
V(0),W(0),V(1),W(1)),

in the space S. Here,
(
V(0),W(0),V(1),W(1)) is a tight Gaussian process with mean zero

and covariance kernel diag{Σ0(·, ·),Σ1(·, ·)} defined on S, where Σ j(·, ·) is the 2×2 positive

definite, covariance kernel of (V( j),W( j)) for j = 0,1, given by

Σ0(y1,y2) := Cov0
(
1{Ỹit ≤ y1},1{Yi,t−1 ≤ y2}

)
and Σ1(y3,y4) := Cov1

(
1{Yit ≤ y3},1{Yi,t−1 ≤ y4}

)
,

with Cov j being the covariance function conditional on Dit = j and (y1,y2,y3,y4) ∈ S.

Using the result in this lemma, we first obtain the joint limiting process for the esti-

mator (F̂Yt(0)|Dt=1, F̂Yt(1)|Dt=1) of the potential outcome distributions. It is straightforward

from the above result to obtain the limit process for the distribution F̂Yt(1)|Dt=1, which is

identified directly from data; whereas, the one for the counterfactual distribution F̂Yt(0)|Dt=1

needs several steps. Since the estimator for the counterfactual distribution in (3.2) can be

considered as a process indexed by functions depending on estimated distributions, we use

recent results for empirical processes in van der Vaart and Wellner (2007) with some modi-

fications in order to obtain the limiting process as formalized by the following proposition.

PROPOSITION 2. For each j = 0,1, define Ẑ j(y) :=
√

n
(
F̂Yt( j)|Dt=1(y)−FYt( j)|Dt=1(y)

)
for

y ∈ Yt|1( j). Suppose that Assumption A1-A6 hold. Then,

(
Ẑ0, Ẑ1

)
 
(
Z0,Z1

)
,

in the metric space `∞
(
Yt|1(0)

)
×`∞

(
Yt|1(1)

)
. Here, (Z0,Z1) is a tight zero-mean Gaus-
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sian process with a.s. uniformly continuous paths on Yt|1(0)×Yt|1(1), given by Z(1) =

r1V(1) and Z(0) := r0V(0)+κ(W(0),W(1)), where the map κ : `∞(Yt−1|0)×`∞(Yt−1|1) 7→

`∞(Yt|1(0)) is given by

κ(W0,W1) := r0

∫
W0(v)K(y,v)dv− r1

∫
W1 ◦F−1

Yt−1|Dt=1 ◦FYt−1|Dt=0(v)K(y,v)dv,

for (W0,W1) ∈ `∞(Yt−1|0)×`∞(Yt−1|1) with

K(y,v) :=
f∆Yt ,Yt−1|Dt=0

(
y−F−1

Yt−1|Dt=1 ◦FYt−1|Dt=0(v),v
)

fYt−1|Dt=1 ◦F−1
Yt−1|Dt=1 ◦FYt−1|Dt=0(v)

,

for (y,v) ∈ supp(∆Yit ,Yt−1|Dit = 0).

This proposition shows that the limiting process Z(0) for the counterfactual distribution

has an extra term depending on the map κ , which reflects our identification argument of

the counterfactual distribution of interest as well as the contribution of estimation errors

from empirical distributions. Thus the limiting distribution is not nuisance parameter free,

and a bootstrap procedure can facilitate statistical inference in practice as shown in the next

subsection.

Next we present the limiting process of the QTT estimators over a range of quantile T .

Proposition 2 together with the functional delta method delivers the following theorem.

THEOREM 15. Suppose that Assumption A1-A6 hold. If FYt(0)|Dt=1 admits a positive con-

tinuous density fYt(0)|Dt=1 on an interval [a,b] containing an ε-enlargement of the set

{F−1
Yt(0)|Dt=1(τ) : τ ∈ T } ⊂ Yt|1(0) with T ⊂ (0,1), then

√
n
(
∆̂

QT T (τ)−∆
QT T (τ)

)
 Z̄(1)(τ)− Z̄(0)(τ),
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where
(
Z̄(0)(τ), Z̄(1)(τ)

)
is a stochastic process in the metric space (`∞(T ))2, given by

Z̄( j)(τ) :=
Z( j)(F−1

Yt( j)|Dt=1(τ)
)

fYt( j)|Dt=1
(
F−1

Yt( j)|Dt=1(τ)
) ,

for j = 0,1.

We could also consider other plug-in estimators of Hadamard differentiable functionals,

such as Lorenz curve and Gini coefficient using a similar argument to obtain the limit

process.

3.3.3 Bootstrap

The limiting processes presented in the preceding section depend on unknown nuisance

parameters, some of which require nonparametric estimation and may complicate infer-

ence in finite samples. To deal with the issue of nonpivotal limit processes, we consider a

resampling method called the exchangeable bootstrap (see Præstgaard and Wellner (1993)

and van der Vaart and Wellner (1996)). This resampling scheme consistently estimates

limit laws of relevant empirical distributions and thus with the functional delta method

consistently estimates the limit process of the QTT estimator.

For the resampling scheme, we introduce a vector of random weights (Wj1, . . . ,Wjn j)

for j = 0,1. To establish the validity of the bootstrap, we assume that the random weights

satisfy the following conditions.

Assumption B. For each j ∈ {0,1} and for each n j, let (Wj1, . . . ,Wjn j) be an n j-dimensional

vector of exchangeable, nonnegative random variables, The vectors (W01, . . . ,W0n0) and

(W11, . . . ,W1n1) are independent of the original sample as well as each other. The vectors
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of random weights, depending on the size of each group, satisfy the following conditions:

sup
n j

E|Wj1|2+ε < ∞, W̄n j := n−1
j ∑

i∈I j

Wji→p 1, n−1
j ∑

i∈I j

(Wji−W̄n j)
2→p 1,

for j = 0,1,

As van der Vaart and Wellner (1996) explain, this resampling scheme encompass a

variety of bootstrap methods, such as the empirical bootstrap, subsampling, wild bootstrap

and so on. This condition is employed in Chernozhukov, Fernández-Val, and Melly (2013)

for inference of counterfactual distributions.

Given the random weights, we define the weighted bootstrap empirical distribution as

F̂∗Ys|Dt=d(y) := n−1
d ∑

i∈Id

Wdi1
{

Yis ≤ y
}
,

for s = t−1, t and d = 0,1. As in the previous subsection, the bootstrap distribution of the

treated potential outcome F̂∗Yt(1)|Dt=1 is given by F̂∗Yt |Dt=1, while the bootstrap version of the

counterfactual distribution is given by

F̂∗Yt(0)|Dt=1(y) := n−1
0 ∑

i∈I0

W0i1
{

∆Yit + F̂∗−1
Yt−1|Dt=1 ◦ F̂∗Yt−1|Dt=0(Yi,t−1)≤ y

}
,

for y∈R, where F̂∗−1
Yt−1|Dt=1 is the bootstrap version of the quantile function obtained through

the bootstrap empirical distribution F̂∗Yt−1|Dt=1. The bootstrap version of the QTT process is

given by

∆̂
QT T∗(τ) := F̂∗−1

Yt(1)|Dt=1(τ)− F̂∗−1
Yt(1)|Dt=1(τ),

for τ ∈ T , where F̂∗−1
Yt( j)|Dt=1(τ) is the τth quantile of the bootstrap empirical distribution

F̂∗Yt( j)|Dt=1 of potential outcomes for j = 0,1.

For the validity of the resampling method explained above, we need to introduce the
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notion of conditional weak convergence in probability, following van der Vaart and Wellner

(1996). For some normed space D, let BL1(D) denoted the space of all Lipschitz continuous

functions from D to [−1,1]. Given the original sample Dn with n being the sample size,

consider a random element B∗n := g(Dn,Wn) as a function of the original sample and the

random weight vector Wn generating the bootstrap draw. The bootstrap law of B∗n is said to

consistently estimate the law of some tight random element B or Bn p B if

sup
h∈BL1(D)

∣∣EWn[h(B
∗
n)]−E[h(B)]

∣∣→p 0,

where EWn is the conditional expectation with respect to Wn given the original sample Dn.

To state a preliminary result, we define empirical processes indexed by Ys|d as

Ĝ∗Ys|Dt=d :=
√

nd
(
F̂∗Ys|Dt=d− F̂Ys|Dt=d

)
,

for (s,d)∈ {(t−1,0),(t−1,1)(t,1)}. Also, define an empirical process indexed by Yt|1(0)

as

G̃Yt(0)|Dt=1 :=
√

n0
(
F̃∗Yt(0)|Dt=1− F̃Yt(0)|Dt=1

)
,

where the empirical distribution is given by

F̃∗Yt(0)|Dt=1(y) := n−1
0 ∑

i∈I0

W0i1
{

∆Yit +F−1
Yt−1|Dt=1 ◦FYt−1|Dt=0(Yi,t−1)≤ y

}
.

The following lemma shows that a set of the empirical processes defined above consistently

estimates the tight random element defined in Lemma 27.

LEMMA 28. Suppose that Assumption A1-A6 and B hold. Then,

(
G̃∗Yt(0)|Dt=1, Ĝ

∗
Yt |Dt=1, Ĝ

∗
Yt−1|Dt=0, Ĝ

∗
Yt−1|Dt=1

)
 p (V(0),V(1),W(0),W(1)),
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in S, where the limit processes defined in Lemma 27.

Using this lemma, we first show that the exchangeable bootstrap provides a way to

consistently estimate limit process of a pair of marginal distributions of potential outcomes.

Subsequently we argue that the limit process of the QTT estimator can be estimated, using

the functional delta method for a Hadmard differentiable map. The result is summarized in

the following theorem.

THEOREM 16. For each j = 0,1, define Ẑ∗j (y) :=
√

n
(
F̂∗Yt( j)|Dt=1(y)− F̂Yt( j)|Dt=1(y)

)
for

y ∈ Yt|1( j). Suppose that Assumption A1-A6 and B hold. Then, (Ẑ∗0 , Ẑ
∗
1) 

p (Z0,Z1),

and thus the exchangeable bootstrap procedure consistently estimates the law of the limit

stochastic process of the QTT:

√
n
(
∆̂

QT T∗(τ)− ∆̂
QT T (τ)

)
 p Z̄(1)(τ)− Z̄(0)(τ).

Throughout this subsection, we have considered the validity of the exchangeable boot-

strap in the case where the identifying assumptions hold without conditioning on covari-

ates. As discussed in Section 3.1, however, when key assumptions in this chapter hold

conditional on some covariates, the above estimation and bootstrap results can be extended

by using conditional distributions given the covariates. Although additional conditions are

necessary to deal with the curse of dimensionality, we can take an approach based on non-

parametric methods in the spirit of Chernozhukov, Fernández-Val, and Melly (2013).

3.4 Empirical Application

This section considers the effect of job training on the quantiles of earnings. We use

a dataset from LaLonde (1986) containing (i) a group of job training applicants that were

randomly assigned to the training program, (ii) a group of job training applicants that were

randomly assigned out of the training program, and (iii) an observational control group
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from the Panel Study of Income Dynamics (PSID). This setup allows us to use our method

on the treated group and observational control group and compare those results to those

obtained from the experimental data. The same dataset and approach have been used to

estimate the QTT in Firpo (2007) and Callaway and Li (2015). This dataset has also been

used to study the average effect of job training in LaLonde (1986), Heckman and Hotz

(1989), Dehejia and Wahba (1999), and Smith and Todd (2005) among others.

3.4.1 Data

The data comes from the National Supported Work Demonstration in the mid-1970s.

The program provided extensive training to workers who were unemployed or worked very

few hours prior to the program. We use the all-male subset considered in Dehejia and

Wahba (1999). More detailed descriptions of the data can be found in Hollister, Kemper,

and Maynard (1984), LaLonde (1986), and Smith and Todd (2005).

In the dataset, there are 185 individuals that are randomly assigned to participate in

the job training program; there are 260 that are randomly assigned to the control group;

and there are 2490 individuals in the PSID sample. The outcome of interest in real annual

earnings which are observed in 1974, 1975, and 1978. Individuals participate in the job

training program between 1975 and 1978 which implies that earnings in 1974 and 1975 are

pre-treatment; earnings in 1978 are post-treatment.

We also observe some characteristics about each individual: age, years of education,

race, marital status, and unemployment status in 1974 and 1975. Summary Statistics are

provided in Table 3.1. Noticeably, the experimental group – both those randomly assigned

to treatment and those randomly assigned to the untreated group – have quite different

average outcomes in each period and quite different observable characterstics relative to

the PSID control group. In 1975, the period before treatment, average earnings for the

treated and untreated experimental groups are close to $1500. But, for the PSID sample,

average earnings are $19,100. Members of the experimental group are younger, less edu-
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cated, much more likely to be black or Hispanic, much less likely to be married, much less

likely to have a high school degree, and much more likely to be unemployed before the

job training program. For the treated group, average earnings increase from $1500 to over

$6400 between 1975 and 1978. But, it appears unlikely that all of that increase is due to the

job training program. Average earnings for the experimental control group increase from

$1300 to $4600 over the same period. And average earnings for the observational control

group increase from $19,100 to $21,600.

3.4.2 Results

The theoretical identification results rely on the outcome of interest being continuously

distributed. But there is a mass of workers that have 0 earnings in each period particularly

for the experimental group. For this reason, we focus on estimating the QTT only for

τ ≥ .25 where .25 corresponds roughly to the fraction of individuals that participate in the

job training program with 0 earnings in the final period.

Panel Results

Figure 3.1 shows the estimates of the QTT using our method with a 90% confidence

interval. For τ ∈ [0.25,0.8], the estimates of the QTT are mostly flat with estimates of

the QTT between roughly $500 and $1850 though most estimates are very close to $1000.

In the same range for τ , the estimates of the QTT are borderline statistically significant.

Most interestingly, for this range of τ , the estimates of the QTT are remarkably close to the

estimate of the QTT from the experimental data. However, for τ > .8, the estimates of the

QTT diverge from the experimental results. With the experimental data, the QTT continues

to increase as τ increases. Our estimates of the QTT decrease and become negative for

larger values of τ . Only for τ = .95 does the estimated QTT from the experimental data

fall outside of the 90% confidence interval for our estimate of the QTT.

Figure 3.2 compares point estimates of the QTT using the current method to point esti-

176



mates using the three period method of Callaway and Li (2015). The problem of observa-

tions with 0 earnings is more severe for the three period method. For this reason, we follow

Callaway and Li (2015) and only estimate the model using for τ ∈ [.75, .95]. Our estimates

are very similar to the unconditional estimates using the three period method. Both move

further away from the experimental results as τ increases. For the three period method

holding conditionally on covariates, the estimates share a similar shape to the experimental

results but tend to be larger.

Repeated Cross Section Results

Figure 3.3 provides point estimates of the QTT with the experimental data, using our

panel data method, and using our method for repeated cross sectional data. The repeated

cross sections estimates come from the panel data but throw away the information on indi-

vidual’s identities. Most notably from this figure, the repeated cross section estimates are

remarkably similar to the estimates when panel data is available. It appears that, in this

case, the assumption of rank invariance in untreated potential outcomes over time does not

have much effect on the resulting estimates.

Finally, Figure 3.4 compares the results of our repeated cross sections estimator to

other methods available with repeated cross sections – Quantile DID (QDID) and Change

in Changes (CIC). Our method performs better than these alternative methods. For QDID,

the estimates of the QTT are too low at τ = .25, but they quickly increase and are too large

for τ > .5. For example, for τ = .75, the QDID estimate of the QTT is roughly $4800

while the experimental QTT is roughly $2400. The results are worse for the CIC model.

For τ > .4, the estimates of the QTT are too large. For example, for τ = .75, the CIC

estimate of the QTT is roughly $9600 while the experimental QTT is roughly $2400.
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3.5 Conclusion

This chapter has considered identifying the Quantile Treatment Effect on the Treated

under a Distributional DID Assumption when only two periods of data – panel or repeated

cross sections – are available. We have developed uniform confidence intervals for the QTT

and shown the validity of a bootstrap procedure for computing the confidence interval.

Finally, we used our method to estimate the QTT of a job training program on earnings

and found that the results of using our method compare favorably to results coming from

existing methods.

Methodologically, the key innovation is to recover the unknown dependence between

the change and initial level of untreated potential outcomes for the treated group from the

observed dependence from the untreated group. Combining this condition with a distribu-

tional extension of the most common mean DID assumption results in point identification

of the counterfactual distribution of untreated potential potential outcomes for the treated

group; and, therefore, to identification of the QTT. There are many examples in finance,

auction models, and duration models where identification depends on an unknown copula.

The idea of replacing an unknown copula with one observed for another group may prove

to be a fruitful line of research in those cases.
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3.6 Proofs

In Appendix, we use ‖ · ‖ to denote the Euclidean norm for vectors.

Proof of Theorem 13. For notational simplicity in the proof, we suppress a subscript i for

an individual, which does not affect the result because of random sampling conditional

on treatment status under Assumption A1. We can write FYt(0)|Dt=1(y) = Pr{∆Yt(0) +

Yt−1(0) ≤ y|Dt = 1} for every y ∈ supp(Yt(0)|Dt = 1). Define Ud := F∆Yt(0)|Dt=d(∆Yt(0))

and Vd := FYt(0)|Dt=d(Yt(0)) for d = 0,1. Then under Assumption A4, we have

∆Yt(0) = F−1
∆Yt(0)|Dt=d(Ud) and Yt−1(0) = F−1

Yt−1(0)|Dt=d(Vd), (3.3)

almost surely, see Rosenblatt (1952). It follows that

FYt(0)|Dt=1(y) = Pr
{

F−1
∆Yt(0)|Dt=1(U1)+F−1

Yt−1(0)|Dt=1(V1)≤ y
∣∣Dt = 1

}
.

For each d = 0,1, the joint distribution of (Ud,Vd) conditional on Dt = d is given by a

conditional copula C∆Yt(0),Yt−1(0)|Dt=d , which is invariant with respect to the conditional

variable Dt under Assumption A3. This implies that the conditional distribution of (U1,V1)

given Dt = 1 is the same as that of (U0,V0) given Dt = 0. Thus we have

FYt(0)|Dt=1(y) = Pr
{

F−1
∆Yt(0)|Dt=1(U0)+F−1

Yt−1(0)|Dt=1(V0)≤ y
∣∣Dt = 0

}
. (3.4)

Under Assumption A2, F−1
∆Yt(0)|Dt=1(·) = F−1

∆Yt(0)|Dt=0(·), which with (3.3) implies that

F−1
∆Yt(0)|Dt=1(U0) = ∆Yt(0) and F−1

Yt−1(0)|Dt=1(V0) = F−1
Yt−1(0)|Dt=1 ◦FYt−1(0)|Dt=0(Yt(0)),

almost surely. This together with (3.4) yields the desired result.
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Proof of Corollary 1. Given that the data generating process satisfies Assumption A1-A4,

the result in Theorem 13 holds and we have

FYt(0)|Dt=1(y) = Pr
{

Yit(0)−Yi,t−1(0)+F−1
Yt−1|Dt=1 ◦FYt−1|Dt=0(Yi,t−1)≤ y|Dit = 0

}
, (3.5)

for y ∈ supp(Yit(0)|Dit = 1). Because of the repeated cross section, we cannot identify the

term Yit(0)−Yi,t−1(0) from the observed outcomes of the untreated group. Under the rank

invariance assumption, however, we have

FYt(0)|Dt=0(Yit(0)) = FYt−1(0)|Dt=0(Yi,t−1(0)),

where the distributions FYt(0)|Dt=0 and FYt−1(0)|Dt=0 of potential outcomes, can be identified

by the distributions FYt |Dt=0 and FYt−1|Dt=0 of observed outcomes, respectively. It follows

that

Yit(0) = F−1
Yt |Dt=0 ◦FYt−1|Dt=0(Yi,t−1).

This together with (3.5) leads to the desired result.

Proof of Theorem 14. For the same reason as in Theorem 13, we suppress a subscript i.

(a) Applying a similar argument used to show Theorem 13 with conditional variables,

we can show that, under Assumption A1’-A4’,

FYt(0)|X ,Dt=1(y) = Pr
{

Ỹt ≤ y
∣∣X ,Dt = 0

}
, (3.6)

where Ỹt := ∆Yt +F−1
Yt−1|X ,Dt=1 ◦FYt−1|X ,Dt=0(Yt−1).
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(b) By Bayes’ theorem, we have

dFX |D=1

dFX |D=0
· p

1− p
=

p(X)

1− p(X)
.

This together with (3.6) implies that

FYt(0)|Dt=1(y) = E
[

1− p
p

p(X)

1− p(X)
E
[
1
{

Ỹt ≤ y
}
|X ,Dt = 0

]∣∣∣Dt = 0
]
.

Hence the desired result follows from the law of iterated expectation.

To derive the limiting distribution of the estimator for the QTT, we present two techni-

cal lemmas concerning the Hadamard differentiability. We introduce a setup and notations

used in the these lemmas. Let F0 := (G0,H0) with G0 and H0 being distribution functions

having a compact support V ⊂R and a density function g0 and h0, respectively. Consider a

pair of continuous random variables (V1,V2) taking values on V×V with the joint distribu-

tion FV1V2 having a density fV1V2 as well as the marginal distributions FV j having a density

fV j for j = 0,1. We suppose that the conditional distribution FV1|V2 has a continuous density

function fV1|V2 uniformly bounded away from 0 and ∞.

LEMMA 29. Let D := (C(V))2 and define the map ψ : Dψ ⊂ D 7→ `∞(V), given by

ψ(F) := G−1 ◦H,

for F := (G,H) ∈Dψ , where Dψ := E×E with E denoting the set of all distributions func-

tions having a strictly positive, bounded density. Then, the map ψ is Hadamard differen-

tiable at F0 tangentially to D. Its derivative at F0 in γ := (γ1,γ2) ∈ D is given by

ψ
′
F0
(γ) =

γ2− γ1 ◦G−1
0 ◦H0

g0 ◦G−1
0 ◦H0

.
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Proof. To prove the assertion, we first represent ψ as a composition map. Let Dψ2 :=

E−×C(V), where E− denotes the set of generalized inverse of all functions in E. Define

the maps ψ1 : Dψ 7→ Dψ2 and ψ2 : Dψ2, 7→ `∞(V), given by

ψ1(Γ) := (Γ−1
1 ,Γ2) and ψ2(Λ) := Λ1 ◦Λ2,

for Γ := (Γ1,Γ2) ∈ Dψ and Λ := (Λ1,Λ2) ∈ Dψ2 . Then we can write ψ = ψ2 ◦ψ1.

For the map ψ1, Lemma 3.9.23(ii) of van der Vaart and Wellner (1996) implies that if Γ

has a derivative denoted by Γ′, then the map ψ1 is Hadamard differentiable at Γ tangentially

to D. Its derivative at Γ in γ := (γ1,γ2) ∈ D is given by

ψ
′
1,Γ(γ) :=

(
− (γ1/Γ

′
1)◦Γ

−1
1 ,γ2

)
.

In terms of the map ψ2, Lemma 3.9.27 of van der Vaart and Wellner (1996) implies that

ψ2 is Hadamard differentiable at Λ tangentially to C([0,1])×`∞(V). Its derivative at Λ in

λ := (λ1,λ2) ∈C([0,1])×`∞(V) is given by

ψ
′
2,Λ(λ ) := λ1 ◦Λ2 +Λ

′
1,Λ2

λ2.

Lemma 3.9.3 of van der Vaart and Wellner (1996) with Hadamard derivatives of the

maps ψ1 and ψ2 yields that ψ ′F0
(γ) = ψ ′

2,(G−1
0 ,H0)

◦ψ ′1,F0
(γ) for γ ∈ D, where

ψ
′
1,F0

(γ) =
(
− (γ1/g0)◦G−1

0 ,γ2
)
,

and

ψ
′
2,(G−1

0 ,H0)
(λ ) = λ1 ◦H0 +

λ2

g0 ◦G−1
0 ◦H0

,

because ∂G−1
0 (τ)/∂τ = 1/g0 ◦G−1

0 (τ). Hence the desired result follows.
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LEMMA 30. Let D := (C(V))2 and let W be a compact subset of R. Define the map

φ : Dφ ⊂ D 7→ `∞(W), given by

φ(F)(w) := Pr{V1 +G−1 ◦H(V2)≤ w},

for F := (G,H) ∈ Dφ and for w ∈ W , where Dψ := E×E with E being the set of all

distributions functions having a strictly positive, bounded density. Then, the map φ is

Hadamard differentiable at F0 tangentially to D. Its derivative at F0 in γ := (γ1,γ2) ∈ D is

given by

φ
′
F0
(γ)(w) :=

∫ (
γ2(v2)− γ1 ◦G−1

0 ◦H0(v2)
) fV1V2(w−G−1

0 ◦H0(v2),v2)

g0 ◦G−1
0 ◦H0(v2)

dv2.

Proof. To prove the assertion, we represent φ as a composition map. Define ψ : Dφ →

Dπ as in the proceeding lemma, where Dπ denotes the set of all functions F−1 ◦G for

(F−1,G) ∈ E−×E with E− and E defined in the proof of the proceeding lemma. Define

the map π : Dπ 7→ `∞(W), given by

π(Ξ)(w) :=
∫

FV1|V2

(
w−Ξ(v2)|v2

)
dFV2(v2),

for w∈W . Since we can write φ(F)(w) =
∫

FV1|V2

(
w−G−1 ◦H(v2)|v2

)
dFV2(v2) for F ∈D

and w ∈W , we can show that φ = π ◦ψ .

We wish to show that π has a Hadamard derivative at Ξ ∈ Dπ tangentially to D with

derivative at Ξ in ξ ∈ D

π
′
Ξ(ξ )(w) =

∫
ξ (v2) fV1|V2(w−Ξ(v2)|v2)dFV2(v2). (3.7)

Consider any sequence tk > 0 and Ξk ∈ Dπ for k ∈ N such that tk ↘ 0 and ξk := (Ξk−
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Ξ)/tk→ ξ in D as k→ ∞. We have

FV1|V2(w−Ξk(v2)|v2)−FV1|V2(w−Ξ(v2)|v2) = tkξk(v2)
∫ 1

0
fV1|V2(w−Ξ(v2)− rtkξk(v2)|v2)dr.

It follows that

π(Ξk)−π(Ξ)

tk
−π

′
Ξ(ξ ) =

∫ (
ξk(v2)−ξ (v2)

)
fV1|V2(·−Ξ(v2)|v2)dFV2(v2)

+
∫

ξk(v2)Dk(·,v2)dFv2(v2),

where Dk(w,v2) :=
∫ 1

0
{

fV1|V2(w−Ξ(v2)− rtkξk(v2)|v2)− fV1|V2(w−Ξ(v2)|v2)
}

dr. Since

fV1|V2 is uniformly continuous and ξk is uniformly bounded, limk→∞ ‖Dk‖W×V = 0 and thus

the second term on the above display converges to 0 as k→ ∞. Also the first term on the

above display converges to zero because fV2|V1 is uniformly bounded and ‖ξk−ξ‖∞→ 0 as

k→ ∞. Thus the map π has the Hadamard derivative as stated.

Lemma 3.9.3 of van der Vaart and Wellner (1996) shows that φ ′F0
(γ) = π ′

G−1
0 ◦H0

◦ψ ′F0
(h),

which together with the Hadamard derivative of π in (3.7) and the one of ψ in Lemma 29

yields

φ
′
F0
(γ)(w) =

∫
γ2(v2)− γ1 ◦G−1

0 ◦H0(v2)

g0 ◦G−1
0 ◦H0(v2)

fV1|V2

(
w−G−1

0 ◦H0(v2)
∣∣v2
)
dFV2(v2).

Hence the desired result follows.

Define V̄ := V1 +G−1
0 ◦H0(V2). We additionally assume that V̄ is distributed over a

compact space V with a distribution FV̄ and a continuous density fV̄ uniformly bounded

away from 0 and ∞. We consider random sample {(V1i,V2i)}n
i=1 of n independent copies of

(V1,V2) and let V̄i :=V1i+G−1
0 ◦H0(V2i). We set Fn := (Gn,Hn) to denote a random element

of (`∞(V))2 as a consistent estimator for F0. For F = (G,H) ∈ (C(V))2 and w ∈W , define
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a functional taking values at `∞(W):

φn(F)(w) := n−1
n

∑
i=1

1{V1i +G−1 ◦H(V2i)≤ w},

and the empirical process indexed by F ∈ (`∞(V))2:

νn(F) :=
√

n
(
φn(F)−φ(F)

)
.

The lemma is proven, along the line of Theorem 2.3 of van der Vaart and Wellner (2007)

with some modification.

LEMMA 31. Suppose that
√

n(Fn−F0) converges in distribution to a tight, random element

with values in (`∞(V))2. Then,

sup
w∈W

∣∣νn(Fn)(w)−νn(F0)(w)
∣∣= op(1).

Proof. Because the setW is compact, it suffices to show that |νn(Fn)−νn(F0)|(w) = op(1)

for every w ∈W . Let w ∈W and ε > 0 be fixed. Suppose that
√

n(Fn−F0) converges in

distribution to a tight random element. Then, by the functional delta method and Hadamard

differentiability, Lemma 29 implies that

ξn :=
√

n
(
G−1

n ◦Hn−G−1
0 ◦H0

)
 Z, (3.8)

in `∞(V) for some tight random element Z. Then there exists a compact set S⊂ `∞(V) such

that Pr{Z 6∈ S} ≤ ε/2, and also limsupn→∞ Pr{ξn 6∈ Sδ/2} ≤ ε/2 for any δ > 0, where Sδ/2

is the δ/2-enlargement set of S. Because S is compact, there exist a finite set {µ j}J
j=1 ⊂ S

with J = J(δ ) such that supµ∈S min1≤ j≤J ‖µ−µ j‖∞ < δ . It follows that, for any δ > 0,

Pr
{

min
1≤ j≤J

‖ξn−µ j‖∞ ≥ δ

}
≤ Pr

{
ξn 6∈ Sδ/2}≤ ε/2, (3.9)
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for a sufficiently large n. In the view of the compactness of V , for every η > 0, there is a

finite set {vk}K
k=1 ⊂ V with K = K(η) such that supv∈V min1≤k≤K |v− vk| < η . Define the

map Πδ : V 7→ {vk}K
k=1 such that |v−Πη(v)| ≤ η for every v ∈ V . By Theorem 1.5.7 of

van der Vaart and Wellner (1996) with (3.8), there exists η > 0 such that

lim
n→∞

Pr
{
‖ξn−ξn ◦Πη‖∞ > ε/2

}
< ε/2. (3.10)

It follows from (3.9) and (3.10) that

limsup
n→∞

Pr
{

min
1≤ j≤J

‖ξn−µ j ◦Πη‖∞ > ε

}
< ε,

which yields that, given a setM j,η(δ ) := {µ ∈ `∞(V) : ‖µ−µ j ◦Πη‖∞ ≤ δ}, we have

Pr
{∣∣{νn(Fn)−νn(F0)}(w)

∣∣≥ ε

}
≤ ε+Pr

{
max

1≤ j≤J
sup

µ∈M j,η (δ )

∣∣{νn(F0+n−1/2
µ)−νn(F0)}(w)

∣∣≥ ε

}
.

Since J is finite, it suffices to show that, for every j = 1, . . . ,J,

sup
µ∈M j,η (δ )

∣∣{νn(F0+n−1/2
µ)−νn(F0)}(w)

∣∣= op(1).

An application of the triangle inequality yields that, for every µ ∈M j,η(δ ),

sup
µ∈M j,η (δ )

∣∣{νn(F0+n−1/2
µ)−νn(F0)}(w)

∣∣ ≤ sup
µ∈M j,η (δ )

∣∣{νn(F0+n−1/2
µ)−νn(F0+n−1/2

µ j)}(w)
∣∣

+
∣∣{νn(F0+n−1/2

µ j)−νn(F0)}(w)
∣∣.

Let µ̄ jk := |µ j ◦Πη(vk)| for j = 1, . . . ,J and k = 1, . . . ,K. For a collection of functions

{
1
{

V̄i +n−1/2
µ(V2i)≤ w

}
−1
{

V̄i +n−1/2
µ j ◦Πη(V2i)≤ w

}
: µ ∈M j,η(δ )

}
,

we can form an envelop function I(1)i, j (δ ) := 1
{

max1≤k≤K |V̄i + n−1/2µ̄ jk−w| ≤ n−1/2δ
}
.
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We can write

sup
µ∈M j,η (δ )

∣∣∣{νn(F0+n−1/2
µ)−νn(F0+n−1/2

µ j)}(w)
∣∣≤ n−1/2

n

∑
i=1

I(1)i, j (δ )+
√

nE[I(1)1, j (δ )].(3.11)

The second term on the right-hand of (3.11) become arbitrarily small for a sufficiently small

δ > 0, because we have

√
nE[I(1)1, j (δ )]≤

√
n max

1≤k≤K

∫ n−1/2δ

−n−1/2δ

fV̄ (s− µ̄ jk +w)ds≤ δC1, (3.12)

for some constant C1. Applying the Markov inequality for the first term on the right-hand

of (3.11), we obtain

Pr
{

n−1/2
n

∑
i=1

Ii, j(δ )≥ ε

}
≤ ε

−1√nE[I1, j(δ )],

where the right-hand side becomes arbitrarily small for a sufficiently small δ due to (3.12).

It follows that the right-hand side of (3.11) converges to 0 in probability for a sufficiently

small δ .

We have

∣∣∣1{V̄i +n−1/2
µ j ◦Πη(V2i)≤ w

}
−1
{

V̄i ≤ w
}∣∣∣≤ I(2)i, j (δ )

for every i = 1, . . . ,n, where I(2)i, j (δ ) := 1
{
|V̄i −w| ≤ n−1/2 max1≤k≤K µ̄ jk

}
. Using the

Markov inequality, we can show that

Pr
{∣∣{νn(F0+n−1/2

µ j)−νn(F0)}(w)
∣∣≥ ε

}
≤ ε

−2E[I(2)i, j (δ )],

where the right-hand side goes to zero as n→∞ because E
[
I(2)i, j (δ )

]
≤C2n−1/2 max1≤k≤K µ̄ jk

for some constant C2. Hence the proof is completed.
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LEMMA 32. Suppose that
√

n(Fn−F0) converges in distribution to a tight, random element

in `∞(V). Then,

√
n
(
φn(Fn)−φ(F0)

)
= νn(F0)+φ

′
F0

(√
n(Fn−F0)

)
+op(1),

where φ ′F0
is the Hadamard derivative given in Lemma 30.

Proof. By definition, we can write

√
n
(
φn(Fn)−φ(F0)

)
= νn(Fn)+

√
n
(
φ(Fn)−φ(F0)

)
.

First Lemma 31 show that

νn(Fn) = νn(F0)+op(1).

uniformly in w ∈ W . Since the map φ is Hadmard differentiable, the functional delta

method in Theorem 3.9.4 of van der Vaart and Wellner (1996) with Lemma 30 implies that

√
n
(
φ(Fn)−φ(F0)

)
= φ

′
F0

(√
n(Fn−F0)

)
+op(1).

Hence the desired result follows.

Proof of Lemma 27. The result follows from the functional central limit theorem for em-

pirical distribution functions. See Chapter 2 of van der Vaart and Wellner (1996) for in-

stance.

Proof of Proposition 2. We can show that
√

n
(
(F̂Yt−1|Dt=0, F̂Yt−1|Dt=1)−(FYt−1|Dt=0 ,FYt−1|Dt=1)

)
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has a tight limit asymptotically. It follows from Lemma 32 that

√
n
(
F̂Yt(0)|Dt=1−FYt(0)|Dt=1

)
= r0G̃Yt(0)|Dt=0 +κ

(
ĜYt−1|Dt=0, ĜYt−1|Dt=1

)
+op(1),

uniformly in y ∈ suppYt(0)|Dt = 1. Hence the extended continuous mapping theorem with

Lemma 27 yields the desired result.

Proof of Theorem 15. When F̂Yt( j)|Dt=1(y) is weakly increasing in y, we can show that the

corresponding quantile function F̂−1
Yt( j)|Dt=1(τ) is Hadamard differentiable. It follows from

the functional delta method that

√
n
(
F̂−1

Yt( j)|Dt=1(τ)−F−1
Yt( j)|Dt=1(τ)

)
 
(
Z( j)/ fYt( j)|Dt=1

)
◦F−1

Yt( j)|Dt=1(τ),

as a stochastic process indexed by τ ∈ T and j ∈ {0,1}. Hence the desired result holds.

We now prove a technical lemma, which is a bootstrap version of Lemma 32.

LEMMA 33. Suppose that the assumption in Lemma 32 and also assume that
√

n(F∗n −F0)

converges in distribution to a tight random element unconditional on the original sample.

Then,

√
n
(
φ
∗
n (F

∗
n )−φn(Fn)

)
=
√

n
(
φ
∗
n (F0)−φn(F0)

)
+φ

′
F0

(√
n(F∗n −Fn)

)
+op(1),

Proof. Let ν̃∗n (F) :=
√

n
(
φ∗n (F)−φ(F)

)
for F ∈ (`∞(V))2. We have

√
n
(
φ
∗
n (F

∗
n )−φ(F0)

)
= ν̃

∗
n (Fn)+

√
n
(
φ(F∗n )−φ(F0)

)
.
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By a similar argument used to prove Lemma 31, we can show that, uniformly in w ∈W ,

ν̃
∗
n (Fn) = ν̃

∗
n (F0)+op(1). (3.13)

Also φ is the Hadamard differentiable function φ and
√

n(F∗n −F0) converges in distribution

to a tight random element unconditional on the original sample. Thus the functional delta

method implies that

√
n
(
φ(F∗n )−φ(F0)

)
= φ

′
F0

(√
n(F∗n −F0)

)
+op(1). (3.14)

It follows from (3.13) and (3.14) that

√
n
(
φ
∗
n (F

∗
n )−φ(F0)

)
= ν̃

∗
n (F0)+φ

′
F0

(√
n(F∗n −F0)

)
+op(1),

which together with Lemma 32 yields the desired result because φ ′F0
is a linear map.

Proof of Lemma 28. The result follows from Theorem 3.6.13 of van der Vaart and Wellner

(1996). Thus we omit the detail.

Proof of Theorem 16. First we wish to show that Ẑ∗ p Z, where Ẑ∗ := (Ẑ∗0 , Ẑ
∗
1)
′ and Z :=

(Z0,Z1)
′. By the triangle inequality, we obtain

sup
h∈BL1

∣∣EM[h(Ẑ∗)]−E[h(Z)]
∣∣ ≤ sup

h∈BL1

∣∣EM[h(Ẑ∗)]−EM[h(Z̃∗)]
∣∣ (3.15)

+ sup
h∈BL1

∣∣EM[h(Z̃∗)]−E[h(Z)]
∣∣, (3.16)

where Z̃∗ :=
(
r0G̃∗Yt(0)|Dt=0 +κ(Ĝ∗Yt−1|Dt=0, Ĝ

∗
Yt−1|Dt=1), Ẑ

∗
1
)′. It suffices to show that (3.15)

and (3.16) converge in probability to zero, separately.
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We consider (3.15). Because
∣∣EM[h(Ẑ∗)]−EM[h(Z̃∗)]

∣∣≤ EM
∣∣h(Ẑ∗)−h(Z̃∗)

∣∣, we have

E
[

sup
h∈BL1

∣∣EM[h(Ẑ∗)]−EM[h(Z̃∗)]
∣∣]≤ E

[
sup

h∈BL1

∣∣h(Ẑ∗)−h(Z̃∗)
∣∣]. (3.17)

Let ε > 0 be fixed and define I∗n,ε := 1{‖Ẑ∗− Z̃∗‖∞ > ε}. Lemma 28 and 33 imply that

limn→∞ E[I∗n,ε ]≤ ε , while suph∈BL1

∣∣h(Ẑ∗)−h(Z̃∗)
∣∣≤ 2. It follows that

E
[

sup
h∈BL1

∣∣h(Ẑ∗)−h(Z̃∗)
∣∣ · I∗n,ε]≤ 2ε. (3.18)

Also we can show that

E
[

sup
h∈BL1

∣∣h(Ẑ∗)−h(Z̃∗)
∣∣ · (1− I∗n,ε)

]
≤ ε, (3.19)

because suph∈BL1

∣∣h(Ẑ∗)− h(Z̃∗)
∣∣ ≤ ‖Ẑ∗(y)− Z̃∗(y)‖∞. It follows from (3.18) and (3.19)

that the right-hand side of (3.17) is bounded by 3ε . Since ε is arbitrary, an application of

the Markov inequality yields the convergence of (3.15) to 0 in probability.

Consider (3.16). Using Lemma 28 together with the continuous mapping theorem, we

can show that (3.16) converges to 0 in probability. Hence we obtain the desired result.

We now consider validity of exchangeable bootstrap for the QTT. Theorem 3.9.11 of

van der Vaart and Wellner (1996) shows that the functional delta method can apply for

Hadamard differentiable maps under resampling. Since the map from distribution to quan-

tile is Hadamard differentiable, the desired result follows.
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3.7 Tables and Figures

Table 3.1: Summary Statistics

Treated Randomized Observational
mean sd mean sd nd mean sd nd

RE 1978 6.35 7.87 4.55 5.48 0.19 21.55 15.56 -0.87
RE 1975 1.53 3.22 1.27 3.10 0.06 19.06 13.60 -1.25
RE 1974 2.10 4.89 2.11 5.69 0.00 19.43 13.41 -1.21
Age 25.82 7.16 25.05 7.06 0.08 34.85 10.44 -0.71
Education 10.35 2.01 10.09 1.61 0.10 12.12 3.08 -0.48
Black 0.84 0.36 0.83 0.38 0.03 0.25 0.43 1.05
Hispanic 0.06 0.24 0.11 0.31 -0.12 0.03 0.18 0.09
Married 0.19 0.39 0.15 0.36 0.07 0.87 0.34 -1.30
No HS Degree 0.71 0.46 0.83 0.37 -0.21 0.31 0.46 0.62
Unem. 1975 0.60 0.49 0.68 0.47 -0.13 0.10 0.30 0.87
Unem. 1974 0.71 0.46 0.75 0.43 -0.07 0.09 0.28 1.16
RE are real earnings in thousands of dollars. The Treated and Randomized statistics come from
the experimental data. The observational statistics come from the PSID control group. “nd” is
the normalized difference for each variable between the Treated group and the
Randomized/Observational group.
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Figure 3.1: QTT Estimates
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The QTT is estimated using the two-period, panel method of the current chapter. The
dashed line is the 90% confidence interval for the QTT. The blue line is the QTT estimated
using the experimental data.
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Figure 3.2: QTT Point Estimates using Two-Period and Three-Period Model
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The figure provides estimates of the QTT using the method in the current chapter, using
the experimental data, and using the the three period method of Callaway and Li (2015)
under an unconditional Distributional Difference in Differences Assumption (green line)
and under a conditional Distributional Difference in Differences Assumption (orange line).
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Figure 3.3: QTT Estimates with Panel Data and Repeated Cross Sections Data
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The figure provides estimates of the QTT using panel data and using repeated cross sections
data and compares these estimates to the estimated QTT from the experimental data. The
estimates using repeated cross sections data come from the same dataset as the panel, but
“throw away” the panel structure of the dataset.
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Figure 3.4: QTT Estimates from QDID and CIC
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The figure provides estimates of the QTT coming from the Quantile Difference in Differ-
ences approach and Change in Changes (Athey and Imbens, 2006) approach and compares
these to estimates coming from the repeated cross sections data estimates using our ap-
proach and the estimates of the QTT using the experimental data.
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