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## CHAPTER I

## INTRODUCTION

In this dissertation we study the asymptotic behavior and zero distribution of certain polynomials that are associated with a Jordan curve $L$ in the complex plane. We first consider in Chapter II the so-called Faber polynomials for $L$, and in the subsequent chapters we deal with polynomials that are orthogonal over the interior of $L$. A further description of these polynomials and the results obtained for them is given in what follows.

## I. 1 Faber polynomials

Let $\phi(z)$ be a function with a Laurent expansion at infinity of the form

$$
\begin{equation*}
\phi(z)=b_{1} z+b_{0}+\frac{b_{-1}}{z}+\frac{b_{-2}}{z^{2}}+\cdots, \quad b_{1}>0 . \tag{1}
\end{equation*}
$$

The $n$th Faber polynomial $F_{n}(z), n=0,1, \ldots$, associated with $\phi$ is the polynomial part of the Laurent expansion at infinity of the function $[\phi(z)]^{n}$. Thus,

$$
\begin{equation*}
[\phi(z)]^{n}=F_{n}(z)+\mathcal{O}\left(z^{-1}\right) \quad \text { as } z \rightarrow \infty . \tag{2}
\end{equation*}
$$

These polynomials were introduced in 1903 by G. Faber in connection with the problem of generalizing the classical Taylor series from the unit disk to a simply connected domain. The monograph by Suetin [30] and the paper by Curtiss [2] are excellent reference sources for the many applications that Faber polynomials have found in approximation theory, orthogonal polynomials and complex function theory.

Faber polynomials can alternatively be introduced by means of their generating function. If $\psi$ denotes the inverse map of $\phi$, then for fixed $z \in \mathbb{C}$,

$$
\begin{equation*}
\frac{\psi^{\prime}(w)}{\psi(w)-z}=\sum_{n=0}^{\infty} \frac{F_{n}(z)}{w^{n+1}}, \tag{3}
\end{equation*}
$$

where the series on the right-hand side of (3) converges uniformly on any closed region $\{w:|w| \geq r\}$ on which the generating function on the left-hand side of (3) is analytic as a function of the variable $w$.

In particular, it follows that if $|z|<r$, then

$$
\begin{equation*}
F_{n}(z)=\frac{1}{2 \pi i} \oint_{|w|=r} \frac{w^{n} \psi^{\prime}(w) d w}{\psi(w)-z} \tag{4}
\end{equation*}
$$

Assume now that 1 is the smallest number among all those $r \geq 0$ for which $\psi$ has an analytic and univalent continuation from a neighborhood of $\infty$ (where it is originally defined) to the exterior $\{w:|w|>r\}$ of the circle of radius $r$. Indeed, we can always normalize $\phi$ (multiplying it by a suitable number) to have our assumption satisfied. Denote by $\Delta_{1}$ the exterior of the unit circle, and let $\Omega$ be the image by $\psi$ of $\Delta_{1}$. Then, it is a rather straightforward consequence of the definition of $F_{n}$ that

$$
\begin{equation*}
F_{n}(z)=[\phi(z)]^{n}(1+o(1)) \tag{5}
\end{equation*}
$$

uniformly on closed subsets of $\Omega$ as $n \rightarrow \infty$ (notice that $\phi$ has an analytic and univalent continuation to $\Omega$ ).

Our interest is in the behavior of $F_{n}(z)$ for points $z$ in the complement of $\Omega$, assuming that $L:=\partial \Omega$ is a Jordan curve such that $\psi$ has a singularity on the unit circle. In other words, we assume that $\psi$ has a one-to-one continuous extension to $\bar{\Delta}_{1}$, but cannot be analytically continued across the unit circle.

Ullman [32] proved a general result implying that in this case, all points of $L$
attract zeros of the Faber polynomials. However, this does not discard the possibility that many other points in the interior domain $G$ of $L$ (perhaps all of them!) could attract zeros of the $F_{n}$ 's as well. The fact is that the single assumption that $L$ is a Jordan curve is too weak to predict the behavior of $F_{n}$ on both $L$ and its interior $G$. Thus, several works have study this question under additional assumptions on the smoothness of $L$ and/or the boundary behavior of $\psi$ near the unit circle. In particular, under some of these conditions, the domain of validity of (5) has been extended to include $L$, or portions of $L$ (cf. [30], [23]). However, the results for $z \in G$ are restricted to estimates on the rate of decay of the Faber polynomials on $G$ ([30, p. 61], [6]).

In Chapter II of this dissertation we study the behavior of the Faber polynomials for the specific case when the Jordan curve $L$ is piecewise analytic with no inner cusps (see Figure 3 in page 16). We also impose an extra condition to the smooth corners and outer cusps of $L$ (see Section II. 2 for details).

We prove that (5) also holds uniformly on any closed subset of $\bar{\Omega}$ separated from the nonsmooth corners of $L$ (see Theorem II.2.1). In addition, we also give the exact rate of decay of the $o(1)$ term in (5). We emphasize the word "uniformly" because a previous theorem in [23] had already established the validity of (5) for points $z$ in $L$ (nonsmooth corners excluded) but in the pointwise sense. Most interesting of all is the asymptotic representation that we obtain for $F_{n}(z)$ for values of $z \in G$ (see Theorem II.2.4). This representation shows that the behavior of $F_{n}(z)$ in $G$ is ruled by only some of the corners of $L$. For instance, if $L$ has neither smooth corners nor cusps, then the "dominant" corners are those with smaller exterior angles. In particular, we derive from this representation fine statements on the location and distribution of the zeros of the $F_{n}$ 's (see Section II. 3 for details).

To derive our asymptotic formulas, we make use of the relationship that exists between the singularities of the generating function in (3) and the behavior of the
coefficients $F_{n}(z)$ of its Laurent expansion at $\infty$. When $L$ is piecewise analytic, the singularities of $\psi$ on its circle of convergence are finitely many, and the behavior of $\psi$ near each singularity is known from the work of Lehman and others (see [13] and the references therein). The way this specific type of singularities affects the coefficients $F_{n}(z)$ is discerned by analyzing the behavior of the integral representation (4).

## I. 2 Polynomials orthogonal over regions

Let $G$ be the interior of a closed Jordan curve $L=\partial G$ in the complex plane, and let $m$ denote the two-dimensional Lebesgue measure. Let $\left\{P_{n}(z)\right\}_{n=0}^{\infty}$ be the sequence of orthonormal polynomials with respect to area measure over $G$. This is the sequence of polynomials

$$
P_{n}(z)=\kappa_{n} z^{n}+\cdots, \quad \kappa_{n}>0, \quad n \geq 0
$$

satisfying the orthonormality conditions

$$
\int_{G} P_{n}(z) \overline{P_{m}(z)} d m(z)=\delta_{n, m}, \quad n, m \geq 0
$$

In our investigation, we are concerned with the general question of describing the asymptotic behavior and limiting distribution of the zeros of the polynomials $P_{n}$.

This question has been studied to some extent in previous works (see e.g., [17], [14]). In [14], Levin, Saff and Stylianopoulos (L.S.S.) found that the zero distribution of the polynomials $P_{n}$ is related to the analytic continuation properties of a conformal map $\varphi$ of $G$ onto the unit disk. For example, a simplified version of their fundamental result (Thm. 2.1) is the following: if the mapping $\varphi$ has a singularity on the boundary $L$ of $G$, then every point of $L$ attracts zeros of the $P_{n}$ 's.

If the map $\varphi$ can be analytically continued across the Jordan curve $L$, then either $L$ is analytic or $L$ is a finite union of analytic arcs joining at corners having interior


Figure 1: Sets $\Omega_{\rho}$ and $\Delta_{\rho} . \partial \Omega_{\rho}=$ dotted lines.
angles of the form $\pi / N, N \geq 2$ an integer.
The existing results for the second case (i.e., when $L$ is not analytic) are limited to the analysis of some particular cases. We do not explicitly investigate this case, although some results will follow as a particular case of Theorem V.2.7 of Chapter V for a curve $L$ formed by the union of two circular arcs.

In Chapter III of this dissertation we investigate the first situation, that is, when the curve $L$ is analytic. Let $\psi$ be the conformal map of the exterior $\Delta_{1}$ of the unit circle onto the exterior $\Omega$ of $L$, normalized so that $\psi(\infty)=\infty, \psi^{\prime}(\infty)>0$. Let $\rho$ be the smallest number among all those $r \geq 0$ for which $\psi$ has an analytic and univalent continuation from $\Delta_{1}$ onto the exterior of the circle of radius $r$. Because of the analyticity of $L, \rho<1$. Denote by $\Delta_{\rho}$ the exterior of the circle of radius $\rho$, and let $\Omega_{\rho}=\psi\left(\Delta_{\rho}\right)$ be the image of $\Delta_{\rho}$ by $\psi$. Then, $\Omega_{\rho} \supset \Omega$ and $\phi$ (the inverse map of $\psi)$ is analytic and univalent on $\Omega_{\rho} \backslash\{\infty\}$ (see Figure 1 above).

Carleman [1] proved that

$$
\begin{equation*}
P_{n}(z)=\sqrt{\frac{n+1}{\pi}} \phi^{\prime}(z)[\phi(z)]^{n}(1+o(1)), \tag{6}
\end{equation*}
$$

uniformly on $\bar{\Omega}$ as $n \rightarrow \infty$. This result was later improved by Korovkin [11] (it also


Figure 2: Two possible scenarios: $G_{\rho} \neq \emptyset$ (left, white region), $G_{\rho}=\emptyset$ (right).
appears in Johnston [10]), who proved that the same formula holds uniformly on any closed set of $\Omega_{\rho}$ (see Section III. 1 for more details).

Carleman's formula (6) implies that the zeros of the $P_{n}$ 's accumulate (as $n$ gets large) on the compact set $\mathbb{C} \backslash \Omega_{\rho}$. In particular, if the interior $G_{\rho}$ of $\mathbb{C} \backslash \Omega_{\rho}$ is empty, then every point of $\partial \Omega_{\rho}$ attracts zeros of the $P_{n}$, and these distribute, in the limit, as the so-called equilibrium measure of $\partial \Omega_{\rho}$ (see [19, Prop. 2.4]). However, no results have been given for the most interesting case when $G_{\rho} \neq \emptyset$ (see Figure 2 above).

Given the simplicity of the curve $L$, it is rather surprising that (6) is the only known result on the asymptotic behavior of the $P_{n}$ 's.

Our main result in Chapter III is, in fact, an improvement of Carleman's formula (see Thm. III.2.1). We prove the following integral representation for $P_{n}$ : if $\varphi$ is a conformal map of $G$ onto the unit disk, then

$$
\begin{equation*}
P_{n}(z)=\frac{\varphi^{\prime}(z)}{\sqrt{\pi(n+1)}} \cdot \frac{1}{2 \pi i} \oint_{L} \frac{\varphi^{\prime}(t)[\phi(t)]^{n+1} d t}{[\varphi(t)-\varphi(z)]^{2}}+o(1) \tag{7}
\end{equation*}
$$

uniformly on compact subsets of $G$ as $n \rightarrow \infty$.
It is an easy exercise to check that (7) implies (6). The natural question that arises is whether the interior mapping $\varphi$ plays a role in the behavior of $P_{n}$ if $G_{\rho}$ is not empty. The answer is positive.

To show this, we investigate the case when the boundary $L_{\rho}$ of $\Omega_{\rho}$ is a piecewise analytic Jordan curve without smooth corners or cusps. Employing the same method of proof for our results on Faber polynomials, we use the integral representation (7) to prove that (6) holds uniformly on any closed set of $\bar{\Omega}_{\rho}$ that does not contain corners of $L_{\rho}$. The asymptotic behavior of $P_{n}$ at each corner of $L_{\rho}$ is also given (see Theorem III.2.2).

Furthermore, we obtain an asymptotic representation for the polynomials $P_{n}$ in $G_{\rho}$ from which fine statements on the location and distribution of the zeros of these polynomials can be derived (see Section III.3). This asymptotic representation (Theorem III.2.4) shows that the asymptotic behavior of $P_{n}$ inside $G_{\rho}$ is ruled by only some of the corners of $L_{\rho}$, that is, those with smaller exterior angles.

In Chapter IV we study the particular case in which the analytic curve $L$ is the lemniscate

$$
L:=\left\{z:\left|z^{K}-1\right|=r^{K}\right\}
$$

where $K \in \mathbb{N} \backslash\{1\}$ and $r>1$ are two (fixed) given numbers. For this curve,

$$
G_{\rho}=\left\{z:\left|z^{K}-1\right|<1\right\}
$$

is a "rose of $K$ petals" (see Figure 14 in page 79 ) consisting of $K$ open components.
This case is not covered by the above results because although

$$
L_{\rho}=\left\{z:\left|z^{K}-1\right|=1\right\}
$$

is a piecewise analytic curve, it is not, however, a Jordan curve. In fact, we will prove that this time the zeros of the corresponding orthonormal polynomials behave differently (see Section IV. 1 for details). With this example we show that the behavior of $P_{n}$ is also affected by the connectivity of the open set $G_{\rho}$.

It is worth noticing that the analysis of this case is carried out by reducing the problem to a similar one for orthogonal polynomials on the unit circle. To treat the new problem we prove in Section IV. 2 a theorem of independent interest about the asymptotic behavior of polynomials orthogonal on the unit circle with respect to positive analytic weights.

In Chapter V, we study the asymptotic behavior of the sequences of polynomials that are orthogonal with respect to "analytic weights" over the interior $G$ of a Jordan curve $L$. We consider a not identically zero analytic function $w$ defined on $G$ and satisfying the integrability condition

$$
\int_{G}|w(z)|^{2} d m(z)<\infty
$$

together with its corresponding sequence of orthonormal polynomial $\left\{P_{n}(z ; w)\right\}_{n=0}^{\infty}$ defined by the relations

$$
\begin{gathered}
P_{n}(z ; w)=\kappa_{n}^{w} z^{n}+\cdots, \quad \kappa_{n}^{w}>0, \quad n \geq 0 \\
\int_{G} P_{n}(z ; w) \overline{P_{m}(z ; w)|w(z)|^{2} d m(z)=\delta_{n, m}, \quad n, m \geq 0}
\end{gathered}
$$

(recall $m$ is the area measure).
Here, an essential role is played by the reproducing kernel $K_{w}(z, \zeta)$ of the Hilbert space $\mathcal{B}_{w}^{2}(G)$ consisting of all analytic functions on $G$ that are square integrable with respect to $\left.|w|^{2} d m\right|_{G}$. For fixed $\zeta \in G, K_{w}(\cdot, \zeta)$ is the unique function in $\mathcal{B}_{w}^{2}(G)$ having the reproducing property

$$
f(\zeta)=\int_{G} f(z) \overline{K_{w}(z, \zeta)}|w(z)|^{2} d m(z) \quad \text { for all } f \in \mathcal{B}_{w}^{2}(G)
$$

While the zeros of the polynomials that are orthogonal with respect to area measure over $G$ are only affected by the geometry of $L$, the zero distribution of the polynomials
$P_{n}(z ; w)$ depends both on the geometry of $L$ and on the analytic properties of the weight $w$. This is so because the zeros of these polynomials are influenced by the relative position of the singularities of the functions $K_{w}(\cdot, \zeta), \zeta \in G$, and $K_{w}(z, \zeta)$ is, in turn, constructed from $w$ and a conformal map $\varphi$ of $G$ onto the unit disk.

For instance, we prove Theorem V.2.1, which is a generalization of the fundamental theorem (L.S.S.) mentioned above and characterizes, in terms of the behavior of the zeros of the $P_{n}(z ; w)$ 's, the case when there is at least one $\zeta \in G$ for which $K_{w}(\cdot, \zeta)$ has a singularity on $L=\partial G$. In this case, every point of $L$ attracts zeros, and for the values of $n$ belonging to some subsequence, the zeros of $P_{n}(z ; w)$ follow the equilibrium distribution of the curve $L$.

When $w$ has finitely many zeros, the kernel $K_{w}(z, \zeta)$ can be constructed from the zeros of $w$ and the map $\varphi$ by using an iterative procedure (Proposition V.3.4) that essentially goes back to Nehari [20]. Using this procedure we obtain formulas for $K_{w}(z, \zeta)$ of crucial importance for locating its singularities (see Lemma V.3.6). We also give a determinant representation for it valid when $w$ has simple zeros (see Proposition V.3.5).

To investigate the situation in which no $K_{w}(\cdot, \zeta)$ has a singularity on $L$, we study two specific cases in detail.

Firstly, $L$ is taken to be the unit circle (the nicest analytic curve) and $w$ a meromorphic function (a rather complicated weight). We prove that for $n$ varying through some subsequence of the natural numbers, the zeros of $P_{n}(z ; w)$ distribute uniformly over a critical circle lying inside the unit disk and determined by the relative position of the zeros and poles of $w$ (see Theorem V.2.3).

Secondly, $L$ is taken to be a piecewise analytic curve bounded by two circular arcs forming a $\pi / N$-angle, and $w$ is an entire function. In this case, the zeros of $P_{n}(z ; w)$ distribute according to a measure that is supported on a "bubble-shaped" set lying inside $L$ (see Figure 17 in page 99 and Theorem V.2.7).

The results contained in Chapter V have been published in [19] and were obtained in collaboration with Dr. Edward B. Saff and Dr. Nikos S. Stylianopoulos.

## CHAPTER II

## FABER POLYNOMIALS FOR PIECEWISE ANALYTIC JORDAN CURVES

## II. 1 Introduction

Let $L$ be a closed Jordan curve in the complex plane $\mathbb{C}$ and let $\Omega=\operatorname{ext}(L)$ be the unbounded component of $\overline{\mathbb{C}} \backslash L$. By the Riemann mapping theorem, there is a unique conformal map $\phi(z)$ of $\Omega$ onto the exterior of the unit circle $\{w:|w|>1\}$ with a Laurent expansion at infinity of the form

$$
\phi(z)=b_{1} z+b_{0}+\frac{b_{-1}}{z}+\frac{b_{-2}}{z^{2}}+\cdots, \quad b_{1}>0 .
$$

The $n$th Faber polynomial $F_{n}(z), n=0,1, \ldots$, associated with the curve $L$ is the polynomial part of the Laurent expansion at infinity of the function $[\phi(z)]^{n}$. Thus,

$$
\begin{equation*}
[\phi(z)]^{n}=F_{n}(z)+\mathcal{O}\left(z^{-1}\right) \quad \text { as } z \rightarrow \infty . \tag{8}
\end{equation*}
$$

Since their introduction by G. Faber in 1903, Faber polynomials have constituted an active subject of research with important applications in approximation theory and complex function theory (see, e.g., [2], [30], [37], and the references therein). In particular, several works have been devoted to the study of the asymptotic behavior of the Faber polynomials and their zeros, and it is precisely the purpose of this chapter to investigate this question for the case when the curve $L$ is piecewise analytic with no inner cusps.

Before mentioning those results in the existing literature that are relevant to our investigation, let us state some basic, but very useful well-known facts that are a
direct consequence of the definition of Faber polynomials.
Because $L$ is a Jordan curve, the mapping $\phi$ has a one-to-one continuous extension to $\bar{\Omega}$, which we also denote by $\phi$. Let $\psi$ be the inverse of $\phi$. For every $r \geq 1$, let

$$
L_{r}:=\{z:|\phi(z)|=r\}, \quad \Omega_{r}:=\operatorname{ext}\left(L_{r}\right), \quad G_{r}:=\operatorname{int}\left(L_{r}\right)
$$

so that $L_{1}=L, \Omega_{1}=\Omega$ is the exterior of $L$, and $G_{1}$ is the interior of $L$. Then, from the Cauchy integral formula and Cauchy theorem one immediately gets from (8) that for all $R>1$,

$$
\begin{gather*}
F_{n}(z)=\frac{1}{2 \pi i} \oint_{L_{R}} \frac{[\phi(\zeta)]^{n} d \zeta}{\zeta-z}, \quad z \in G_{R}  \tag{9}\\
F_{n}(z)=[\phi(z)]^{n}+\frac{1}{2 \pi i} \oint_{L_{R}} \frac{[\phi(\zeta)]^{n} d \zeta}{\zeta-z}, \quad z \in \Omega_{R} . \tag{10}
\end{gather*}
$$

It follows from (10) and the maximum modulus principle for analytic functions that for every $1<\sigma<\rho$,

$$
\begin{equation*}
F_{n}(z)=[\phi(z)]^{n}\left[1+\mathcal{O}\left(\frac{\sigma^{n}}{\rho^{n}}\right)\right] \tag{11}
\end{equation*}
$$

uniformly on $\bar{\Omega}_{\rho}$ as $n \rightarrow \infty$. Moreover, if $L$ is rectifiable, then (10) is also valid for $R=1$, and $\sigma$ can be replaced by 1 in (11).

The asymptotic representation (11) readily implies that for any $\rho>1$, there is a natural number $N(\rho)$ such that $F_{n}(z) \neq 0$ for all $z \in \bar{\Omega}_{\rho}$ whenever $n>N(\rho)$. Hence, all possible accumulation points of the zeros of the Faber polynomials lie on $L \cup G_{1}$.

However, for discerning the behavior of $F_{n}(z)$ in the remaining points of the complex plane, formula (9) does not seem to be as appropriate as the one that results from it through the change of variables $z=\psi(w)$ :

$$
\begin{equation*}
F_{n}(z)=\frac{1}{2 \pi i} \oint_{\mathbb{T}_{R}} \frac{t^{n} \psi^{\prime}(t) d t}{\psi(t)-z}, \quad z \in G_{R} \tag{12}
\end{equation*}
$$

The right-hand side of (12) is the Cauchy integral formula for the coefficient of $1 / w^{n+1}$ in the Laurent expansion of the function $\psi^{\prime}(\cdot) /(\psi(\cdot)-z)$ at $\infty$; in other words,

$$
\begin{equation*}
\frac{\psi^{\prime}(w)}{\psi(w)-z}=\sum_{n=0}^{\infty} \frac{F_{n}(z)}{w^{n+1}} \tag{13}
\end{equation*}
$$

This is the generating function of the Faber polynomials. From the discussion in Chapter I, it is now clear that the asymptotic behavior of the $F_{n}$ 's (and by consequence, that of their zeros) is influenced by the nature of the singularities of $\psi$ via the generating function.

One way in which one can investigate such an influence is precisely by studying the behavior as $n \rightarrow \infty$ of the complex integrals in (12). This idea was successfully exploited by J. L. Ullman in his fundamental paper [32] (see also [33]). Using (12) as the key ingredient, Ullman was able to characterize the set of possible accumulation points of the zeros of the Faber polynomials defined by (13) for an arbitrary map $\psi$ with a simple pole at $\infty$ (regardless of the geometric significance of $\psi$ ). A later complement to his theorems was produced by A. B. J. Kuijlaars and E. B. Saff in [12]. Using methods of potential theory, they obtained results on the weak*-convergence of the sequence of normalized counting measures of the zeros of the $F_{n}$ 's (see Section II. 3 for definitions).

Ullman's results are of great generality, but do not say much in more specific cases like the one we are interested in, namely, when the curve $L$ is piecewise analytic with no inner cusps (some additional conditions will be imposed on the smooth corners and outer cusps of $L$ ). Loosely speaking, we shall deal with the case when $\psi$ has a finite number of singularities $w_{1}, \ldots, w_{s}$ on the unit circle, each $w_{k}$ causing $\psi$ to transform a small circular arc centered at $w_{k}$ onto two analytic arcs that meet at $z_{k}=\psi\left(w_{k}\right)$ at a specified angle. Ullman's contribution to this case limits itself to ensure that every point of the curve $L$ is an accumulation point of the zeros of the $F_{n}$ 's, while

Kuijlaars and Saff's improvement establishes the existence of a subsequence of the sequence of normalized counting measures of the zeros of the $F_{n}$ 's that converges in the weak*-sense to the equilibrium measure of $L$.

We will be able to say more. For example, a consequence of the asymptotic formulas that we derive for $F_{n}$ is that any smooth portion of $L$ will be eventually free of zeros of $F_{n}$, and that every compact set lying on the interior of $L$ contains at most a finite (independent of $n$ ) number of zeros of $F_{n}$. This already implies that, indeed, the full sequence of normalized counting measures of the zeros of the $F_{n}$ 's converges to the equilibrium measure of $L$.

As for the asymptotic behavior of the Faber polynomials, the estimate (11) can be improved for a piecewise analytic curve $L$. Theorem 1.1 in I. E. Pritsker's paper [23] implies that if $z \in L$ is not a corner, then

$$
\begin{equation*}
F_{n}(z)=[\phi(z)]^{n}(1+o(1)), \quad(n \rightarrow \infty) \tag{14}
\end{equation*}
$$

while if $z_{0}$ is a corner of $L$, then

$$
\begin{equation*}
F_{n}\left(z_{0}\right)=\alpha\left[\phi\left(z_{0}\right)\right]^{n}(1+o(1)), \quad(n \rightarrow \infty) \tag{15}
\end{equation*}
$$

where $\alpha$ is the exterior angle formed by the two analytic $\operatorname{arcs}$ of $L$ that meet at $z_{0}$.
Thus, at least in the pointwise sense (recall (11)), (14) is true for every $z$ that lies in the exterior or the smooth portions of $L$. We will show that this is also true in the uniform sense and will give the exact rate of decay of the $o(1)$ term in (14) (see Theorem II.2.1).

As for the behavior of $F_{n}$ in the interior of $L$, the most recent results are due to D. Gaier, who gave in [6] uniform estimates on the decay of $F_{n}$ of the form

$$
\begin{equation*}
n^{\lambda} F_{n}(z)=\mathcal{O}(1), \quad(n \rightarrow \infty) \tag{16}
\end{equation*}
$$

for $z$ lying on an arbitrary compact set of $G_{1}$. The constant $\lambda>0$ depends on the exterior angles at the corners of $L$ (see Section II. 2 below).

We substantially improve this result by deriving an asymptotic representation for $F_{n}$ inside $L$ that, roughly speaking, gives us the relevant part of the $\mathcal{O}(1)$ term in (16) (see Theorem II.2.4).

Summarizing, in this chapter we shall employ the same integral representation (12) to obtain finer results on the asymptotic behavior of the Faber polynomials corresponding to a piecewise analytic Jordan curve with no inner cusps. These are Theorems II.2.1 and II.2.4 of Section II.2. Their proof is postponed to Section II.4. In Section II. 3 we state and prove a series of corollaries to these theorems about the zero distribution of the Faber polynomials.

## II. 2 Asymptotic behavior of $F_{n}$

Let $L$ be a piecewise analytic Jordan curve with corners at the points $z_{1}, z_{2}, \ldots, z_{s}$, $s \geq 1$, such that for all $1 \leq k \leq s$, the two analytic arcs that meet at $z_{k}$ form an exterior angle $\lambda_{k} \pi, 0<\lambda_{k} \leq 2$. Thus, inner cusps are excluded. Recall that, by the definition of a piecewise analytic curve, each arc of $L$ with $z_{k}$ as one of its endpoints is part of a longer analytic simple arc containing $z_{k}$ as an interior point.

Let $w_{k}:=\phi\left(z_{k}\right), 1 \leq k \leq s$, so that $\left|w_{1}\right|=\left|w_{2}\right|=\cdots=\left|w_{s}\right|=1$. The mapping $\psi$ has an asymptotic expansion about $w_{k}$ involving terms of the form

$$
\begin{equation*}
c_{i, j, m}^{(k)}\left(w-w_{k}\right)^{i+j \lambda_{k}}\left(\log \left(w-w_{k}\right)\right)^{m}, \quad c_{i, j, m}^{(k)} \in \mathbb{C}, \quad i, j, m \in \mathbb{Z}_{+} . \tag{17}
\end{equation*}
$$

The exact meaning of this expansion is explained in Section II.4.1 below (see also [13]), but for the purpose of stating our main results, a weaker version is sufficient.


Figure 3: A piecewise analytic Jordan curve $L$ with eight corners $z_{1}, \cdots, z_{8}$.

If $0<\lambda_{k}<2, \lambda_{k} \neq 1$, then as $w \rightarrow w_{k}$ from the exterior of the unit circle,

$$
\begin{equation*}
\psi(w)=z_{k}+A_{k}\left(w-w_{k}\right)^{\lambda_{k}}(1+o(1)), \quad A_{k} \neq 0 \tag{18}
\end{equation*}
$$

If $\lambda_{k} \in\{1,2\}$, then terms of the form (17) with $m \geq 1$ may occur in the expansion of $\psi$ about $w_{k}$, and we assume $L$ is such that this will always be the case if $\lambda_{k} \in\{1,2\}^{1}$.

Then, if $\lambda_{k} \in\{1,2\}$, there are positive integers $r_{k}, m_{k}$, with $r_{k} \geq \lambda_{k}, 1 \leq m_{k} \leq$ $\left\lfloor r_{k} / \lambda_{k}\right\rfloor$, such that as $w \rightarrow w_{k}$ within the exterior of the unit circle,

$$
\begin{align*}
\psi(w)= & z_{k}+\sum_{i=0}^{r_{k}-1} c_{i, 1,0}^{(k)}\left(w-w_{k}\right)^{i+\lambda_{k}}  \tag{19}\\
& +A_{k}\left(w-w_{k}\right)^{r_{k}+\lambda_{k}}\left(\log \left(w-w_{k}\right)^{m_{k}}\right)(1+o(1)), \quad A_{k} \neq 0
\end{align*}
$$

Thus, $A_{k}$ is the coefficient of the first term in the expansion (18)-(19) having a singularity at $w_{k}$. It is known (see [22], p. 59) that if $\lambda_{k}=1$, then $r_{k}=1$ if, and only if, the curvatures of the arcs that meet at $z_{k}$ coincide. In this case, $m_{k}=1$.

The branches of the functions of the form $\left(w-w_{k}\right)^{\beta},\left(\log \left(w-w_{k}\right)\right)^{m}$ that appear

[^0]in these expansions can be taken arbitrarily. However, for the sake of definiteness, we will specify them as follows. Let
$$
\theta_{k}:=\arg \left(w_{k}\right), \quad 0 \leq \theta_{k}<2 \pi, \quad 1 \leq k \leq s .
$$

Then, the values of said functions along the half line $\left\{w=r e^{i \theta_{k}}: 1<r<\infty\right\}$ are defined to be

$$
\begin{equation*}
\left(w-w_{k}\right)^{\beta}=(r-1)^{\beta} e^{i \beta \theta_{k}}, \quad\left(\log \left(w-w_{k}\right)\right)^{m}=\left(\log (r-1)+i \theta_{k}\right)^{m} . \tag{20}
\end{equation*}
$$

From the expansion (18)-(19) of $\psi$ about $w_{k}$, we associate to each $z_{k}$ the number $A_{k}$, the numbers $r_{k}$ and $m_{k}$ whenever $\lambda_{k} \in\{1,2\}$, and the following pair:

$$
\left(\Lambda_{k}, M_{k}\right):=\left\{\begin{array}{cl}
\left(\lambda_{k}, 0\right), & \text { if } \lambda_{k} \notin\{1,2\}  \tag{21}\\
\left(r_{k}+\lambda_{k}, m_{k}-1\right), & \text { if } \lambda_{k} \in\{1,2\}
\end{array}\right.
$$

Observe that $\Lambda_{k} \geq 2$ if $\lambda_{k} \in\{1,2\}$.
If $\left(a_{1}, b_{1}\right),\left(a_{2}, b_{2}\right)$ are two pairs of positive real numbers, we will say that $\left(a_{1}, b_{1}\right)<$ $\left(a_{2}, b_{2}\right)$ if either $a_{1}<a_{2}$, or $a_{1}=a_{2}$ and $b_{1}>b_{2}$. Therefore, $\left(a_{1}, b_{1}\right)<\left(a_{2}, b_{2}\right)$ if, and only if, $n^{-a_{1}}(\log n)^{b_{1}}$ decreases slower than $n^{-a_{2}}(\log n)^{b_{2}}$ as $n \rightarrow \infty$.

Hereafter, we suppose that the $z_{k}$ 's have been numbered in such a way that

$$
\left(\Lambda_{1}, M_{1}\right)=\cdots=\left(\Lambda_{u}, M_{u}\right)<\left(\Lambda_{u+1}, M_{u+1}\right) \leq \cdots \leq\left(\Lambda_{s}, M_{s}\right),
$$

with $u \in\{1,2, \ldots, s\}$.
Recall that $\Omega$ denotes the exterior of the curve $L$. We will denote its interior domain by $G$ (instead of by $G_{1}$, as we had done in the previous section).

Then, with this notation we have:

Theorem II.2.1. (a) Uniformly on any closed set $E \subset \bar{\Omega} \backslash\left\{z_{k}: \lambda_{k} \neq 1\right\}$ :


Figure 4: Closed sets $E$ and $F$ as in Theorems II.2.1 and II.2.4.

$$
\begin{equation*}
F_{n}(z)=[\phi(z)]^{n}+\mathcal{O}\left(\frac{(\log n)^{M}}{n^{\Lambda}}\right) \quad(n \rightarrow \infty), \tag{22}
\end{equation*}
$$

where $(\Lambda, M)$ is the smallest element of the set

$$
\left\{\left(\Lambda_{1}, M_{1}\right)\right\} \cup\left\{\left(r_{k}, M_{k}\right): z_{k} \in E, \lambda_{k}=1\right\}
$$

(b) For every non-smooth corner $z_{j}\left(\lambda_{j} \neq 1\right)$

$$
F_{n}\left(z_{j}\right)=\lambda_{j}\left[\phi\left(z_{j}\right)\right]^{n}+\left\{\begin{array}{cl}
\mathcal{O}\left(n^{-\lambda_{1}}\right), & \text { if } \lambda_{j} \neq 2  \tag{23}\\
\mathcal{O}\left((\log n)^{M_{j}^{*}} / n^{r_{j}^{*}}\right), & \text { if } \lambda_{j}=2
\end{array}\right.
$$

where $\left(\Lambda_{j}^{*}, M_{j}^{*}\right)=\min \left\{\left(\Lambda_{1}, M_{1}\right),\left(r_{j}, M_{j}\right)\right\}$.

Remark II.2.2. (a): If the closed set $E$ in Theorem II.2.1(a) contains no corners of $L$, then $(\Lambda, M)=\left(\Lambda_{1}, M_{1}\right)$ and the convergence order given in (22) is sharp: if $E$ has more than $s-1$ points, then there is a constant $\alpha(E)>0$ such that

$$
\begin{equation*}
\max _{z \in E}\left|F_{n}(z)-[\phi(z)]^{n}\right| \geq \alpha(E)\left(\frac{(\log n)^{M_{1}}}{n^{\Lambda_{1}}}\right) \quad \forall n \geq 0 \tag{24}
\end{equation*}
$$

In fact, there are closed sets $E$ for which "max" can be replaced by "min" in (24).
(b): The estimates (22) (even if $E$ contains smooth corners) and (23) are sharp in the sense that there are curves $L$ and closed sets $E$ for which the order given is exact. This can be seen from the finer estimates (79) and (83) obtained in Section II.4.3 (see Example II.2.3 below).

Example II.2.3. In this example we show that there are curves for which the estimate in (22) is exact. Let $z_{1}=-i, z_{2}=2 / \sqrt{3}+i, z_{3}=i$, and let $L$ be the Jordan curve consisting of the segment connecting $z_{1}$ with $z_{2}$, plus the one connecting $z_{2}$ with $z_{3}$, plus the half of the unit circle lying in the left half plane (see Figure 5 below).

For this curve we have $\lambda_{1}=\Lambda_{1}=4 / 3, \lambda_{2}=\Lambda_{2}=5 / 3, \lambda_{3}=1, \Lambda_{3} \geq 2$. Hence, $\left(\Lambda_{1}, M_{1}\right)=(4 / 3,0)$ and (22) tell us that for a closed set $E$ containing no corners of $L$,

$$
\max _{z \in E}\left|F_{n}(z)-[\phi(z)]^{n}\right|=\mathcal{O}\left(n^{-4 / 3}\right) . \quad(n \rightarrow \infty)
$$

Now, the expansion of $\psi$ at $z_{3}$ has the form (19), and since the arcs meeting at $z_{3}$ have different curvatures, it follows that $r_{3}=m_{3}=1$, and therefore $\left(r_{3}, M_{3}\right)=$ $(1,0)<\left(\Lambda_{1}, M_{1}\right)$. Thus, if the closed set $E$ contains the smooth corner $z_{3}$, then this time (22) gives us the worse estimate

$$
\max _{z \in E}\left|F_{n}(z)-[\phi(z)]^{n}\right|=\mathcal{O}\left(n^{-1}\right) . \quad(n \rightarrow \infty)
$$

However, this is exact, since by the equality (79) proven in Section II.4.3 below, we have

$$
\begin{aligned}
F_{n}\left(z_{3}\right)= & {\left[\phi\left(z_{3}\right)\right]^{n}+\frac{1}{n^{4 / 3}}\left(\frac{\mathcal{C}_{1} A_{1} w_{1}^{n+4 / 3}}{z_{3}-z_{1}}+o(1)\right)+\frac{1}{n^{5 / 3}}\left(\frac{\mathcal{C}_{2} A_{2} w_{2}^{n+5 / 3}}{z_{3}-z_{2}}+o(1)\right) } \\
& -\frac{1}{n}\left(\frac{A_{3} w_{3}^{n+1}}{c_{0,1,0}^{(3)}}+o(1)\right) .
\end{aligned}
$$



Figure 5: A curve providing sharpness for estimate (22).

Theorem II.2.4. For $z \in G$,

$$
\begin{equation*}
\frac{\Gamma\left(n+\Lambda_{1}+1\right) F_{n}(z)}{n!(\log n)^{M_{1}}}=\mathcal{C}_{1} \sum_{k=1}^{u} \frac{A_{k} e^{i\left(n+\Lambda_{1}\right) \theta_{k}}}{z-z_{k}}+R_{n}(z) \tag{25}
\end{equation*}
$$

where $R_{n}(z)$ converges uniformly to zero on any compact set $F \subset G$, and

$$
\mathcal{C}_{1}:=\left\{\begin{array}{cl}
1 / \Gamma\left(-\Lambda_{1}\right), & \text { if } \Lambda_{1}<2  \tag{26}\\
(-1)^{\Lambda_{1}+M_{1}+1}\left(M_{1}+1\right) \Lambda_{1}!, & \text { if } \Lambda_{1} \geq 2
\end{array}\right.
$$

Remark II.2.5. (a): The rate of decay of the functions $R_{n}(z)$ in Theorem II.2.4 is at least that of the dominant terms in the equality

$$
\begin{equation*}
R_{n}(z)=\sum_{k=1}^{u} r_{k, n}(z)+\sum_{k=u+1}^{s} \mathcal{O}\left(\frac{(\log n)^{M_{k}-M_{1}}}{n^{\Lambda_{k}-\Lambda_{1}}}\right) \tag{27}
\end{equation*}
$$

where

$$
r_{k, n}(z)=\left\{\begin{array}{cl}
\mathcal{O}\left(n^{-\lambda_{k}}\right), & \text { if } 0<\lambda_{k}<1, \\
\mathcal{O}\left(n^{-1}\right) & \text { if } 1<\lambda_{k}<2, \\
\mathcal{O}\left(\log ^{-1} n\right) & \text { if } \lambda_{k} \in\{1,2\}, M_{k} \geq 1, \\
\mathcal{O}\left(n^{-1}(\log n)^{\left\lfloor\left(r_{k}+1\right) / \lambda_{k}\right\rfloor-1}\right) & \text { if } \lambda_{k} \in\{1,2\}, \quad M_{k}=0,
\end{array}\right.
$$

uniformly on compact subsets of $G$ as $n \rightarrow \infty$.
(b): In particular, if no $\lambda_{k} \in\{1,2\}$, then

$$
R_{n}(z)= \begin{cases}\mathcal{O}\left(n^{-\min \left\{\lambda_{1}, \lambda_{u+1}-\lambda_{1}\right\}}\right) & \text { if } 0<\lambda_{1}<1  \tag{28}\\ \mathcal{O}\left(n^{-\min \left\{1, \lambda_{u+1}-\lambda_{1}\right\}}\right) & \text { if } 1<\lambda_{1}<2\end{cases}
$$

These estimates are best possible in the following sense: if $0<\lambda_{1}<1, \lambda_{1} \neq 1 / 2$, then for every compact set $F \subset G$ containing more than $u+s-1$ points, there is a constant $\beta(F)>0$ such that

$$
\begin{equation*}
\max _{z \in F}\left|R_{n}(z)\right| \geq \beta(F) n^{-\min \left\{\lambda_{1}, \lambda_{u+1}-\lambda_{1}\right\}} \quad \forall n \geq 0 \tag{29}
\end{equation*}
$$

and, in fact, there are compact sets $F \subset G$ for which "max" can be replaced by "min" in (29).

The corresponding statement for the case $1<\lambda_{1}<2$ (substitute " $u+s-1$ points" by " $s-1$ points") also holds true provided that $c_{1,1,0}^{(k)} \neq 0$ for at least one $k$ $(1 \leq k \leq u)$, where $c_{1,1,0}^{(k)}$ is the coefficient of the $\left(w-w_{k}\right)^{1+\lambda_{k}}$-term appearing in the expansion of $\psi$ about $w_{k}$ :

$$
\psi(w)=z_{k}+A_{k}\left(w-w_{k}\right)^{\lambda_{k}}+c_{1,1,0}^{(k)}\left(w-w_{k}\right)^{1+\lambda_{k}}+o\left(\left(w-w_{k}\right)^{1+\lambda_{k}}\right)
$$

## II. 3 The zeros of $F_{n}$

In this section we discuss some of the implications that Theorems II.2.1 and II.2.4 have concerning the zeros of $F_{n}$.

We say that $t \in \overline{\mathbb{C}}$ is an accumulation point of the zeros of the Faber polynomials $F_{n}$, if for every open neighborhood $U$ of $t$, there are infinitely many polynomials $F_{n}$ having a zero in $U$. Denoting by $\mathcal{Z}$ the set of all such accumulation points $t$, and by
$\mathcal{Z}_{n}$ the set of zeros of $F_{n}$, we obviously have

$$
\mathcal{Z}=\bigcap_{k=1}^{\infty} \overline{\bigcup_{n \geq k} \mathcal{Z}_{n}}
$$

Recall that $u$ is defined to be that positive integer for which

$$
\left(\Lambda_{1}, M_{1}\right)=\cdots=\left(\Lambda_{u}, M_{u}\right)<\left(\Lambda_{u+1}, M_{u+1}\right) \leq \cdots \leq\left(\Lambda_{s}, M_{s}\right) .
$$

Corollary II.3.1. For any closed set $E \subset \bar{\Omega} \backslash\left\{z_{k}: \lambda_{k} \neq 1\right\}$ there is a positive integer $N_{E}$ such that if $n>N_{E}$, then $F_{n}(z) \neq 0$ for all $z \in E$.

For any compact set $F \subset G$, there is a positive integer $N_{F}$ such that if $n>N_{F}$, then $F_{n}(z)$ has at most $u-1$ zeros in $F$ (counting multiplicities).

Proof. The first assertion of Corollary II.3.1 is a straightforward consequence of (22) (notice that, by the definition of $F_{n}$, the function $F_{n}(z)-[\phi(z)]^{n}$ is analytic at $\infty$ ).

Consider now a compact set $F \subset G$, and suppose there is a subsequence $n_{1}<$ $n_{2}<\cdots<n_{\ell}<\cdots$ such that, for all $i \geq 1, F_{n_{\ell}}(z)$ has more than $u-1$ zeros on an open set $U$ such that $F \subset U \subset \bar{U} \subset G$. Without loss of generality, we can assume that there exist $\widehat{\theta}_{1}, \ldots, \widehat{\theta}_{u}$ such that

$$
\lim _{\ell \rightarrow \infty} e^{i n_{\ell} \theta_{k}}=e^{i \widehat{\theta}_{k}} \quad \forall 1 \leq k \leq u
$$

Then, by Theorem II.2.4,

$$
\begin{equation*}
\lim _{\ell \rightarrow \infty} \frac{\Gamma\left(n_{\ell}+\Lambda_{1}+1\right) F_{n_{\ell}}(z)}{n_{\ell}!\left(\log n_{\ell}\right)^{M_{1}}}=\mathcal{C}_{1} \sum_{k=1}^{u} \frac{A_{k} e^{i\left(\widehat{\theta}_{k}+\Lambda_{1} \theta_{k}\right)}}{z-z_{k}} \tag{30}
\end{equation*}
$$

uniformly in $z \in U$. The rational function in the right-hand side of (30) is not identically zero and has at most $u-1$ zeros in $U$. By Hurwitz's Theorem, if $\ell$ is
sufficiently large, $F_{n_{\ell}}$ has at most $u-1$ zeros in $U$ too, contradicting our assumption.

We already knew from the discussion held in the introduction to this chapter that $\mathcal{Z} \cap \Omega=\emptyset$, and it is a consequence of Ullman's results in [32] that $L \subset \mathcal{Z}$.

Let $\nu_{F_{n}}$ be the normalized counting measure of the zeros of $F_{n}$; that is, if $z_{n 1}, \ldots$, $z_{n n}$ are the zeros of $F_{n}$ (counting multiplicities) and $\delta_{z_{n i}}$ is the unit mass Dirac measure at $z_{n i}$, then

$$
\nu_{F_{n}}:=\frac{1}{n} \sum_{i=1}^{n} \delta_{z_{n i}} .
$$

It is said that the sequence $\left\{\nu_{F_{n}}\right\}_{n=1}^{\infty}$ converges in the weak*-topology to the finite measure $\mu$ if for every continuous function $f$ defined on $\overline{\mathbb{C}}$,

$$
\lim _{n \rightarrow \infty} \int_{\overline{\mathbb{C}}} f \nu_{F_{n}}=\int_{\overline{\mathbb{C}}} f d \mu
$$

The equilibrium measure $\mu_{L}$ of the curve $L$ is the measure defined on any Borel set $\mathfrak{B} \subset L$ by

$$
\mu_{L}(\mathfrak{B})=\frac{1}{2 \pi} \int_{\phi(\mathfrak{B})}|d t| .
$$

In [12] (see Theorem 1.3), Kuijlaars and Saff proved that there exists a subsequence of $\left\{\nu_{F_{n}}\right\}_{n=1}^{\infty}$ that converges in the weak*-topology to the measure $\mu_{L}$. Moreover, from the proof of this result, it follows that if $\mu$ is any other measure supported on $L$ that is a weak*-limit point of the sequence $\left\{\nu_{F_{n}}\right\}_{n=1}^{\infty}$, then necessarily $\mu=\mu_{L}$. We use this fact and Corollary II.3.1 to deduce the following

Corollary II.3.2. The sequence $\left\{\nu_{F_{n}}\right\}_{n=1}^{\infty}$ converges in the weak*-topology to the equilibrium measure of the curve $L$.

Proof. By Corollary II.3.1, for any open disk $D \subset \mathbb{C} \backslash L, \nu_{F_{n}}(D) \leq(u-1) / n$ if $n$ is sufficiently large. Hence, if $\mu$ is a weak*-limit point of the sequence $\left\{\nu_{F_{n}}\right\}_{n=1}^{\infty}$, then
$\mu(D)=0$. Since this implies that $\mu$ is supported on $L$, we conclude that $\mu$ must be $\mu_{L}$.

We finish this section with the following characterization of the set $\mathcal{Z} \cap G$.

Corollary II.3.3. The point $t \in G$ belongs to $\mathcal{Z}$ if, and only if, there exist a subsequence $n_{1}<n_{2}<\cdots<n_{\ell}<\cdots$ and real numbers $\widehat{\theta}_{1}, \ldots, \widehat{\theta}_{u}$ such that

$$
\begin{equation*}
\lim _{\ell \rightarrow \infty} e^{i n_{\ell} \theta_{k}}=e^{i \widehat{\theta_{k}}}, \quad 1 \leq k \leq u \tag{31}
\end{equation*}
$$

and

$$
\sum_{k=1}^{u} \frac{A_{k} e^{i\left(\widehat{\theta}_{k}+\Lambda_{1} \theta_{k}\right)}}{t-z_{k}}=0
$$

In particular, if $\theta_{k} / \pi$ is rational for all $1 \leq k \leq u$, then $\mathcal{Z} \cap G$ is a finite set.

Proof. The "if" part follows by using the argument employed in the proof of Corollary II.3.1. For the "only if" part, suppose $t \in \mathcal{Z} \cap G$. Then, there is a subsequence $n_{1}<n_{2}<\cdots<n_{\ell}<\cdots$ and a corresponding sequence of points $\left\{t_{n_{1}}, t_{n_{2}}, \ldots\right\}$such that

$$
\begin{equation*}
\lim _{\ell \rightarrow \infty} t_{n_{\ell}}=t, \quad \text { and } \quad F_{n_{\ell}}\left(t_{n_{\ell}}\right)=0 \quad \forall \ell \geq 1 \tag{32}
\end{equation*}
$$

Without loss of generality, we can assume that (31) holds, so that by Theorem II.2.4,

$$
\begin{equation*}
\lim _{\ell \rightarrow \infty} \frac{\Gamma\left(n_{\ell}+\Lambda_{1}+1\right) F_{n_{\ell}}(z)}{n_{\ell}!\left(\log n_{\ell}\right)^{M_{1}}}=\mathcal{C}_{1} \sum_{k=1}^{u} \frac{A_{k} e^{i\left(\widehat{\theta}_{k}+\Lambda_{1} \theta_{k}\right)}}{z-z_{k}} \not \equiv 0 \tag{33}
\end{equation*}
$$

uniformly for values of $z$ lying in any open disk centered at $t$ and contained in $G$. This and (32) force $t$ to be a zero of the rational function in (33).

If $\theta_{k} / \pi$ is rational for all $1 \leq k \leq u$, say

$$
\theta_{k}=\frac{2 \pi p_{k}}{q_{k}}, \quad 0 \leq p_{k}<q_{k}, \quad p_{k}, q_{k} \in \mathbb{Z}
$$

then for every $n \geq 1$, $e^{i n \theta_{k}}=e^{i 2 \pi s_{n k} / q_{k}}$, where $0 \leq s_{n k}<q_{k}, s_{n k} \in \mathbb{Z}$. Hence, there are finitely many $e^{i \widehat{\theta}_{1}}, \ldots, e^{i \widehat{\theta}_{u}}$ for which a subsequence $n_{1}<n_{2}<\cdots<n_{\ell}<\cdots$ can be found so that (31) holds. This completes the proof of Corollary II.3.3.

## II. 4 Proofs of the results in Section II. 2

## II.4.1 Development of $\psi(w)$ near $w_{k}$

Because $z_{k}=\psi\left(w_{k}\right)$ is a regular point of the two analytic arcs of $L$ meeting at it, the function $\psi$ can be analytically continued by the reflection principle onto the entire logarithmic Riemann surface with branch point at $w_{k}$. The function $\psi$ is analytic for $w$ sufficiently close to $w_{k}$, say $0<\left|w-w_{k}\right|<\epsilon$, on any finite sector $\theta_{1} \leq \arg \left(w-w_{k}\right) \leq \theta_{2}$ of this Riemann surface, where $\epsilon$ depends, in general, on the sector.

In what follows, we abbreviate by putting $y=w-w_{k}$. R. S. Lehman [13, Thm. 1] proved that $\psi$ has the following asymptotic expansion: if $\lambda_{k}$ is irrational, then as $w \rightarrow w_{k}$ with $\theta_{1} \leq \arg \left(w-w_{k}\right) \leq \theta_{2}$,

$$
\begin{equation*}
\psi(w)=\psi\left(w_{k}\right)+\sum_{i=0}^{\infty} \sum_{j=1}^{\infty} c_{i, j, 0}^{(k)} y^{i+j \lambda_{k}}, \quad c_{0,1,0}^{(k)} \neq 0 \tag{34}
\end{equation*}
$$

if $\lambda_{k}=p / q$ is a fraction reduced to lowest terms, then

$$
\begin{equation*}
\psi(w)=\psi\left(w_{k}\right)+\sum_{i=0}^{\infty} \sum_{j=1}^{q} \sum_{m=0}^{\lfloor i / p\rfloor} c_{i, j, m}^{(k)} y^{i+j \lambda_{k}}(\log y)^{m}, \quad c_{0,1,0}^{(k)} \neq 0 . \tag{35}
\end{equation*}
$$

The terms in the above series are assumed to be arranged in an order such that a term of the form $y^{i+j \lambda_{k}}(\log y)^{m}$ precedes one of the form $y^{i^{\prime}+j^{\prime} \lambda_{k}}(\log y)^{m^{\prime}}$ if either $i+j \lambda_{k}<i^{\prime}+j^{\prime} \lambda_{k}$ or $i+j \lambda_{k}=i^{\prime}+j^{\prime} \lambda_{k}$ and $m>m^{\prime}$.

The precise meaning of these expansions is the following: if ordered as explained above, either (34) or (35) can be written as

$$
\psi(w)=\psi\left(w_{k}\right)+\sum_{n=1}^{\infty} \chi_{n}(y)
$$

where for all $N \geq 1$,

$$
\psi(w)-\psi\left(w_{k}\right)-\sum_{n=1}^{N} \chi_{n}(y)=o\left(\chi_{N}(y)\right)
$$

as $w \rightarrow w_{k}$ within any finite sector $\theta_{1} \leq \arg \left(w-w_{k}\right) \leq \theta_{2}$.
As in Section II.2, we fix the branches of the functions of the form $\left(w-w_{k}\right)^{\beta}$, $\left(\log \left(w-w_{k}\right)\right)^{m}$ that appear in these expansions by defining them along the half line $\left\{w=r e^{i \theta_{k}}: 1<r<\infty\right\}$ via (20).

As pointed out by Lehman, the expansions of the derivatives of $\psi$ are obtained from (34) and (35) by rearranging the terms obtained after termwise differentiation.

For a more detailed description of these expansions we separate in two cases:
Case $\mathbf{0}<\boldsymbol{\lambda}_{\boldsymbol{k}}<\mathbf{2}, \boldsymbol{\lambda}_{\boldsymbol{k}} \notin\{\mathbf{1}, \mathbf{2}\}$ : as in Section II.2, we put $A_{\boldsymbol{k}}:=c_{0,1,0}^{(k)} \neq 0$, and it follows from (34) and (35) that if $v>0$ is sufficiently small, say

$$
0<v<\left\{\begin{array}{cc}
\min \left\{\lambda_{k}, 1-\lambda_{k}\right\}, & \text { if } 0<\lambda_{k}<1 \\
2-\lambda_{k} & \text { if } 1<\lambda_{k}<2
\end{array}\right.
$$

then,

$$
\begin{gather*}
\psi(w)=z_{k}+A_{k} y^{\lambda_{k}}+c_{0,2,0}^{(k)} y^{2 \lambda_{k}}+\mathcal{O}\left(y^{2 \lambda_{k}+v}\right), \quad \text { if } 0<\lambda_{k}<1,  \tag{36}\\
\psi(w)=z_{k}+A_{k} y^{\lambda_{k}}+c_{1,1,0}^{(k)} y^{1+\lambda_{k}}+c_{0,2,0}^{(k)} y^{2 \lambda_{k}}+\mathcal{O}\left(y^{2 \lambda_{k}+v}\right), \quad \text { if } 1<\lambda_{k}<2 . \tag{37}
\end{gather*}
$$

(If $1<\lambda_{k}=p / q<2$, then $p \geq 3, q \geq 2$, and no log-terms correspond to $i=0,1,2$.) Case $\boldsymbol{\lambda}_{\boldsymbol{k}}=\boldsymbol{p}, \boldsymbol{p}=\mathbf{1}, \mathbf{2}$ : here $q=1$ and there is a smallest integer $r_{k}, p=\lambda_{k} \leq$ $r_{k}<\infty$ for which a $\log$-term of the form $y^{r_{k}+\lambda_{k}}(\log y)^{m_{k}}, 1 \leq m_{k} \leq\left\lfloor r_{k} / \lambda_{k}\right\rfloor$, appears
in the expansion of $\psi$, so that in this case

$$
\begin{align*}
\psi(w)= & z_{k}+\sum_{i=0}^{r_{k}-1} c_{i, 1,0}^{(k)} y^{i+\lambda_{k}}+A_{k} y^{\Lambda_{k}}(\log y)^{m_{k}}+B_{k} y^{\Lambda_{k}}(\log y)^{m_{k}-1}  \tag{38}\\
& +\left\{\begin{array}{cl}
\mathcal{O}\left(y^{\Lambda_{k}}(\log y)^{m_{k}-2}\right), & \text { if } m_{k} \geq 2, \\
C_{k} y^{\Lambda_{k}+1}(\log y)^{\left\lfloor\left(r_{k}+1\right) / \lambda_{k}\right\rfloor}+\mathcal{O}\left(y^{\Lambda_{k}+1}(\log y)^{\left\lfloor\left(r_{k}+1\right) / \lambda_{k}\right\rfloor-1}\right), & \text { if } m_{k}=1,
\end{array}\right.
\end{align*}
$$

where $c_{0,1,0}^{(k)} \neq 0$ and

$$
\Lambda_{k}:=r_{k}+\lambda_{k}, \quad A_{k}:=c_{r_{k}, 1, m_{k}}^{(k)} \neq 0, \quad B_{k}:=c_{r_{k}, 1,\left(m_{k}-1\right)}^{(k)}, \quad C_{k}:=c_{\left(r_{k}+1\right), 1,\left\lfloor\left(r_{k}+1\right) / \lambda_{k}\right\rfloor}^{(k)} .
$$

Thus, setting

$$
\begin{equation*}
Q_{k}(w):=z_{k}+\sum_{i=0}^{r_{k}-1} c_{i, 1,0}^{(k)} y^{i+\lambda_{k}}=z_{k}+\mathcal{O}\left(y^{\lambda_{k}}\right) \tag{39}
\end{equation*}
$$

we have

$$
\begin{align*}
\psi^{\prime}(w)= & Q_{k}^{\prime}(w)+A_{k} \Lambda_{k} y^{\Lambda_{k}-1}(\log y)^{m_{k}}+D_{k} y^{\Lambda_{k}-1}(\log y)^{m_{k}-1}  \tag{40}\\
& +\left\{\begin{array}{cl}
\mathcal{O}\left(y^{\Lambda_{k}-1}(\log y)^{m_{k}-2}\right), & \text { if } m_{k} \geq 2, \\
C_{k}\left(1+\Lambda_{k}\right) y^{\Lambda_{k}}(\log y)^{\left\lfloor\left(r_{k}+1\right) / \lambda_{k}\right\rfloor}+\mathcal{O}\left(y^{\Lambda_{k}}(\log y)^{\left\lfloor\left(r_{k}+1\right) / \lambda_{k}\right\rfloor-1}\right), & \text { if } m_{k}=1,
\end{array}\right.
\end{align*}
$$

where $D_{k}=A_{k} m_{k}+B_{k} \Lambda_{k}$.

## II.4.2 Auxiliary lemmas

Lemma II.4.1. For every two integers $m \geq 1, \ell \geq 0$,

$$
\begin{equation*}
\int_{0}^{1} x^{n}(1-x)^{\ell}(\log (1-x))^{m} d x=\frac{\ell!n!(-\log n)^{m}\left[1+\mathcal{O}\left(\log ^{-1} n\right)\right]}{(n+\ell+1)!} \tag{41}
\end{equation*}
$$

as $n \rightarrow \infty$.

Proof of Lemma II.4.1. The proof is by induction. We shall prove the equivalent statement

$$
\begin{align*}
& \int_{0}^{1} x^{n}(1-x)^{\ell}(\log (1-x))^{m} d x \\
& =\frac{\ell!n!(-\log (n+\ell+1))^{m}\left[1+\mathcal{O}\left(\log ^{-1}(n+\ell+1)\right)\right]}{(n+\ell+1)!} \tag{42}
\end{align*}
$$

By using the same computations that follow below, one can see that

$$
\int_{0}^{1} x^{n} \log (1-x) d x=-\frac{1+\frac{1}{2}+\cdots+\frac{1}{n+1}}{n+1}, \quad n \geq 0
$$

so that (42) holds for $m=1, \ell=0$. Now assume that (42) holds for some $m \geq 1$ and $\ell=0$. Then

$$
\begin{align*}
& \int_{0}^{1} x^{n}(\log (1-x))^{m+1} d x \\
& =\left.\frac{\left(x^{n+1}-1\right)(\log (1-x))^{m+1}}{n+1}\right|_{0} ^{1}-\frac{m+1}{n+1} \int_{0}^{1} \frac{x^{n+1}-1}{x-1}(\log (1-x))^{m} d x \\
& =-\frac{m+1}{n+1} \sum_{j=0}^{n} \int_{0}^{1} x^{j}(\log (1-x))^{m} d x \\
& =\frac{(-1)^{m+1}(m+1)}{n+1}\left(\sum_{j=0}^{n} \frac{(\log (j+1))^{m}}{j+1}+\mathcal{O}\left(\sum_{j=0}^{n} \frac{(\log (j+1))^{m-1}}{j+1}\right)\right) \tag{43}
\end{align*}
$$

Now, for $m \geq 0$, the function $(\log x)^{m} / x$ decreases in $\left(e^{m}, \infty\right)$, so that if $n_{0}>e^{m}$ is a fixed integer, then for all $n \geq n_{0}$

$$
\int_{n_{0}}^{n+1} \frac{(\log (x+1))^{m} d x}{x+1}<\sum_{j=n_{0}}^{n} \frac{(\log (j+1))^{m}}{j+1}<\int_{n_{0}}^{n+1} \frac{(\log x)^{m} d x}{x}
$$

Hence,

$$
\frac{(\log (n+2))^{m+1}}{m+1}+\mathcal{O}(1)<\sum_{j=0}^{n} \frac{(\log (j+1))^{m}}{j+1}<\frac{(\log (n+1))^{m+1}}{m+1}+\mathcal{O}(1)
$$

which implies that

$$
\sum_{j=0}^{n} \frac{(\log (j+1))^{m}}{j+1}=\frac{(\log (n+1))^{m+1}}{m+1}+\mathcal{O}(1) .
$$

Plugging this above in (43), we obtain that (42) is also valid for $m+1, \ell=0$.
Finally, assume (42) holds for some $\ell \geq 0$ and all $m \geq 1$. Integration by parts yields

$$
\begin{aligned}
& \int_{0}^{1} x^{n}(1-x)^{\ell+1}(\log (1-x))^{m} d x \\
& =\frac{\ell+1}{n+1} \int_{0}^{1} x^{n+1}(1-x)^{\ell}(\log (1-x))^{m} d x \\
& \quad+\frac{m}{n+1} \int_{0}^{1} x^{n+1}(1-x)^{\ell}(\log (1-x))^{m-1} d x \\
& =\frac{(\ell+1)!n!(-\log (n+\ell+2))^{m}}{(n+\ell+2)!}+\mathcal{O}\left(\frac{n!\log ^{m-1}(n+\ell+2)}{(n+\ell+2)!}\right) .
\end{aligned}
$$

Some standard notation that we will use from this point on is the following. For any $0<r<\infty$,

$$
\mathbb{T}_{r}:=\{w:|w|=r\}, \quad \mathbb{D}_{r}:=\{w:|w|<r\}, \quad \Delta_{r}:=\{w:|w|>r\} .
$$

Throughout the remaining of this chapter, $D_{w_{k}}$ will denote an element of some collection $\left\{D_{w_{k}}\right\}_{k=1}^{s}$ of pairwise disjoint small open disks such that $D_{w_{k}}$ is centered at $w_{k}$ and its boundary intersects $\mathbb{T}_{1}$ at the points $w_{k}^{+}=e^{i\left(\theta_{k}+\epsilon_{k}\right)}, w_{k}^{-}=e^{i\left(\theta_{k}-\epsilon_{k}\right)}$ for some $\epsilon_{k}>0$ (see Fig. 6 below).


Figure 6: A collection of disks $\left\{D_{w_{k}}\right\}_{k=1}^{s}$.
Let us define the half-open circular arcs

$$
\begin{aligned}
{\left[w_{k}, w_{k}^{+}\right)^{\wedge}:=\left\{e^{i \theta}: \theta_{k} \leq \theta<\theta_{k}+\epsilon_{k}\right\}, } \\
\left(w_{k}^{-}, w_{k}\right]^{\wedge}:=\left\{e^{i \theta}: \theta_{k}-\epsilon_{k}<\theta \leq \theta_{k}\right\},
\end{aligned}
$$

together with their corresponding open sets (see Figure 6 above)

$$
D_{w_{k}}^{+}:=D_{w_{k}} \backslash\left[w_{k}, w_{k}^{+}\right)^{\wedge}, \quad D_{w_{k}}^{-}:=D_{w_{k}} \backslash\left(w_{k}^{-}, w_{k}\right]^{\wedge} .
$$

If $D_{w_{k}}$ is sufficiently small, then $\psi$ has analytic continuations $\psi_{+}, \psi_{-}$from $\Delta_{1}$ onto $D_{w_{k}}^{+}, D_{w_{k}}^{-}$, respectively. Hereon, we assume that every element of a given collection $\left\{D_{w_{k}}\right\}_{k=1}^{s}$ has this property.

For every $0<\sigma<1$, we define $\sigma_{k}:=\sigma e^{i \theta_{k}}, 1 \leq k \leq s$, and the contour (see Figure 7 below)

$$
\Gamma_{\sigma}:=\mathbb{T}_{\sigma} \cup\left(\cup_{k=1}^{s}\left(\sigma_{k}, w_{k}\right]\right) .
$$

(we use $\left(\sigma_{k}, w_{k}\right]$ to denote the half-open segment joining $\sigma_{k}$ with $w_{k}$. A similar meaning is attached to $\left[\sigma_{k}, w_{k}\right]$ and $\left[\sigma_{k}, w_{k}\right)$.)


Figure 7: A positively oriented contour $\Gamma_{\sigma}, 0<\sigma<1$.
The exterior of the contour $\Gamma_{\sigma}$ is understood to be

$$
\operatorname{ext}\left(\Gamma_{\sigma}\right):=\Delta_{\sigma} \backslash\left(\cup_{k=1}^{s}\left[\sigma_{k}, w_{k}\right]\right)
$$

Recall that for every $k$ such that $\lambda_{k} \in\{1,2\}, Q_{k}$ is defined by (39).

Lemma II.4.2. Let $\epsilon>0$ be given. Suppose $D_{w_{k}}$ and $\sigma_{k}$ are such that

$$
\overline{\psi_{ \pm}\left(D_{w_{k}}^{ \pm}\right)} \subset\left\{z:\left|z-z_{k}\right|<\epsilon\right\}, \quad \sigma_{k} \in D_{w_{k}}
$$

and, that in case $\lambda_{k} \in\{1,2\}$, we also have $Q_{k}\left(D_{w_{k}}\right) \subset\left\{z:\left|z-z_{k}\right|<\epsilon\right\}$. Then,

$$
\frac{1}{2 \pi i} \int_{\sigma_{k}}^{w_{k}}\left(\frac{t^{n} \psi_{+}^{\prime}(t)}{\psi_{+}(t)-\xi}-\frac{t^{n} \psi_{-}^{\prime}(t)}{\psi_{-}(t)-\xi}\right) d t=\frac{n!(\log n)^{M_{k}}}{\Gamma\left(n+\Lambda_{k}+1\right)}\left(\frac{\mathcal{C}_{k} A_{k} w_{k}^{n+\Lambda_{k}}}{\xi-z_{k}}+r_{k, n}(\xi)\right)
$$

with

$$
\mathcal{C}_{k}:=\left\{\begin{array}{cl}
1 / \Gamma\left(-\Lambda_{k}\right), & \text { if } \Lambda_{k}<2\left(\text { i.e., } \lambda_{k} \notin\{1,2\}\right),  \tag{44}\\
(-1)^{\Lambda_{k}+M_{k}+1}\left(M_{k}+1\right) \Lambda_{k}!, & \text { if } \Lambda_{k} \geq 2\left(\text { i.e., } \lambda_{k} \in\{1,2\}\right),
\end{array}\right.
$$

and $r_{k, n}(\xi)$ converging uniformly to zero on $\left\{\xi:\left|\xi-z_{k}\right| \geq \epsilon\right\}$ as $n \rightarrow \infty$ with the following rate:

$$
r_{k, n}(\xi)=\left\{\begin{array}{cl}
\mathcal{O}\left(n^{-\lambda_{k}}\right), & \text { if } 0<\lambda_{k}<1 \\
\mathcal{O}\left(n^{-1}\right), & \text { if } 1<\lambda_{k}<2 \\
\mathcal{O}\left(\log ^{-1} n\right), & \text { if } \lambda_{k} \in\{1,2\}, \quad M_{k} \geq 1 \\
\mathcal{O}\left(n^{-1}(\log n)^{\left\lfloor\left(r_{k}+1\right) / \lambda_{k}\right\rfloor-1}\right), & \text { if } \lambda_{k} \in\{1,2\}, \quad M_{k}=0
\end{array}\right.
$$

The constants involved in the $\mathcal{O}$ terms are independent of $\xi$, and the rate of convergence is exact when $0<\lambda_{k}<1, \lambda_{k} \neq 1 / 2$, provided that $\xi \neq z_{k}-A_{k}^{2} / 2 c_{0,2,0}^{(k)}$, and when $1<\lambda_{k}<2$ provided that $c_{1,1,0}^{(k)} \neq 0$.

Proof of Lemma II.4.2. Suppose first that $z_{k}$ is a corner of the curve $L$ with $\lambda_{k} \notin$ $\{1,2\}$. Then, it follows from (36) and (37) that uniformly in $\left\{\xi:\left|\xi-z_{k}\right| \geq \epsilon\right\}$,

$$
\frac{1}{\psi(w)-\xi}=\frac{1}{z_{k}-\xi}-\frac{A_{k} y^{\lambda_{k}}}{\left(z_{k}-\xi\right)^{2}}+\left\{\begin{array}{cl}
\mathcal{O}\left(y^{2 \lambda_{k}}\right), & 0<\lambda_{k}<1 \\
\mathcal{O}\left(y^{\lambda_{k}+1}\right), & 1<\lambda_{k}<2
\end{array}\right.
$$

as $w \rightarrow w_{k}$.
Hence, if $0<\lambda_{k}<1$, then

$$
\begin{equation*}
\frac{\psi^{\prime}(w)}{\psi(w)-\xi}=\frac{A_{k} \lambda_{k} y^{\lambda_{k}-1}}{z_{k}-\xi}+\frac{\lambda_{k}\left[2 c_{0,2,0}^{(k)}\left(z_{k}-\xi\right)-A_{k}^{2}\right] y^{2 \lambda_{k}-1}}{\left(z_{k}-\xi\right)^{2}}+\mathcal{O}\left(y^{2 \lambda_{k}+v-1}\right) \tag{45}
\end{equation*}
$$

while if $1<\lambda_{k}<2$, then

$$
\begin{equation*}
\frac{\psi^{\prime}(w)}{\psi(w)-\xi}=\frac{A_{k} \lambda_{k} y^{\lambda_{k}-1}}{z_{k}-\xi}+\frac{c_{1,1,0}^{(k)}\left(1+\lambda_{k}\right) y^{\lambda_{k}}}{z_{k}-\xi}+\mathcal{O}\left(y^{2 \lambda_{k}-1}\right) \tag{46}
\end{equation*}
$$

Let us denote by $\left(w-w_{k}\right)_{ \pm}^{\beta}, \log _{ \pm}\left(w-w_{k}\right)$, the analytic continuation of $\left(w-w_{k}\right)^{\beta}$ and $\log \left(w-w_{k}\right)$ onto the open set $D_{w_{k}}^{ \pm}$. For any real $\beta>-1$,

$$
\int_{\sigma_{k}}^{w_{k}}\left(t-w_{k}\right)_{ \pm}^{\beta} t^{n} d t=e^{\mp i \beta \pi} \int_{\sigma_{k}}^{w_{k}}\left(w_{k}-t\right)_{ \pm}^{\beta} t^{n} d t=e^{\mp i \beta \pi} w_{k}^{n+1+\beta} \int_{\sigma}^{1}(1-x)^{\beta} x^{n} d x
$$

and

$$
\begin{aligned}
\int_{\sigma}^{1}(1-x)^{\beta} x^{n} d x & =\int_{0}^{1}(1-x)^{\beta} x^{n} d x-\int_{0}^{\sigma}(1-x)^{\beta} x^{n} d x \\
& =\frac{\Gamma(\beta+1) \Gamma(n+1)}{\Gamma(n+\beta+2)}+\mathcal{O}\left(\sigma^{n}\right) \sim \frac{\Gamma(\beta+1)}{n^{\beta+1}} .
\end{aligned}
$$

Hence,

$$
\begin{equation*}
\int_{\sigma_{k}}^{w_{k}}\left(t-w_{k}\right)_{ \pm}^{\beta} t^{n} d t=\frac{e^{\mp i \beta \pi} w_{k}^{n+1+\beta} \Gamma(\beta+1) \Gamma(n+1)}{\Gamma(n+\beta+2)}+\mathcal{O}\left(\sigma^{n}\right), \tag{47}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{\sigma_{k}}^{w_{k}} \mathcal{O}\left(\left(t-w_{k}\right)_{ \pm}^{\beta} t^{n}\right) d t=\mathcal{O}\left(\int_{\sigma}^{1}(1-t)^{\beta} t^{n} d t\right)=\mathcal{O}\left(\frac{1}{n^{\beta+1}}\right) . \tag{48}
\end{equation*}
$$

Therefore, we get from (45), (47) and (48) that if $0<\lambda_{k}<1$, then

$$
\begin{aligned}
& \int_{\sigma_{k}}^{w_{k}}\left(\frac{t^{n} \psi_{+}^{\prime}(t)}{\psi_{+}(t)-\xi}-\frac{t^{n} \psi_{-}^{\prime}(t)}{\psi_{-}(t)-\xi}\right) d t \\
& =\frac{A_{k} \lambda_{k}}{z_{k}-\xi} \cdot \frac{2 i \sin \left(\pi \lambda_{k}\right) w_{k}^{n+\lambda_{k}} \Gamma\left(\lambda_{k}\right) n!}{\Gamma\left(n+\lambda_{k}+1\right)} \\
& \quad+\frac{\lambda_{k}\left[2 c_{0,2,0}^{(k)}\left(z_{k}-\xi\right)-A_{k}^{2}\right]}{\left(z_{k}-\xi\right)^{2}} \cdot \frac{2 i \sin \left(2 \pi \lambda_{k}\right) w_{k}^{n+2 \lambda_{k}} \Gamma\left(2 \lambda_{k}\right) n!}{\Gamma\left(n+2 \lambda_{k}+1\right)}+\mathcal{O}\left(\frac{1}{n^{2 \lambda_{k}+v}}\right),
\end{aligned}
$$

so that, using the identity $-\lambda_{k} \Gamma\left(-\lambda_{k}\right) \Gamma\left(\lambda_{k}\right)=\pi / \sin \left(\lambda_{k} \pi\right)$, we finally get for $0<$ $\lambda_{k}<1$ (with the understanding $\Gamma\left(-2 \lambda_{k}\right)=\infty$ if $\lambda_{k}=1 / 2$ ):

$$
\begin{align*}
& \frac{1}{2 \pi i} \int_{\sigma_{k}}^{w_{k}}\left(\frac{t^{n} \psi_{+}^{\prime}(t)}{\psi_{+}(t)-\xi}-\frac{t^{n} \psi_{-}^{\prime}(t)}{\psi_{-}(t)-\xi}\right) d t  \tag{49}\\
& =\frac{n!}{\Gamma\left(n+\lambda_{k}+1\right)}\left(\frac{A_{k} w_{k}^{n+\lambda_{k}}}{\Gamma\left(-\lambda_{k}\right)\left(\xi-z_{k}\right)}+\frac{\left[2 c_{0,2,0}^{(k)}\left(\xi-z_{k}\right)+A_{k}^{2}\right] w_{k}^{n+2 \lambda_{k}}}{2 \Gamma\left(-2 \lambda_{k}\right)\left(\xi-z_{k}\right)^{2}} \frac{(1+o(1))}{n^{\lambda_{k}}}\right)
\end{align*}
$$

Similarly, if $1<\lambda_{k}<2$, then we get from (46), (47) and (48) that

$$
\begin{align*}
& \frac{1}{2 \pi i} \int_{\sigma_{k}}^{w_{k}}\left(\frac{t^{n} \psi_{+}^{\prime}(t)}{\psi_{+}(t)-\xi}-\frac{t^{n} \psi_{-}^{\prime}(t)}{\psi_{-}(t)-\xi}\right) d t \\
& =\frac{n!}{\Gamma\left(n+\lambda_{k}+1\right)}\left(\frac{A_{k} w_{k}^{n+\lambda_{k}}}{\Gamma\left(-\lambda_{k}\right)\left(\xi-z_{k}\right)}+\frac{c_{1,1,0}^{(k)} w_{k}^{n+\lambda_{k}+1}}{\Gamma\left(-\lambda_{k}-1\right)\left(\xi-z_{k}\right)} \frac{(1+o(1))}{n}\right) . \tag{50}
\end{align*}
$$

Thus, Lemma II.4.2 for a non-smooth corner follows from (49) and (50).
Next, let us consider the case $\lambda_{k} \in\{1,2\}$. From (38) and (40) we see that, uniformly in $\left\{\xi:\left|\xi-z_{k}\right| \geq \epsilon\right\}$ as $w \rightarrow w_{k}$,

$$
\begin{align*}
& \frac{\psi^{\prime}(w)}{\psi(w)-\xi} \\
& =\frac{Q_{k}^{\prime}(w)}{Q_{k}(w)-\xi}+\frac{A_{k} \Lambda_{k} y^{\Lambda_{k}-1}(\log y)^{m_{k}}}{z_{k}-\xi}+\frac{D_{k} y^{\Lambda_{k}-1}(\log y)^{m_{k}-1}}{z_{k}-\xi}  \tag{51}\\
& \quad+\left\{\begin{array}{cl}
\mathcal{O}\left(y^{\Lambda_{k}-1}(\log y)^{m_{k}-2}\right), & \text { if } m_{k} \geq 2, \\
\frac{C_{k}\left(1+\Lambda_{k}\right) y^{\Lambda_{k}}(\log y)^{\left\lfloor\left(r_{k}+1\right) / \lambda_{k}\right\rfloor}}{z_{k}-\xi}+\mathcal{O}\left(y^{\Lambda_{k}}(\log y)^{\left\lfloor\left(r_{k}+1\right) / \lambda_{k}\right\rfloor-1}\right), & \text { if } m_{k}=1 .
\end{array}\right.
\end{align*}
$$

Now, if $\ell \geq 0, m \geq 1$ are integers, then we get from Lemma II.4.1 that

$$
\begin{align*}
& \int_{\sigma_{k}}^{w_{k}} t^{n}\left(t-w_{k}\right)_{ \pm}^{\ell}\left(\log _{ \pm}\left(t-w_{k}\right)\right)^{m} d t \\
& =(-1)^{\ell} w_{k}^{n+1+\ell} \int_{\sigma}^{1} x^{n}(1-x)^{\ell}\left(\log (1-x)+i\left(\theta_{k} \mp \pi\right)\right)^{m} d x \\
& =(-1)^{\ell} w_{k}^{n+1+\ell} \int_{0}^{1} x^{n}(1-x)^{\ell}(\log (1-x))^{m} d x+\mathcal{O}\left(\sigma^{n}\right) \\
& \quad+\frac{i m\left(\theta_{k} \mp \pi\right)(-1)^{\ell+m-1} w_{k}^{n+1+\ell} \ell!n!(\log n)^{m-1}}{(n+\ell+1)!} \\
& \quad+\left(1-\delta_{m, 1}\right) \mathcal{O}\left(\frac{n!(\log n)^{m-2}}{(n+\ell+1)!}\right), \tag{52}
\end{align*}
$$

and

$$
\begin{equation*}
\int_{\sigma_{k}}^{w_{k}} \mathcal{O}\left(t^{n}\left(t-w_{k}\right)_{ \pm}^{\ell}\left(\log _{ \pm}\left(t-w_{k}\right)\right)^{m}\right) d t=\mathcal{O}\left(\frac{n!(\log n)^{m}}{(n+\ell+1)!}\right) . \tag{53}
\end{equation*}
$$

Thus, we get from (51), (52) and (53) that if $\lambda_{k} \in\{1,2\}$, then

$$
\begin{aligned}
& \frac{1}{2 \pi i} \int_{\sigma_{k}}^{w_{k}}\left(\frac{t^{n} \psi_{+}^{\prime}(t)}{\psi_{+}(t)-\xi}-\frac{t^{n} \psi_{-}^{\prime}(t)}{\psi_{-}(t)-\xi}\right) d t \\
& =\frac{n!(\log n)^{m_{k}-1}}{\left(n+\Lambda_{k}\right)!}\left(\frac{A_{k} \Lambda_{k}!m_{k} w_{k}^{n+\Lambda_{k}}}{(-1)^{\Lambda_{k}+m_{k}}\left(\xi-z_{k}\right)}+\left\{\begin{array}{cl}
\mathcal{O}\left(\frac{1}{\log n}\right), & \text { if } m_{k} \geq 2, \\
\mathcal{O}\left(\frac{(\log n)^{\left\lfloor\left(r_{k}+1\right) / \lambda_{k}\right\rfloor-1}}{n}\right), & \text { if } m_{k}=1 .
\end{array}\right)\right.
\end{aligned}
$$

This completes the proof of Lemma II.4.2.

Lemma II.4.3. Let $E \subset \bar{\Omega} \backslash\left\{z_{k}: \lambda_{k} \neq 1\right\}$ be a closed set and let $F \subset G$ be a compact set (see Fig. 3 above). There exist $0<\epsilon<\operatorname{dist}\left(E \cup F,\left\{z_{k} \notin E\right\}\right)$ and a collection $\left\{D_{w_{k}}\right\}_{k=1}^{s}$ such that for every contour $\Gamma_{\sigma}$ with $\sigma_{k} \in D_{w_{k}}, 1 \leq k \leq s$, the following statements hold simultaneously:
(a) for every non-smooth corner $z_{k}\left(\lambda_{k} \neq 1\right)$,

$$
\begin{equation*}
\overline{\psi_{ \pm}\left(D_{w_{k}}^{ \pm}\right)} \subset\left\{z:\left|z-z_{k}\right|<\epsilon\right\}, \quad z_{k} \notin \psi_{ \pm}\left(D_{w_{k}}^{ \pm}\right) \tag{54}
\end{equation*}
$$

while for every smooth corner $z_{k}$, the three arcs

$$
\psi_{+}\left(\left[\sigma_{k}, w_{k}\right)\right), \quad \psi_{-}\left(\left[\sigma_{k}, w_{k}\right)\right), \quad Q_{k}\left(\left[\sigma_{k}, w_{k}\right)\right)
$$

lie entirely on $G$ and

$$
\begin{equation*}
\left|\frac{\psi_{ \pm}(t)-z_{k}}{\psi_{ \pm}(t)-\xi}\right|<2, \quad\left|\frac{Q_{k}(t)-z_{k}}{Q_{k}(t)-\xi}\right|<2 \tag{55}
\end{equation*}
$$

for all $t \in\left[\sigma_{k}, w_{k}\right), \xi \in \bar{\Omega} \cap\left\{\xi:\left|\xi-z_{k}\right|<\epsilon\right\} ;$
(b) $\psi$ has an analytic continuation from $\Delta_{1}$ onto $\operatorname{ext}\left(\Gamma_{\sigma}\right)$ with continuous boundary values on $\Gamma_{\sigma}$ when viewing each $\left[\sigma_{k}, w_{k}\right]$ as having two sides; $\psi^{\prime}$ has continuous, integrable boundary values on $\Gamma_{\sigma} \backslash\left\{w_{1}, \ldots, w_{s}\right\}$. Moreover, $\psi$ is one-to-one on

$$
\begin{aligned}
& \bar{\Delta}_{1} \cup U \text { for any open, connected component } U \text { of } \\
& \qquad \mathbb{D} \cap\left(\operatorname{ext}\left(\Gamma_{\sigma}\right) \backslash\left(\cup_{\lambda_{k} \neq 1} \bar{D}_{w_{k}}\right)\right) \\
& \text { and } \psi\left(\overline{\operatorname{ext}\left(\Gamma_{\sigma}\right)}\right) \cap F=\emptyset
\end{aligned}
$$

Proof of Lemma II.4.3. (a): By the continuity of $\psi_{ \pm}$, and the fact that

$$
\frac{\psi(w)-z_{k}}{\left(w-w_{k}\right)^{\lambda_{k}}} \underset{w \rightarrow w_{k}}{ } c_{0,1,0}^{(k)} \neq 0, \quad \forall 1 \leq k \leq s
$$

the conditions (54) are trivially satisfied by taking the disks $D_{w_{k}}$ sufficiently small.
Suppose $z_{k}$ is a smooth corner $\left(\lambda_{k}=1\right)$ which is the common endpoint of the two analytic arcs $\gamma_{k}^{+}=\psi\left(\left[w_{k}, w_{k}^{+}\right)^{\wedge}\right), \gamma_{k}^{-}=\psi\left(\left(w_{k}^{-}, w_{k}\right]^{\wedge}\right)$. By assumption, $\gamma_{k}^{+}$is part of a larger analytic simple arc containing $z_{k}$ as an interior point, which we denote by $\gamma_{k}^{+}$ as well. Notice that $\gamma_{k}^{+}$and $L$ share the same tangent line at $z_{k}$. Since, as $w \rightarrow w_{k}$,

$$
\psi(w)=z_{k}+c_{0,1,0}^{(k)}\left(w-w_{k}\right)+o\left(w-w_{k}\right), \quad c_{0,1,0}^{(k)} \neq 0,
$$

the arc $\psi\left(\left(w_{k}, 1 / \bar{\sigma}_{k}\right]\right)$ lies entirely in $\Omega$ and is perpendicular to $L$. If $\sigma_{k}$ is sufficiently close to $w_{k}$, then by the Schwarz reflection principle for analytic arcs (see [3]), $\psi_{-}\left(\left[\sigma_{k}, w_{k}\right)\right)$ is the reflection of $\psi\left(\left(w_{k}, 1 / \bar{\sigma}_{k}\right]\right)$ across $\gamma_{k}^{+}$, which is perpendicular to $L$ and lies therefore entirely on $G$. In fact, Inequality (55) for $\psi_{-}$is also a consequence of the perpendicularity between $\psi_{-}\left(\left[\sigma_{k}, w_{k}\right)\right)$ and $L$. Clearly, similar considerations apply to the arc $\gamma_{k}^{-}$. Now, because

$$
Q_{k}(w)=z_{k}+c_{0,1,0}^{(k)}\left(w-w_{k}\right)+o\left(w-w_{k}\right),
$$

$Q_{k}$ maps a small circular arc of $\mathbb{T}_{1}$ centered at $z_{k}$ onto an analytic arc tangent to $L$ at $z_{k}$, and therefore $Q_{k}\left(\left[\sigma_{k}, w_{k}\right)\right)$ also lies entirely on $G$ and is perpendicular to $L$,
provided that $\sigma_{k}$ is sufficiently close to $w_{k}$. Hence, (55) for $Q_{k}$ follows.
Finally, from the Schwarz reflection principle and the fact that

$$
\psi^{\prime}(w)=\mathcal{O}\left(\left(w-w_{k}\right)^{\lambda_{k}-1}\right)
$$

as $w \rightarrow w_{j}$, it is easy to see that by making $\sigma$ sufficiently close to 1 we can, in addition, satisfy the conditions stated in Lemma II.4.3(b).

## II.4.3 Proof of Theorems II.2.1 and II.2.4

We shall prove Theorems II.2.1, II.2.4, and the statements in Remarks II.2.2, II.2.5 simultaneously.

Proof of Theorem II.2.4 and Remark II.2.5(a): Let $E \subset \bar{\Omega} \backslash\left\{z_{k}: \lambda_{k} \neq 1\right\}$ be a closed set and let $F \subset G$ be a compact set. Lemma II.4.3 allows us to choose $0<\epsilon<\operatorname{dist}\left(E \cup F,\left\{z_{k}: z_{k} \notin E\right\}\right)$, a collection $\left\{D_{w_{k}}\right\}_{k=1}^{s}$ and a contour $\Gamma_{\sigma}$ with $\sigma_{k} \in D_{w_{k}}$ for all $1 \leq k \leq s$, for which all the statements listed in Lemma II.4.3 hold true.

First, suppose $\xi \in E$ is not a corner of $L$. The function $\psi^{\prime}(w) /[\psi(w)-\xi]$ in the variable $w$ is analytic on $\operatorname{ext}\left(\Gamma_{\sigma}\right) \backslash\{\phi(\xi)\}$, with a simple pole at $\phi(\xi)$ and integrable boundary values on $\Gamma_{\sigma}$. We choose a small circle $C_{\xi}$ centered at $\phi(\xi)$ that lies on a neighborhood of $\phi(\xi)$ on which $\psi$ is univalent. Then, in the integral of (12) with $R>|\phi(\xi)|$, the circle $\mathbb{T}_{R}$ can be deformed without altering the value of the integral, to the positively oriented contour $\Gamma_{\sigma} \cup C_{\xi}$ to obtain

$$
\begin{align*}
F_{n}(\xi) & =\frac{1}{2 \pi i} \oint_{\mathbb{T}_{R}} \frac{t^{n} \psi^{\prime}(t) d t}{\psi(t)-\xi}=\frac{1}{2 \pi i} \oint_{C_{\xi}} \frac{t^{n} \psi^{\prime}(t) d t}{\psi(t)-\xi}+\frac{1}{2 \pi i} \oint_{\Gamma_{\sigma}} \frac{t^{n} \psi^{\prime}(t) d t}{\psi(t)-\xi} \\
& =[\phi(\xi)]^{n}+\frac{1}{2 \pi i} \oint_{\Gamma_{\sigma}} \frac{t^{n} \psi^{\prime}(t) d t}{\psi(t)-\xi} \quad \forall \xi \in E \backslash\left\{z_{k}: \lambda_{k}=1\right\} . \tag{56}
\end{align*}
$$

Similarly, since $\psi^{\prime}(w) /[\psi(w)-\xi]$ is analytic on $\operatorname{ext}\left(\Gamma_{\sigma}\right)$ for all $\xi \in F$, we have

$$
\begin{equation*}
F_{n}(\xi)=\frac{1}{2 \pi i} \oint_{\Gamma_{\sigma}} \frac{t^{n} \psi^{\prime}(t) d t}{\psi(t)-\xi} \quad \forall \xi \in F \tag{57}
\end{equation*}
$$

Now, for all $\xi \in F \cup E \backslash\left\{z_{k}: \lambda_{k}=1\right\}$,

$$
\begin{equation*}
\oint_{\Gamma_{\sigma}} \frac{t^{n} \psi^{\prime}(t) d t}{\psi(t)-\xi}=\oint_{\mathbb{T}_{\sigma}} \frac{t^{n} \psi^{\prime}(t) d t}{\psi(t)-\xi}+\sum_{k=1}^{s} \int_{\sigma_{k}}^{w_{k}}\left(\frac{t^{n} \psi_{+}^{\prime}(t)}{\psi_{+}(t)-\xi}-\frac{t^{n} \psi_{-}^{\prime}(t)}{\psi_{-}(t)-\xi}\right) d t, \tag{58}
\end{equation*}
$$

so that by Lemma II.4.2,

$$
\begin{equation*}
\oint_{\Gamma_{\sigma}} \frac{t^{n} \psi^{\prime}(t) d t}{\psi(t)-\xi}=\mathcal{O}\left(\sigma^{n}\right)+2 \pi i \sum_{k=1}^{s} \frac{n!(\log n)^{M_{k}}}{\Gamma\left(n+\Lambda_{k}+1\right)}\left(\frac{\mathcal{C}_{k} A_{k} w_{k}^{n+\Lambda_{k}}}{\xi-z_{k}}+r_{k, n}(\xi)\right), \tag{59}
\end{equation*}
$$

uniformly in $\xi \in F \cup\left(E \backslash \cup_{z_{k} \in E}\left\{z:\left|z-z_{k}\right|<\epsilon\right\}\right)$ as $n \rightarrow \infty$. Thus, Theorem II.2.4 and Remark II.2.5(a) follows from (57), (59) and the definition of $\mathcal{C}_{k}$ in Lemma II.4.2.

Proof of Remark II.2.5(b): Indeed, from the more precise expressions provided by (49) and (50) for $r_{k, n}(\xi)$, we obtain in the case in which no $\lambda_{k} \in\{1,2\}$ that if $0<\lambda_{1}<1$ (recall the convention $\Gamma(-1)=\infty$ ), then

$$
\begin{align*}
R_{n}(\xi)= & \frac{1}{2 \Gamma\left(-2 \lambda_{1}\right) n^{\lambda_{1}}}\left(\sum_{k=1}^{u} \frac{\left[2 c_{0,2,0}^{(k)}\left(\xi-z_{k}\right)+A_{k}^{2}\right] w_{k}^{n+2 \lambda_{1}}}{\left(\xi-z_{k}\right)^{2}}+o(1)\right) \\
& +\frac{\mathcal{C}_{u+1}}{n^{\lambda_{u+1}-\lambda_{1}}}\left(\sum_{\lambda_{k}=\lambda_{u+1}} \frac{A_{k} w_{k}^{n+\lambda_{u+1}}}{\xi-z_{k}}+o(1)\right), \tag{60}
\end{align*}
$$

while if $1<\lambda_{1}<2$, then

$$
\begin{align*}
R_{n}(\xi)= & \frac{1}{\Gamma\left(-\lambda_{1}-1\right) n}\left(\sum_{k=1}^{u} \frac{c_{1,1,0}^{(k)} w_{k}^{n+\lambda_{1}+1}}{\xi-z_{k}}+o(1)\right) \\
& +\frac{\mathcal{C}_{u+1}}{n^{\lambda_{u+1}-\lambda_{1}}}\left(\sum_{\lambda_{k}=\lambda_{u+1}} \frac{A_{k} w_{k}^{n+\lambda_{u+1}}}{\xi-z_{k}}+o(1)\right) . \tag{61}
\end{align*}
$$

Hence, if $0<\lambda_{1}<1, \lambda_{1} \neq 1 / 2$, there is $\mathcal{I} \subset\{1,2, \ldots, s\}$ such that

$$
\begin{equation*}
n^{\min \left\{\lambda_{1}, \lambda_{u+1}-\lambda_{1}\right\}} R_{n}(\xi)=\sum_{k \in \mathcal{I}} w_{k}^{n} \mathcal{H}_{k}(\xi)+o(1) \tag{62}
\end{equation*}
$$

where the $\mathcal{H}_{k}$ 's are different elements of the system of linearly independent functions

$$
\left\{\frac{2 c_{0,2,0}^{(k)}\left(\xi-z_{k}\right)+A_{k}^{2}}{2 w_{k}^{-2 \lambda_{1}} \Gamma\left(-2 \lambda_{1}\right)\left(\xi-z_{k}\right)^{2}}\right\}_{k=1}^{u} \cup\left\{\frac{\mathcal{C}_{u+1} A_{k} w_{k}^{\lambda_{u+1}}}{\xi-z_{k}}\right\}_{\lambda_{k}=\lambda_{u+1}}
$$

Clearly, from every subsequence of $\left\{\sum_{k \in \mathcal{I}} w_{k}^{n} \mathcal{H}_{k}(\xi)\right\}_{n=0}^{\infty}$ one can extract a subsequence that converges uniformly on compact subsets of $G$ to a not identically zero rational function with numerator of degree at most $u+s-1$. Hence, if the compact set $F \subset G$ is composed of more than $u+s-1$ points, there is a constant $\alpha(F)>0$ such that

$$
\begin{equation*}
\max _{F}\left|R_{n}(\xi)\right| \geq \alpha(F) n^{-\min \left\{\lambda_{1}, \lambda_{u+1}-\lambda_{1}\right\}} \quad \forall n \geq 0 \tag{63}
\end{equation*}
$$

To see that there are compact sets $F$ for which "max" can be replaced by "min" in (63), simply notice that, clearly, there is $\delta>0$ such that for every $\xi \in G$ that is sufficiently close to any of the corners $z_{k}, k \in \mathcal{I}$,

$$
\left|\sum_{k \in \mathcal{I}} w_{k}^{n} \mathcal{H}_{k}(\xi)\right| \geq \delta>0
$$

Similarly, from (61) we obtain in case $1<\lambda_{1}<2$ and $c_{1,1,0}^{(k)} \neq 0$ for at least one $k$ $(1 \leq k \leq u)$, that if the compact set $F$ contains more than $s-1$ points, then there is a constant $\beta(F)$ for which

$$
\max _{F}\left|R_{n}(\xi)\right| \geq \beta(F) n^{-\min \left\{1, \lambda_{u+1}-\lambda_{1}\right\}} \quad \forall n \geq 0
$$

Proof of Theorem II.2.1(a) and Remark II.2.2(a): We also obtain from (56) and (59) that

$$
\begin{equation*}
F_{n}(\xi)=[\phi(\xi)]^{n}+\frac{(\log n)^{M_{1}}}{n^{\Lambda_{1}}}\left(\sum_{\left(\Lambda_{k}, M_{k}\right)=\left(\Lambda_{1}, M_{1}\right)} \frac{\mathcal{C}_{1} A_{k} w_{k}^{n+\Lambda_{k}}}{\xi-z_{k}}+o(1)\right) \tag{64}
\end{equation*}
$$

uniformly in $\xi \in E \backslash \cup_{z_{k} \in E}\left\{z:\left|z-z_{k}\right|<\epsilon\right\}$; that is, Theorem II.2.1(a) holds for $E$ containing no smooth corners.

The proof of Remark II.2.2(a) follows by proceeding as in the proof of Remark II.2.5(b), because of the form of the terms appearing under the $\Sigma \operatorname{sign}$ in (64).

Let us complete now the proof of Theorem II.2.1(a) by assuming that $E$ contains some smooth corners. We still get from (56) and (59) that if $z_{j}$ is a smooth corner of $E$, then

$$
\begin{align*}
F_{n}(\xi)= & {[\phi(\xi)]^{n}+\mathcal{O}\left(\sigma^{n}\right)+\sum_{k \neq j} \frac{(\log n)^{M_{k}}}{n^{\Lambda_{k}}}\left(\frac{\mathcal{C}_{k} A_{k} w_{k}^{n+\Lambda_{k}}}{z_{j}-z_{k}}+o(1)\right) } \\
& +\frac{1}{2 \pi i} \int_{\sigma_{j}}^{w_{j}}\left(\frac{t^{n} \psi_{+}^{\prime}(t)}{\psi_{+}(t)-\xi}-\frac{t^{n} \psi_{-}^{\prime}(t)}{\psi_{-}(t)-\xi}\right) d t \tag{65}
\end{align*}
$$

uniformly in $\xi \in E \cap\left\{z: 0<\left|z-z_{j}\right|<\epsilon\right\}$ as $n \rightarrow \infty$.
To get a similar estimate for $\xi=z_{j}$, choose a small closed simple path $\ell_{j}$ encircling the segment $\left(\sigma_{j}, w_{j}\right]$, whose only common point with $\mathbb{D}_{\sigma} \cup \Gamma_{\sigma}$ is $\sigma_{j}$. Let $R>1$ be such that $\ell_{j}$ lies interior to $\mathbb{T}_{R}$. Then, since the function $\psi^{\prime}(w) /\left[\psi(w)-z_{j}\right]$ is analytic on $\operatorname{ext}\left(\Gamma_{\sigma}\right)$ with continuous boundary values on $\Gamma_{\sigma} \backslash\left\{w_{j}\right\}$, we obtain from (12) and Lemma II.4.2 that

$$
\begin{align*}
2 \pi i F_{n}\left(z_{j}\right) & =\oint_{\mathbb{T}_{R}} \frac{t^{n} \psi^{\prime}(t) d t}{\psi(t)-z_{j}} \\
& =\oint_{\mathbb{T}_{\sigma}} \frac{t^{n} \psi^{\prime}(t) d t}{\psi(t)-z_{j}}+\sum_{k \neq j} \int_{\sigma_{k}}^{w_{k}}\left(\frac{t^{n} \psi_{+}^{\prime}(t)}{\psi_{+}(t)-z_{j}}-\frac{t^{n} \psi_{-}^{\prime}(t)}{\psi_{-}(t)-z_{j}}\right) d t+\oint_{\ell_{j}} \frac{t^{n} \psi^{\prime}(t) d t}{\psi(t)-z_{j}} \\
& =\mathcal{O}\left(\sigma^{n}\right)+\sum_{k \neq j} \frac{(\log n)^{M_{k}}}{n^{\Lambda_{k}}}\left(\frac{\mathcal{C}_{k} A_{k} w_{k}^{n+\Lambda_{k}}}{z_{j}-z_{k}}+o(1)\right)+\oint_{\ell_{j}} \frac{t^{n} \psi^{\prime}(t) d t}{\psi(t)-z_{j}} . \tag{66}
\end{align*}
$$

To be able to estimate simultaneously the last integral in (66) and the integral in (65), we use the following identity:

$$
\begin{align*}
\frac{\psi^{\prime}(w)}{\psi(w)-\xi}= & \frac{Q_{j}^{\prime}(w)}{Q_{j}(w)-\xi}+\frac{\psi^{\prime}(w)-Q_{j}^{\prime}(w)}{Q(w)-\xi}-\frac{\left[\psi(w)-Q_{j}(w)\right] \psi^{\prime}(w)}{\left(Q_{j}(w)-\xi\right)^{2}} \\
& +\frac{\left[\psi(w)-Q_{j}(w)\right]^{2} \psi^{\prime}(w)}{\left(Q_{j}(w)-\xi\right)^{2}(\psi(w)-\xi)} . \tag{67}
\end{align*}
$$

Since $Q_{j}\left(\left[\sigma_{j}, w_{j}\right)\right) \subset G$, we can assume that $\ell_{j}$ was chosen so close to $\left[\sigma_{j}, w_{j}\right]$ that $Q_{j}(w)-z_{j} \neq 0$ for all $w \neq w_{j}$ in $\ell_{j} \cup \operatorname{int}\left(\ell_{j}\right)$. Then, integrating over $\ell_{j}$ equality (67) for $\xi=z_{j}$ after it has been multiplied by $w^{n}$, and expressing the last three integrals obtained in this way over the two-sided segment $\left[\sigma_{j}, w_{j}\right]$, we obtain

$$
\begin{align*}
\oint_{\ell_{j}} \frac{t^{n} \psi^{\prime}(t) d t}{\psi(t)-z_{j}}= & 2 \pi i\left(w_{k}\right)^{n}+\oint_{\left[\sigma_{j}, w_{j}\right]} \frac{t^{n}\left[\psi^{\prime}(t)-Q_{j}^{\prime}(t)\right] d t}{Q_{j}(t)-z_{j}}-\oint_{\left[\sigma_{j}, w_{j}\right]} \frac{t^{n}\left[\psi(t)-Q_{j}(t)\right] \psi^{\prime}(t) d t}{\left(Q_{j}(t)-z_{j}\right)^{2}} \\
& +\oint_{\left[\sigma_{j}, w_{j}\right]} \frac{t^{n}\left[\psi(t)-Q_{j}(t)\right]^{2} \psi^{\prime}(t) d t}{\left(Q_{j}(t)-z_{j}\right)^{2}\left(\psi(t)-z_{j}\right)} \tag{68}
\end{align*}
$$

Thus, from (65), (67), (66) and (68) we see that

$$
\begin{align*}
2 \pi i F_{n}(\xi)= & 2 \pi i[\phi(\xi)]^{n}+\mathcal{O}\left(\sigma^{n}\right)+\sum_{k \neq j} \mathcal{O}\left(\frac{(\log n)^{M_{k}}}{n^{\Lambda_{k}}}\right) \\
& +\oint_{\left[\sigma_{j}, w_{j}\right]} \frac{t^{n}\left[\psi^{\prime}(t)-Q_{j}^{\prime}(t)\right] d t}{Q_{j}(t)-\xi}-\oint_{\left[\sigma_{j}, w_{j}\right]} \frac{t^{n}\left[\psi(t)-Q_{j}(t)\right] \psi^{\prime}(t) d t}{\left(Q_{j}(t)-\xi\right)^{2}} \\
& +\oint_{\left[\sigma_{j}, w_{j}\right]} \frac{t^{n}\left[\psi(t)-Q_{j}(t)\right]^{2} \psi^{\prime}(t) d t}{\left(Q_{j}(t)-\xi\right)^{2}(\psi(t)-\xi)}, \tag{69}
\end{align*}
$$

uniformly in $\xi \in E \cap\left\{z:\left|z-z_{j}\right|<\epsilon\right\}$ as $n \rightarrow \infty$.
We proceed to estimate the integrals appearing in (69). For this, we first observe that if $\ell \geq 0, m \geq 1$ are integers, and $\left\{\mathcal{F}(\cdot, \xi): \xi \in E \cap\left\{z:\left|z-z_{j}\right|<\epsilon\right\}\right\}$ is a uniformly bounded family of measurable functions on $\left[\sigma_{j}, w_{j}\right]$, then Lemma II.4.1
yields

$$
\begin{align*}
& \int_{\sigma_{j}}^{w_{j}} \mathcal{F}(t, \xi) t^{n}\left(t-w_{j}\right)_{ \pm}^{\ell}\left(\log _{ \pm}\left(t-w_{j}\right)\right)^{m} d t \\
& =(-1)^{\ell} w_{j}^{n+1+\ell} \int_{\sigma}^{1} \mathcal{F}\left(w_{j} x, \xi\right) x^{n}(1-x)^{\ell}\left(\log (1-x)+i\left(\theta_{j} \mp \pi\right)\right)^{m} d x \\
& =\mathcal{O}\left(\sigma^{n}\right)+(-1)^{\ell} w_{j}^{n+1+\ell} \int_{0}^{1} \mathcal{F}\left(w_{j} x, \xi\right) x^{n}(1-x)^{\ell}(\log (1-x))^{m} d x \\
& \quad+\frac{i m\left(\theta_{j} \mp \pi\right)(-1)^{\ell+m-1} w_{j}^{n+1+\ell} \ell!n!(\log n)^{m-1} \mathcal{O}(1)}{(n+\ell+1)!} \\
& \quad+\left(1-\delta_{m, 1}\right) \mathcal{O}\left(\frac{n!(\log n)^{m-2}}{(n+\ell+1)!}\right) \tag{70}
\end{align*}
$$

uniformly in $\xi \in E \cap\left\{z:\left|z-z_{j}\right|<\epsilon\right\}$, where the $\mathcal{O}(1)$ factor appearing in the first fraction of (70) is independent of the sign $\pm$ and can be replaced by 1 for a $\xi$ such that $\mathcal{F}(\cdot, \xi) \equiv 1$. Also,

$$
\begin{equation*}
\int_{\sigma_{j}}^{w_{j}} \mathcal{O}\left(t^{n}\left(t-w_{j}\right)_{ \pm}^{\ell}\left(\log _{ \pm}\left(t-w_{j}\right)\right)^{m}\right) d t=\mathcal{O}\left(\frac{n!(\log n)^{m}}{(n+\ell+1)!}\right) . \tag{71}
\end{equation*}
$$

Now, recall that with $y=w-w_{j}$ (see (38)-(39)-(40)),

$$
\begin{equation*}
Q_{j}(w):=z_{j}+c_{0,1,0}^{(j)} y^{\lambda_{j}}+\mathcal{O}\left(y^{\lambda_{j}+1}\right), \quad Q_{j}^{\prime}(w):=c_{0,1,0}^{(j)} \lambda_{j} y^{\lambda_{j}-1}+\mathcal{O}\left(y^{\lambda_{j}}\right) \tag{72}
\end{equation*}
$$

$$
\begin{align*}
\psi(w)-Q_{j}(w)= & A_{j} y^{\Lambda_{j}}(\log y)^{m_{j}}+B_{j} y^{\Lambda_{j}}(\log y)^{m_{j}-1} \\
& +\left\{\begin{array}{cl}
\mathcal{O}\left(y^{\Lambda_{j}}(\log y)^{m_{j}-2}\right) & \text { if } m_{j} \geq 2, \\
\mathcal{O}\left(y^{\Lambda_{j}+1}(\log y)^{\left\lfloor\left(r_{j}+1\right) / \lambda_{j}\right\rfloor}\right) & \text { if } m_{j}=1,
\end{array}\right. \tag{73}
\end{align*}
$$

$$
\begin{align*}
\psi^{\prime}(w)-Q_{j}^{\prime}(w)= & A_{j} \Lambda_{j} y^{\Lambda_{j}-1}(\log y)^{m_{j}}+D_{j} y^{\Lambda_{j}-1}(\log y)^{m_{j}-1} \\
& +\left\{\begin{array}{cl}
\mathcal{O}\left(y^{\Lambda_{j}-1}(\log y)^{m_{j}-2}\right) & \text { if } m_{j} \geq 2, \\
\mathcal{O}\left(y^{\Lambda_{j}}(\log y)^{\left\lfloor\left(r_{j}+1\right) / \lambda_{j}\right\rfloor}\right) & \text { if } m_{j}=1,
\end{array}\right. \tag{74}
\end{align*}
$$

where $c_{0,1,0}^{(j)} \neq 0, A_{j} \neq 0, B_{j}$ and $D_{j}$ are certain constants.
If we set $\mathcal{F}(t, \xi):=\left(Q_{j}(t)-z_{j}\right) /\left(Q_{j}(t)-\xi\right)$, then by (55) in Lemma II.4.3, $\{\mathcal{F}(t, \xi)$ : $\left.\xi \in E \cap\left\{\xi:\left|\xi-z_{j}\right|<\epsilon\right\}\right\}$ is uniformly bounded for $t \in\left[\sigma_{j}, w_{j}\right)$, and we get from (72), (74) and the equality

$$
\left(Q_{j}(t)-z_{j}\right)^{-1}=c_{0,1,0}^{(j)}{ }^{-1}\left(t-w_{j}\right)^{-\lambda_{j}}+\mathcal{O}\left(\left(t-w_{j}\right)^{1-\lambda_{j}}\right)
$$

that

$$
\begin{aligned}
\int_{\sigma_{j}}^{w_{j}} & \frac{t^{n}\left[\psi_{ \pm}^{\prime}(t)-Q_{j}^{\prime}(t)\right] d t}{Q_{j}(t)-\xi} \\
= & \int_{\sigma_{j}}^{w_{j}} \frac{\mathcal{F}(t, \xi) t^{n}\left[\psi_{ \pm}^{\prime}(t)-Q_{j}^{\prime}(t)\right] d t}{Q_{j}(t)-z_{j}} \\
= & \frac{A_{j} \Lambda_{j}}{c_{0,1,0}^{(j)}} \int_{\sigma_{j}}^{w_{j}} \mathcal{F}(t, \xi) t^{n}\left(t-w_{j}\right)_{ \pm}^{r_{j}-1}\left(\log _{ \pm}\left(t-w_{j}\right)\right)^{m_{j}} d t \\
& +\frac{D_{j}}{c_{0,1,0}^{(j)}} \int_{\sigma_{j}}^{w_{j}} \mathcal{F}(t, \xi) t^{n}\left(t-w_{j}\right)_{ \pm}^{r_{j}-1}\left(\log _{ \pm}\left(t-w_{j}\right)\right)^{m_{j}-1} d t \\
& + \begin{cases}\int_{\sigma_{j}}^{w_{j}} \mathcal{O}\left(t^{n}\left(t-w_{j}\right)_{ \pm}^{r_{j}-1}\left(\log _{ \pm}\left(t-w_{j}\right)\right)^{m_{j}-2}\right), \quad & m_{j} \geq 2, \\
\left.\int_{\sigma_{j}}^{w_{j}} \mathcal{O}\left(t^{n}\left(t-w_{j}\right)_{ \pm}^{r_{j}}\left(\log _{ \pm}\left(t-w_{j}\right)\right)\right)^{\left\lfloor\left(r_{j}+1\right) / \lambda_{j}\right\rfloor}\right), & m_{j}=1 .\end{cases}
\end{aligned}
$$

Combining this with (70), (71), we see that, uniformly in $\xi \in E \cap\left\{\xi:\left|\xi-z_{j}\right|<\epsilon\right\}$ as $n \rightarrow \infty$,

$$
\begin{equation*}
\oint_{\left[\sigma_{j}, w_{j}\right]} \frac{t^{n}\left[\psi^{\prime}(t)-Q_{j}^{\prime}(t)\right] d t}{Q_{j}(t)-\xi}=\frac{(\log n)^{m_{j}-1}}{n^{r_{j}}}\left(\frac{2 \pi i A_{j} \Lambda_{j} r_{j}!m_{j} w_{j}^{n+r_{j}} \mathcal{O}(1)}{(-1)^{r_{j}+m_{j}-1} r_{j} c_{0,1,0}^{(j)}}+o(1)\right), \tag{75}
\end{equation*}
$$

where the $\mathcal{O}(1)$ factor in (75) can be replaced by 1 if $\xi=z_{j}$.
Similarly, we get from (73), (74) and the equality

$$
\left(Q_{j}(t)-z_{j}\right)^{-2}=c_{0,1,0}^{(j)}{ }^{-2}\left(t-w_{j}\right)^{-2 \lambda_{j}}+\mathcal{O}\left(t-w_{j}\right)
$$

that

$$
\begin{aligned}
& \int_{\sigma_{j}}^{w_{j}} \frac{t^{n}\left[\psi(t)_{ \pm}-Q_{j}(t)\right] \psi_{ \pm}^{\prime}(t) d t}{\left(Q_{j}(t)-\xi\right)^{2}} \\
&= \int_{\sigma_{j}}^{w_{j}} \frac{\mathcal{F}^{2}(t, \xi) t^{n}\left[\psi(t)_{ \pm}-Q_{j}(t)\right] \psi_{ \pm}^{\prime}(t) d t}{\left(Q_{j}(t)-z_{j}\right)^{2}} \\
&= \frac{A_{j} \lambda_{j}}{c_{0,1,0}^{(j)}} \int_{\sigma_{j}}^{w_{j}} \mathcal{F}^{2}(t, \xi) t^{n}\left(t-w_{j}\right)_{ \pm}^{r_{j}-1}\left(\log _{ \pm}\left(t-w_{j}\right)\right)^{m_{j}} d t \\
&+\frac{\lambda_{j} B_{j}}{c_{0,1,0}^{(j)}} \int_{\sigma_{j}}^{w_{j}} \mathcal{F}^{2}(t, \xi) t^{n}\left(t-w_{j}\right)_{ \pm}^{r_{j}-1}\left(\log _{ \pm}\left(t-w_{j}\right)\right)^{m_{j}-1} d t \\
&+\left\{\begin{array}{cl}
\int_{\sigma_{j}}^{w_{j}} \mathcal{O}\left(t^{n}\left(t-w_{j}\right)_{ \pm}^{r_{j}-1}\left(\log _{ \pm}\left(t-w_{j}\right)\right)^{m_{j}-2}\right), & m_{j} \geq 2, \\
\int_{\sigma_{j}}^{w_{j}} \mathcal{O}\left(t^{n}\left(t-w_{j}\right)_{ \pm}^{r_{j}}\left(\log _{ \pm}\left(t-w_{j}\right)\right)^{2 m_{j}}\right), & m_{j}=1 .
\end{array}\right.
\end{aligned}
$$

Hence, uniformly in $\xi \in E \cap\left\{\xi:\left|\xi-z_{j}\right|<\epsilon\right\}$ as $n \rightarrow \infty$,

$$
\begin{equation*}
\oint_{\left[\sigma_{j}, w_{j}\right]} \frac{t^{n}\left[\psi(t)_{ \pm}-Q_{j}(t)\right] \psi_{ \pm}^{\prime}(t) d t}{\left(Q_{j}(t)-\xi\right)^{2}}=\frac{(\log n)^{m_{j}-1}}{n^{r_{j}}}\left(\frac{2 \pi i A_{j} \lambda_{j} r_{j}!m_{j} w_{j}^{n+r_{j}} \mathcal{O}(1)}{(-1)^{r_{j}+m_{j}-1} r_{j} c_{0,1,0}^{(j)}}+o(1)\right), \tag{76}
\end{equation*}
$$

where the $\mathcal{O}(1)$ factor in (76) can be replaced by 1 if $\xi=z_{j}$.
As for the last integral in (69), it follows directly from (73), (74), (55) and (70) that

$$
\begin{align*}
& \int_{\sigma_{j}}^{w_{j}} \frac{t^{n}\left[\psi_{ \pm}(t)-Q_{j}(t)\right]^{2} \psi_{ \pm}^{\prime}(t) d t}{\left(Q_{j}(t)-\xi\right)^{2}\left(\psi(t)_{ \pm}-\xi\right)} \\
& =\int_{\sigma_{j}}^{w_{j}}\left(\frac{\psi_{ \pm}(t)-z_{j}}{\psi_{ \pm}(t)-\xi}\right) \frac{\mathcal{F}^{2}(t, \xi)\left[\psi_{ \pm}(t)-Q_{j}(t)\right]^{2} \psi_{ \pm}^{\prime}(t) d t}{\left(Q_{j}(t)-z_{j}\right)^{2}\left(\psi_{ \pm}(t)-z_{j}\right)} \\
& =\int_{\sigma_{j}}^{w_{j}} \mathcal{O}\left(t^{n}\left(t-w_{j}\right)_{ \pm}^{2 r_{j}-1}\left(\log _{ \pm}\left(t-w_{j}\right)\right)^{2 m_{j}}\right) d t \\
& =\mathcal{O}\left(\frac{(\log n)^{2 m_{j}-1}}{n^{2 r_{j}}}\right) . \tag{77}
\end{align*}
$$

Finally, combining (69) with (75), (76) and (77), and since $\left(r_{j}, M_{j}\right)<\left(\Lambda_{j}, M_{j}\right)$, we obtain that uniformly in $\xi \in E \cap\left\{\xi:\left|\xi-z_{j}\right|<\epsilon\right\}$ as $n \rightarrow \infty$,

$$
\begin{align*}
F_{n}(\xi) & =[\phi(\xi)]^{n}+\mathcal{O}\left(\sigma^{n}\right)+\sum_{k \neq j} \mathcal{O}\left(\frac{(\log n)^{M_{k}}}{n^{\Lambda_{k}}}\right)+\mathcal{O}\left(\frac{(\log n)^{M_{j}}}{n^{r_{j}}}\right) \\
& =[\phi(\xi)]^{n}+\mathcal{O}\left(\frac{(\log n)^{M_{j}^{*}}}{n^{\Lambda_{j}^{*}}}\right), \tag{78}
\end{align*}
$$

with $\left(\Lambda_{j}^{*}, M_{j}^{*}\right)=\min \left\{\left(\Lambda_{1}, M_{1}\right),\left(r_{j}, M_{j}\right)\right\}$. Moreover,

$$
\begin{align*}
F_{n}\left(z_{j}\right)= & {\left[\phi\left(z_{j}\right)\right]^{n}+\sum_{k \neq j} \frac{(\log n)^{M_{k}}}{n^{\Lambda_{k}}}\left(\frac{\mathcal{C}_{k} A_{k} w_{k}^{n+\Lambda_{k}}}{z_{j}-z_{k}}+o(1)\right) } \\
& +\frac{(\log n)^{M_{j}}}{n^{r_{j}}}\left(\frac{A_{j} r_{j}!m_{j}(-1)^{r_{j}+m_{j}-1} w_{j}^{n+r_{j}}}{c_{0,1,0}^{(j)}}+o(1)\right)+\mathcal{O}\left(\sigma^{n}\right) . \tag{79}
\end{align*}
$$

It is now clear that Theorem II.2.1(a) is a consequence of (64) and (78).
Proof of Theorem II.2.1(b): Suppose $z_{j}$ is such that $\lambda_{j} \neq 1$. Choose a contour $\Gamma_{\sigma}$ as the one provided by Lemma II.4.1. Let $\ell_{j} \subset D_{w_{j}}$ be a small closed simple path encircling the segment $\left(\sigma_{j}, w_{j}\right]$, whose only common point with $\mathbb{D}_{\sigma} \cup \Gamma_{\sigma}$ is $\sigma_{j}$. As before, we obtain from (12) and Lemma II.4.2 that

$$
\begin{equation*}
F_{n}\left(z_{j}\right)=\mathcal{O}\left(\sigma^{n}\right)+\sum_{k \neq j} \frac{(\log n)^{M_{k}}}{n^{\Lambda_{k}}}\left(\frac{\mathcal{C}_{k} A_{k} w_{k}^{n+\Lambda_{k}}}{z_{j}-z_{k}}+o(1)\right)+\frac{1}{2 \pi i} \oint_{\ell_{j}} \frac{t^{n} \psi^{\prime}(t) d t}{\psi(t)-z_{j}} . \tag{80}
\end{equation*}
$$

If $\lambda_{j}=2$, we can assume $D_{w_{j}}$ is so small that $Q_{j}(w)-z_{j} \neq 0$ for all $D_{w_{j}} \backslash\left\{w_{j}\right\}$. Then, in exactly the same way we deduced (79) (for a smooth corner) from (66) and (67), we find that (79) is also valid for every corner $z_{j}$ for which $\lambda_{j}=2$, whence Theorem II.2.1(b) for the case $\lambda_{j}=2$ follows.

If $\lambda_{j} \neq 2$, then we have in virtue of (36) and (36) that for all $v>0$ small enough,

$$
\psi(w)=z_{j}+A_{j} y^{\lambda_{j}}+c_{0,2,0}^{(j)} y^{2 \lambda_{j}}+\mathcal{O}\left(y^{2 \lambda_{j}+v}\right), \quad \text { if } 0<\lambda_{j}<1,
$$

$$
\psi(w)=z_{j}+A_{j} y^{\lambda_{j}}+c_{1,1,0}^{(j)} y^{1+\lambda_{j}}+c_{0,2,0}^{(j)} y^{2 \lambda_{j}}+\mathcal{O}\left(y^{2 \lambda_{j}+v}\right), \quad \text { if } 1<\lambda_{j}<2 .
$$

Hence, if $0<v<\min \left\{\lambda_{j}, 2-\lambda_{j}\right\}<1$, then

$$
\begin{gather*}
\frac{\psi^{\prime}(w)}{\psi(w)-z_{j}}=\frac{\lambda_{j}}{y}+\frac{c_{0,2,0}^{(j)} \lambda_{j} y^{\lambda_{j}-1}}{A_{j}}+\mathcal{O}\left(y^{\lambda_{j}+v-1}\right), \quad \text { if } 0<\lambda_{j}<1,  \tag{81}\\
\frac{\psi^{\prime}(w)}{\psi(w)-z_{j}}=\frac{\lambda_{j}}{y}+\frac{c_{1,1,0}^{(j)}}{A_{j}}+\frac{c_{0,2,0}^{(j)} \lambda_{j} y^{\lambda_{j}-1}}{A_{j}}+\mathcal{O}\left(y^{\lambda_{j}+v-1}\right), \quad \text { if } 1<\lambda_{j}<2, \tag{82}
\end{gather*}
$$

so that

$$
\begin{aligned}
\frac{1}{2 \pi i} \oint_{\ell_{j}} \frac{t^{n} \psi^{\prime}(t) d t}{\psi(t)-z_{j}}= & \lambda_{j}\left[\phi\left(z_{j}\right)\right]^{n}+\frac{c_{0,2,0}^{(j)} \lambda_{j}}{2 \pi i A_{j}} \oint_{\left[\sigma_{j}, w_{j}\right]} t^{n}\left(t-w_{k}\right)^{\lambda_{j}-1} d t \\
& +\oint_{\left[\sigma_{j}, w_{j}\right]} \mathcal{O}\left(t^{n}\left(t-w_{k}\right)^{\lambda_{j}+v-1}\right) d t \\
= & \lambda_{j}\left[\phi\left(z_{j}\right)\right]^{n}-\frac{n!}{\Gamma\left(n+\lambda_{j}+1\right)}\left(\frac{c_{0,2,0}^{(j)} w_{j}^{n+\lambda_{j}}}{\Gamma\left(-\lambda_{j}\right) A_{j}}+o(1)\right)
\end{aligned}
$$

which combined with (77) yields

$$
\begin{align*}
F_{n}\left(z_{j}\right)= & \lambda_{j}\left[\phi\left(z_{j}\right)\right]^{n}+\sum_{k \neq j} \frac{(\log n)^{M_{k}}}{n^{\Lambda_{k}}}\left(\frac{\mathcal{C}_{k} A_{k} w_{k}^{n+\Lambda_{k}}}{z_{j}-z_{k}}+o(1)\right) \\
& -\frac{1}{n^{\lambda_{j}}}\left(\frac{c_{0,2,0}^{(j)} w_{j}^{n+\lambda_{j}}}{\Gamma\left(-\lambda_{j}\right) A_{j}}+o(1)\right)+\mathcal{O}\left(\sigma^{n}\right) . \tag{83}
\end{align*}
$$

Since $\Lambda_{1}=\lambda_{1} \leq \lambda_{j}<2 \leq \Lambda_{k}$ if $\lambda_{k} \in\{1,2\}$, Theorem II.2.1(b) for the case $\lambda_{j} \neq 2$ follows immediately from (83).

## CHAPTER III

## POLYNOMIALS ORTHOGONAL OVER REGIONS BOUNDED BY ANALYTIC JORDAN CURVES

## III. 1 Introduction

Let $L$ be an analytic Jordan curve in the complex plane $\mathbb{C}$ and let $G$ be its interior domain. Applying the standard Gram-Schmidt orthogonalization procedure to the system of linearly independent functions $\left\{1, z, z^{2}, \ldots, z^{n}, \ldots\right\}$, one can construct a unique sequence of polynomials $\left\{P_{n}(z)\right\}_{n=0}^{\infty}$ with positive leading coefficients that are orthonormal with respect to area measure over $G$, i.e., they satisfy

$$
\begin{aligned}
& P_{n}(z)=\kappa_{n} z^{n}+\cdots, \quad \kappa_{n}>0, \quad n \geq 0 \\
& \int_{G} P_{n}(z) \overline{P_{m}(z)} d x d y=\delta_{n, m}, \quad n, m \geq 0
\end{aligned}
$$

where $d x d y$ is the two-dimensional Lebesgue measure.
These polynomials are sometimes called Carleman or Bergman polynomials for $G$. The problem we investigate in this chapter is that of describing the asymptotic behavior of the polynomials $P_{n}$ and their zeros.

The aim of this introduction is to present those known results that are relevant to our investigation. We start by introducing some notation that will be used throughout the chapter.

For any $0 \leq r<\infty$, we define

$$
\mathbb{T}_{r}:=\{w:|w|=r\}, \quad \Delta_{r}:=\{w:|w|>r\}, \quad \mathbb{D}_{r}:=\{w:|w|<r\}
$$

Let $\Omega=\operatorname{ext}(L)$ be the exterior domain of $L$. By the Riemann mapping theorem, there is a unique conformal map $\psi(w)$ of the exterior of the unit circle $\Delta_{1}$ onto $\Omega$ such that $\psi(\infty)=\infty, \psi^{\prime}(\infty)>0$. Since the curve $L$ is analytic, there is a smallest number $0 \leq \rho<1$ such that $\psi$ has an analytic and univalent continuation (also denoted by $\psi)$ to $\Delta_{\rho}$. For every $\rho \leq r<\infty$, put

$$
\Omega_{r}:=\{z=\psi(w):|w|>r\}, \quad L_{r}:=\partial \Omega_{r}, \quad G_{r}:=\mathbb{C} \backslash \bar{\Omega}_{r} .
$$

Thus, if $r>\rho$, then $L_{r}$ is an analytic Jordan curve and $\Omega_{r}, G_{r}$ are, respectively, the exterior and interior domains of $L_{r}$.

There are essentially two results that reflect the interrelation between the polynomials $P_{n}$ and the canonical conformal maps of the domains $\Omega$ and $G$. The first states that if $\rho<r<1$, then for all $z \in \Omega_{\rho}$,

$$
\begin{equation*}
P_{n}(z)=\sqrt{\frac{n+1}{\pi}} \phi^{\prime}(z)[\phi(z)]^{n}\left(1+h_{n}(z)\right) \tag{84}
\end{equation*}
$$

where

$$
h_{n}(z)=\left\{\begin{array}{cl}
\mathcal{O}\left(n^{1 / 2} \rho^{n}\right), & z \in \bar{\Omega}  \tag{85}\\
\mathcal{O}\left(n^{-1 / 2}\right)(\rho / r)^{n}, & z \in \bar{\Omega}_{r}
\end{array}\right.
$$

and the constants involved in the $\mathcal{O}$-terms are independent of $z$.
Formula (84) was first established by T. Carleman in [1], but only for values of $z \in \bar{\Omega}$ and with the estimate $h_{n}(z)=\mathcal{O}\left(n^{1 / 2} q^{n}\right)$ for some $\rho<q<1$. Its validity for points $z \in G \cap \Omega_{\rho}$ was independently established by E. R. Johnston [10] and Korovkin [11] ${ }^{1}$, but with estimates for $h_{n}(z)$ worse than (85). The statement presented here has been taken from the book of Gaier [5], which seems to provide the best estimate obtained so far.

[^1]Thus, the behavior of $P_{n}$ as $n \rightarrow \infty$ on $\Omega_{\rho}$ is rather simple:

$$
\lim _{n \rightarrow \infty} \frac{P_{n}(z)}{\sqrt{(n+1) / \pi}[\phi(z)]^{n}}=\phi^{\prime}(z), \quad z \in \Omega_{\rho} .
$$

Moreover, since this limit holds uniformly on compact subsets of $\Omega_{\rho}$ and $\phi^{\prime}$ never vanishes in $\Omega_{\rho}$, it follows that for all $\rho<r<\infty$, there exists a natural number $N_{r}$ such that if $n>N_{r}$, then $P_{n}(z) \neq 0$ for all $z \in \bar{\Omega}_{r}$. Hence, asymptotically, the zeros of $P_{n}$ accumulate on $\mathbb{C} \backslash \Omega_{\rho}$.

The second result connects the polynomials $P_{n}$ with an interior conformal map of $G$ onto the unit disk $\mathbb{D}_{1}$ and it is based on the completeness of the system $\left\{P_{n}\right\}_{n=0}^{\infty}$.

Consider the vector space

$$
\mathcal{B}^{2}(G):=\left\{f \text { analytic on } G: \int_{G}|f(z)|^{2} d x d y<\infty\right\},
$$

endowed with the inner product and corresponding norm

$$
\langle f \mid g\rangle:=\int_{G} f(z) \overline{g(z)} d x d y, \quad\|f\|:=\sqrt{\langle f \mid f\rangle} .
$$

The system $\left\{P_{n}(z)\right\}_{n=0}^{\infty}$ is complete in $\mathcal{B}^{2}(G)$ (cf. [5, §3, Thm. 1]), meaning that if $f \in \mathcal{B}^{2}(G)$ and

$$
\alpha_{n, f}:=\left\langle f \mid P_{n}\right\rangle, \quad n \geq 0
$$

are the Fourier coefficients of $f$, then

$$
\begin{equation*}
f(z)=\sum_{n=0}^{\infty} \alpha_{n, f} P_{n}(z), \tag{86}
\end{equation*}
$$

where the convergence of the series is understood in the $\mathcal{B}^{2}(G)$-norm sense.

Moreover, setting

$$
\begin{equation*}
\tau(f):=\sup \left\{\tau: f(z) \text { has an analytic continuation to } G_{\tau}\right\}, \quad f \in \mathcal{B}^{2}(G) \tag{87}
\end{equation*}
$$

we have ([34, pp. 130-131])

$$
\begin{equation*}
\limsup _{n \rightarrow \infty}\left|\alpha_{n, f}\right|^{1 / n}=\frac{1}{\tau(f)}, \tag{88}
\end{equation*}
$$

and the series on the right-hand side of (86) also converges to $f$ (or more precisely, to its analytic continuation) locally uniformly on $G_{\tau(f)}$.

For $\xi \in G$ fixed, let $\varphi_{\xi}$ be that conformal map of $G$ onto the unit disk $\mathbb{D}_{1}$ such that $\varphi_{\xi}(\xi)=0, \varphi_{\xi}^{\prime}(\xi)>0$. It is well-known that

$$
K_{\xi}(z)=\frac{\varphi_{\xi}^{\prime}(\xi) \varphi_{\xi}^{\prime}(z)}{\pi}
$$

is the reproducing kernel (or Bergman kernel) of the space $\mathcal{B}^{2}(G)$; in other words, for $\xi \in G$ fixed, $K_{\xi}(z)$ is the unique function of $\mathcal{B}^{2}(G)$ satisfying

$$
\begin{equation*}
f(\xi)=\left\langle f \mid K_{\xi}(\cdot)\right\rangle \quad \forall f \in \mathcal{B}^{2}(G) . \tag{89}
\end{equation*}
$$

Thus, according to (86) and (89),

$$
\begin{equation*}
K_{\xi}(z)=\frac{\varphi_{\xi}^{\prime}(\xi) \varphi_{\xi}^{\prime}(z)}{\pi}=\sum_{n=0}^{\infty} \overline{P_{n}(\xi)} P_{n}(z), \tag{90}
\end{equation*}
$$

uniformly (in the variable $z$ for fixed $\xi$ ) on compact subsets of $G_{\tau\left(\varphi_{\xi}\right)}$.
Equality (90) suggests that there might be a closer relationship between the interior conformal maps of $G$ and the polynomials $P_{n}$, although some doubts might appear if one is aware that said equality is not a unique feature of the $P_{n}$ 's, since for
any other complete orthonormal system $\left\{\chi_{n}(z)\right\}_{n=0}^{n}$ in $\mathcal{B}^{2}(G)$, the equality

$$
\begin{equation*}
\frac{\varphi_{\xi}^{\prime}(\xi) \varphi_{\xi}^{\prime}(z)}{\pi}=\sum_{n=0}^{\infty} \overline{\chi_{n}(\xi)} \chi_{n}(z) \tag{91}
\end{equation*}
$$

also holds both in the metric of $\mathcal{B}^{2}(G)$ and uniformly on compact subsets of $G$.
However, what is certainly more specific to the system $\left\{P_{n}\right\}_{n=0}^{\infty}$ is the CauchyHadamard type of formula (88), which combined with (90) gives

$$
\begin{equation*}
\limsup _{n \rightarrow \infty}\left|P_{n}(\xi)\right|^{1 / n}=\frac{1}{\tau\left(\varphi_{\xi}\right)} \quad \forall \xi \in G \tag{92}
\end{equation*}
$$

Summarizing, the asymptotic behavior of the polynomials $P_{n}$ in the region of the complex plane $\Omega_{\rho}$ is completely understood and given by (84). Trying to understand what could happen on its complement $\mathbb{C} \backslash \Omega_{\rho}$ is the core objective of this chapter. Formula (92) is rather weak, but provides some information on the behavior of $P_{n}(\xi)$ for points $\xi \in G$.

In Section III. 2 we present our main results. Combining (84) with (90) we derive an integral representation (Theorem III.2.1) for the polynomials $P_{n}(z)$ valid for all $z \in G$, and apply it to the concrete situation when $L_{\rho}=\partial \Omega_{\rho}$ is a piecewise analytic Jordan curve without smooth corners or cusps. In this case, we are able to describe the behavior of $P_{n}(z)$ at every point $z$ of the complex plane (Theorems III.2.2 and III.2.4). In particular, the domain of validity of Carleman's formula (84) is extended to include the analytic portions of $L_{\rho}$. Immediate corollaries of these theorems about the zeros of $P_{n}$ are presented in Section III.3. The remaining sections are devoted to proving the results. It is worth noticing that the theorems and corollaries that follow are of a similar flavor to those previously obtained for Faber polynomials.

## III. 2 Asymptotic behavior of $P_{n}$

We have seen in Chapter II how much could be derived from the integral representation (12) for the Faber polynomials, which is nothing but the Cauchy integral formula for the coefficients of their generating function. It would therefore be very convenient to have a generating function for the $P_{n}$ 's that leads to an integral representation for them. Indeed, we have such a generating function, namely, the kernel function

$$
\begin{equation*}
\frac{\varphi_{\xi}^{\prime}(\xi) \varphi_{\xi}^{\prime}(z)}{\pi}=\sum_{k=0}^{\infty} \overline{P_{k}(\xi)} P_{k}(z) \tag{93}
\end{equation*}
$$

Of course, the inconvenience of this generating function is that $\overline{P_{k}(\xi)}$ is the coefficient of the same polynomial $P_{k}(z)$, whose behavior is precisely what we want to find out. However, we already know how $P_{n}$ behaves in some part of the complex plane, because Carleman's formula tells us that for all $z \in \Omega_{\rho}$

$$
\begin{equation*}
P_{k}(z) \sim \sqrt{(k+1) / \pi} \phi^{\prime}(z)[\phi(z)]^{k} \tag{94}
\end{equation*}
$$

Let us make an informal substitution to get from (93) and (94) that for fixed $\xi \in G$ and all $z \in L \subset \Omega_{\rho}$,

$$
\begin{equation*}
\frac{\varphi_{\xi}^{\prime}(\xi) \varphi_{\xi}^{\prime}(z)}{\pi} \sim \sum_{k=0}^{\infty} \overline{P_{k}(\xi)} \sqrt{(k+1) / \pi} \phi^{\prime}(z)[\phi(z)]^{k} \tag{95}
\end{equation*}
$$

In order to extricate the coefficient $\overline{P_{n}(\xi)}$ from this last series, we can multiply (95) by $[\phi(z)]^{-(n+1)} / 2 \pi i$ and integrate it over $L$ with respect to $d z$. This yields

$$
\overline{P_{n}(\xi)} \sim \frac{\varphi_{\xi}^{\prime}(\xi)}{\sqrt{\pi(n+1)}} \cdot \frac{1}{2 \pi i} \oint_{L} \varphi_{\xi}^{\prime}(z)[\phi(z)]^{-(n+1)} d z, \quad \xi \in G
$$

We have just obtained (albeit very informally) an integral representation for the polynomials $P_{n}$. Its correct statement is the content of the following theorem.

Theorem III.2.1. Let $\varphi$ be a conformal map of $G$ onto $\mathbb{D}_{1}$, and let $\rho<r<1$. Then, for any fixed $\delta$ such that $r \rho<\delta<1$,

$$
\begin{equation*}
\sqrt{\pi(n+1)} P_{n}(\xi)=\frac{\varphi^{\prime}(\xi)}{2 \pi i} \oint_{L} \frac{\varphi^{\prime}(z)[\phi(z)]^{n+1} d z}{[\varphi(z)-\varphi(\xi)]^{2}}+\mathcal{O}\left(\delta^{n}\right) \tag{96}
\end{equation*}
$$

uniformly in $\xi \in \bar{G}_{r}$ as $n \rightarrow \infty$.

As it is to expect from Theorem III.2.1, the expression

$$
\frac{\varphi^{\prime}(\xi) \varphi^{\prime}(z)}{[\varphi(z)-\varphi(\xi)]^{2}}
$$

does not depend on the choice of the conformal map $\varphi$. This can be easily verified by using the fact that any other conformal map $\varphi_{1}$ of $G$ onto $\mathbb{D}_{1}$ is of the form

$$
\begin{equation*}
\varphi_{1}(z)=e^{i \vartheta} \frac{\varphi(z)-\varphi(\xi)}{1-\overline{\varphi(\xi)} \varphi(z)}, \tag{97}
\end{equation*}
$$

where $\xi$ is the point of $G$ mapped to 0 by $\varphi_{1}$.
The integral representation (96) has several features that should be highlighted. First, it holds uniformly in $\xi \in \mathbb{C} \backslash \Omega_{\rho}$, and so there is hope it could lead to new results on the behavior of $P_{n}$. Second, it combines in its integrand the exterior mapping $\phi$ and the interior mapping $\varphi$, suggesting that the behavior of these polynomials could actually depend on both mappings. Notice also that the $\mathcal{O}$ term involved decays faster than $\rho^{n}$ as $n \rightarrow \infty$, and therefore, it is reasonable to expect it will be negligible.

To illustrate how Theorem III.2.1 quickly leads to new results, let us consider a concrete situation. The reader should compare the results and methods of proof that follow with those of Chapter II for Faber polynomials.


Figure 8: The case of a piecewise analytic $L_{\rho}$.

Suppose $L_{\rho}=\partial \Omega_{\rho}$ is a piecewise analytic Jordan curve with corners at the points $z_{1}, z_{2}, \ldots, z_{s}, s \geq 1$, such that for all $1 \leq k \leq s$, the two analytic arcs that meet at $z_{k}$ form an exterior angle $\lambda_{k} \pi, 0<\lambda_{k}<2, \lambda_{k} \neq 1$ (see Figure 8 above). Recall that, by the definition of a piecewise analytic curve, each arc of $L_{\rho}$ with $z_{k}$ as one of its endpoints is part of a longer analytic simple arc containing $z_{k}$ in its interior. A curve admitting smooth corners $\left(\lambda_{k}=1\right)$ and outer cusps $\left(\lambda_{k}=2\right)$ can be handled as we did for the Faber polynomials in Chapter II, but we have decided to exclude this case for the sake of simplicity.

We assume that the corners $z_{k}$ 's have been numbered in such a way that

$$
\lambda_{1}=\lambda_{2}=\cdots=\lambda_{u}<\lambda_{u+1} \leq \cdots \leq \lambda_{s}
$$

with $u \in\{1,2, \ldots, s\}$.
Since $L_{\rho}$ is a Jordan curve, $\phi$ has a one-to-one continuous extension to $\bar{\Omega}_{\rho}$. Let $w_{k}:=\phi\left(z_{k}\right), 1 \leq k \leq s$, so that $\left|w_{1}\right|=\left|w_{2}\right|=\cdots=\left|w_{s}\right|=\rho$. Let $\varphi$ be an arbitrary conformal map of $G$ onto $\mathbb{D}_{1}$. Since $\varphi$ is conformal, $\varphi$ maps the curve $L_{\rho}$ onto a piecewise analytic curve lying inside the unit disk, with corners at $\varphi\left(z_{1}\right), \ldots, \varphi\left(z_{s}\right)$, and exterior angle $\lambda_{k} \pi$ at $\varphi\left(z_{k}\right)$. By the quoted result of Lehman ([13, Thm. 1]),
$\varphi(\psi(w))$ has an asymptotic expansion about $w_{k}$ (see Section III.4.2), which cut at its second term gives the following: if $0<\lambda_{k}<2, \lambda_{k} \neq 1$, then as $w \rightarrow w_{k}$ from the exterior of the unit circle,

$$
\begin{equation*}
\varphi(\psi(w))=\varphi\left(z_{k}\right)+A_{k}\left(w-w_{k}\right)^{\lambda_{k}}(1+o(1)), \quad A_{k} \neq 0 . \tag{98}
\end{equation*}
$$

Clearly,

$$
\begin{equation*}
\frac{\varphi^{\prime}\left(z_{k}\right)}{A_{k}}=\lim _{\substack{z \rightarrow z_{k} \\ z \in \Omega_{\rho}}} \frac{\left[\phi(z)-\phi\left(z_{k}\right)\right]^{\lambda_{k}}}{z-z_{k}} . \tag{99}
\end{equation*}
$$

Although the branch of the function $\left(w-w_{k}\right)^{\lambda_{k}}$ may be taken arbitrarily (with the expense of changing the coefficient $A_{k}$ ), we will fix it as follows. Let

$$
\theta_{k}:=\arg \left(w_{k}\right), \quad 0 \leq \theta_{k}<2 \pi, \quad 1 \leq k \leq s .
$$

Then, the value of said function at $e^{i \theta_{k}}$ is defined to be

$$
\begin{equation*}
\left(e^{i \theta_{k}}-w_{k}\right)^{\lambda_{k}}:=(1-\rho)^{\lambda_{k}} e^{i \lambda_{k} \theta_{k}} \tag{100}
\end{equation*}
$$

Because $\phi$ maps each analytic arc of $L_{\rho}$ onto a circular arc, by the reflection principle, $\phi$ can be analytically continued from $\Omega_{\rho}$ onto a connected open set $U \supset$ $\bar{\Omega}_{\rho} \backslash\left\{z_{1}, \ldots, z_{s}\right\}$. We denote such a continuation by $\phi$ as well.

Theorem III.2.2. (a) Uniformly on any compact set $E \subset G \cap \bar{\Omega}_{\rho} \backslash\left\{z_{1}, \ldots, z_{s}\right\}$ :

$$
\begin{equation*}
P_{n}(z)=\sqrt{(n+1) / \pi} \phi^{\prime}(z)[\phi(z)]^{n}+\mathcal{O}\left(\frac{\rho^{n}}{n^{\lambda_{1}+1 / 2}}\right) \quad(n \rightarrow \infty) . \tag{101}
\end{equation*}
$$

(b) For every corner $z_{j}$,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \sqrt{\frac{\pi}{n+1}} \cdot \frac{\Gamma\left(\lambda_{j}\right) \Gamma\left(n+2-\lambda_{j}\right) P_{n}\left(z_{j}\right)}{n!\left[\phi\left(z_{j}\right)\right]^{n+1-\lambda_{j}}}=\lim _{\substack{z \rightarrow z_{j} \\ z \in \Omega_{\rho}}} \frac{\left[\phi(z)-\phi\left(z_{j}\right)\right]^{\lambda_{j}}}{z-z_{j}} . \tag{102}
\end{equation*}
$$



Figure 9: Compact sets $E$ and $F$ as in Theorems III.2.2 and III.2.4.

Theorem III.2.2(a) tells us that when $L_{\rho}$ is a piecewise analytic Jordan curve as described above, the domain of validity of Carleman's formula (84) can be extended to include the analytic portions of $L_{\rho}$. Moreover, taking $E=L_{r}$ with $\rho<r<1$ and applying the maximum modulus principle for analytic functions, we see that

$$
P_{n}(z)=\sqrt{(n+1) / \pi} \phi^{\prime}(z)[\phi(z)]^{n}\left[1+\mathcal{O}\left(n^{-\lambda_{1}-1}\right)\left(\frac{\rho}{r}\right)^{n}\right]
$$

uniformly in $z \in \bar{\Omega}_{r}$ as $n \rightarrow \infty$. That is, the rate of decay of the functions $h_{n}(z)$ in (85) is improved as well.

Remark III.2.3. The estimate (101) is sharp: if $E$ has more than $2(s-1)$ points, then there is a constant $\alpha(E)>0$ such that

$$
\begin{equation*}
\max _{z \in E}\left|P_{n}(z)-\sqrt{\frac{n+1}{\pi}} \phi^{\prime}(z)[\phi(z)]^{n}\right| \geq \alpha(E)\left(\frac{\rho^{n}}{n^{\lambda_{1}+1 / 2}}\right) \quad \forall n \geq 0 \tag{103}
\end{equation*}
$$

In fact, there are compact sets $E$ for which "max" can be replaced by "min" in (103).

The behavior of $P_{n}$ inside $G_{\rho}$ is given next.

Theorem III.2.4. Let $\varphi$ be a conformal map of $G$ onto $\mathbb{D}_{1}$. Then, with the notations above,

$$
\sqrt{\frac{\pi}{n+1}} \cdot \frac{\Gamma\left(n+\lambda_{1}+2\right) P_{n}(z)}{n!\rho^{n+1+\lambda_{1}}}=-\frac{\varphi^{\prime}(z)}{\Gamma\left(-\lambda_{1}\right)} \sum_{k=1}^{u} \frac{A_{k} e^{i\left(n+1+\lambda_{1}\right) \theta_{k}}}{\left[\varphi(z)-\varphi\left(z_{k}\right)\right]^{2}}+R_{n}(z)
$$

where

$$
R_{n}(z)= \begin{cases}\mathcal{O}\left(n^{-\min \left\{\lambda_{1}, \lambda_{u+1}-\lambda_{1}\right\}}\right), & \text { if } 0<\lambda_{1}<1  \tag{104}\\ \mathcal{O}\left(n^{-\min \left\{1, \lambda_{u+1}-\lambda_{1}\right\}}\right), & \text { if } 1<\lambda_{1}<2\end{cases}
$$

uniformly on any compact set $F \subset G_{\rho}$.

Theorem III.2.4 is very appealing because it shows that once we are in the interior domain of $L_{\rho}$, the interior mapping $\varphi$ starts playing a predominant role.

Remark III.2.5. The estimate (104) is best possible whenever $\lambda_{1} \neq 1 / 2$ : if $0<\lambda_{1}<$ $1, \lambda_{1} \neq 1 / 2$, then for every compact set $F \subset G_{\rho}$ containing more than $u+2(s-1)$ points, there is a constant $\beta(F)>0$ such that

$$
\begin{equation*}
\max _{z \in F}\left|R_{n}(z)\right| \geq \beta(F) n^{-\min \left\{\lambda_{1}, \lambda_{u+1}-\lambda_{1}\right\}} \quad \forall n \geq 0 \tag{105}
\end{equation*}
$$

and, in fact, there are compact sets $F \subset G_{\rho}$ for which "max" can be replaced by "min" in (105).

The corresponding statement for the case $1<\lambda_{1}<2$ (substitute " $u+2(s-1)$ points" by " $2(s-1)$ points") also holds true provided that $b_{1,1,0}^{(k)} \neq 0$ for at least one $k(1 \leq k \leq u)$, where $b_{1,1,0}^{(k)}$ is the coefficient of the $\left(w-w_{k}\right)^{1+\lambda_{k}}$-term appearing in the expansion of $\varphi(\psi(w))$ about $w_{k}$ :

$$
\varphi(\psi(w))=\varphi\left(z_{k}\right)+A_{k}\left(w-w_{k}\right)^{\lambda_{k}}+b_{1,1,0}^{(k)}\left(w-w_{k}\right)^{1+\lambda_{k}}+o\left(\left(w-w_{k}\right)^{1+\lambda_{k}}\right) .
$$

## III. 3 The zeros of $P_{n}$

We shall now examine the location and distribution of the zeros of $P_{n}$ under the same assumption of piecewise analyticity of $L_{\rho}$. The corollaries that follow are direct consequences of Theorems III.2.2 and III.2.4. The proofs of Corollaries III.3.1 and III.3.2 below proceed along the same lines as the corresponding Corollaries II.3.1 and II.3.2 for Faber polynomials; therefore we omit it.

We shall denote by $\mathcal{Z}$ the set of all accumulation points of the zeros of the polynomials $P_{n}$; that is, the set of those points $t \in \overline{\mathbb{C}}$ such that for every open neighborhood $U$ of $t$, it is possible to find infinitely many polynomials $P_{n}$ having a zero in $U$.

Recall that $u$ is defined to be that positive integer for which

$$
\lambda_{1}=\cdots=\lambda_{u}<\lambda_{u+1} \leq \cdots \leq \lambda_{s} .
$$

Corollary III.3.1. For any closed set $E \subset \bar{\Omega}_{\rho} \backslash\left\{z_{1}, \ldots, z_{s}\right\}$, there is a positive integer $N_{E}$ such that if $n>N_{E}$, then $P_{n}(z) \neq 0$ for all $z \in E$.

For any compact set $F \subset G_{\rho}$, there is a positive integer $N_{F}$ such that if $n>N_{F}$, then $P_{n}(z)$ has at most $2(u-1)$ zeros in $F$ (counting multiplicities).

Corollary III.3.2. The point $t \in G_{\rho}$ belongs to $\mathcal{Z}$ if, and only if, there exist a subsequence $n_{1}<n_{2}<\cdots<n_{\ell}<\cdots$ and real numbers $\widehat{\theta}_{1}, \ldots, \widehat{\theta}_{u}$ such that

$$
\begin{equation*}
\lim _{\ell \rightarrow \infty} e^{i n_{\ell} \theta_{k}}=e^{i \widehat{\theta}_{k}}, \quad 1 \leq k \leq u \tag{106}
\end{equation*}
$$

and

$$
\sum_{k=1}^{u} \frac{A_{k} e^{i\left(\widehat{\theta}_{k}+\left(\lambda_{1}+1\right) \theta_{k}\right)}}{\left[\varphi(t)-\varphi\left(z_{k}\right)\right]^{2}}=0 .
$$

In particular, if $\theta_{k} / \pi$ is rational for all $1 \leq k \leq u$, then $\mathcal{Z} \cap G_{\rho}$ is a finite set.

Let $\nu_{P_{n}}$ be the normalized counting measure of the zeros of $P_{n}$; that is, if $z_{n 1}, \ldots$, $z_{n n}$ are the zeros of $P_{n}$ (counting multiplicities) and $\delta_{z_{n i}}$ is the unit mass Dirac measure at $z_{n i}$, then

$$
\nu_{P_{n}}:=\frac{1}{n} \sum_{i=1}^{n} \delta_{z_{n i}} .
$$

The sequence $\left\{\nu_{P_{n}}\right\}_{n=1}^{\infty}$ is said to converge in the weak*-topology to the finite measure $\mu$, if for every continuous function $f$ defined on $\overline{\mathbb{C}}$,

$$
\lim _{n \rightarrow \infty} \int_{\overline{\mathbb{C}}} f \nu_{P_{n}}=\int_{\overline{\mathbb{C}}} f d \mu .
$$

The equilibrium measure $\mu_{L_{\rho}}$ of the curve $L_{\rho}$ is the measure defined on any Borel set $\mathfrak{B} \subset L_{\rho}$ by

$$
\mu_{L_{\rho}}(\mathfrak{B})=\frac{1}{2 \pi \rho} \int_{\phi(\mathfrak{B})}|d t| .
$$

Corollary III.3.3. The sequence $\left\{\nu_{P_{n}}\right\}_{n=1}^{\infty}$ converges in the weak*-topology to the equilibrium measure of the curve $L_{\rho}$. Therefore, $L_{\rho} \subset \mathcal{Z}$.

Proof. The proof makes use of Lemma V.4.3 of Chapter V. The (normalized) conformal map of $\Omega_{\rho}$ onto $\Delta_{1}$ is $\phi(z) / \rho$, and the logarithmic capacity of $L_{\rho}$ is $\rho / \phi^{\prime}(\infty)$. Then, by a well-known result relating the logarithmic potential of the equilibrium measure of a Jordan curve with the exterior conformal map, the logarithmic potential $U^{\mu_{L_{\rho}}}(z)$ of $\mu_{L_{\rho}}$ is given by

$$
U^{\mu_{L_{\rho}}}(z)=\left\{\begin{array}{cl}
\log \left|\phi^{\prime}(\infty) / \phi(z)\right|, & \text { if } z \in \bar{\Omega}_{\rho}  \tag{107}\\
\log \left(\phi^{\prime}(\infty) / \rho\right), & \text { if } z \in G_{\rho}
\end{array}\right.
$$

Let $\kappa_{n}$ be the leading coefficient of $P_{n}$ an'd let $q_{n}(z):=P_{n}(z) / \kappa_{n}$. By the regularity of the area measure of $G$ (see Section V.4), we have

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \kappa_{n}^{1 / n}=\phi^{\prime}(\infty) \tag{108}
\end{equation*}
$$

which combined with Theorem III.2.2 yields

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left|q_{n}(z)\right|^{1 / n}=\left|\phi(z) / \phi^{\prime}(\infty)\right| \quad \forall z \in L_{\rho} . \tag{109}
\end{equation*}
$$

Applying Lemma V.4.3 to the sequence $\left\{q_{n}\right\}_{n=0}^{\infty}$, the set $E=\mathbb{C} \backslash \Omega_{\rho}$ and the function $g(z)=\phi(z) / \phi^{\prime}(\infty)$, we find that, with the notation of said lemma, $\mu_{g}=\mu_{L_{\rho}}$ and

$$
\limsup _{n \rightarrow \infty}\left|q_{n}(z)\right|^{1 / n} \leq \frac{\phi^{\prime}(\infty)}{\rho}=e^{-U^{\mu_{g}}(z)} \quad \forall z \in G_{\rho} .
$$

Moreover, according to Lemma V.4.3(b), if for some $z_{0} \in G_{\rho}$,

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left|q_{n}\left(z_{0}\right)\right|^{1 / n}=\frac{\phi^{\prime}(\infty)}{\rho} \tag{110}
\end{equation*}
$$

then $\left\{\nu_{P_{n}}\right\}_{n=1}^{\infty}$ converges in the weak*-topology to $\mu_{g}=\mu_{L_{\rho}}$.
But, obviously, there exist constants $0<m<M<\infty$ such that for any $z_{0} \in G_{\rho}$ that is sufficiently closed to $z_{1}$,

$$
m \leq \frac{\left|A_{1}\right|}{\left|\varphi\left(z_{0}\right)-\varphi\left(z_{1}\right)\right|^{2}}-\sum_{k=2}^{u} \frac{\left|A_{k}\right|}{\left|\varphi\left(z_{0}\right)-\varphi\left(z_{k}\right)\right|^{2}} \leq\left|\sum_{k=1}^{u} \frac{A_{k} e^{i\left(n+1+\lambda_{1}\right) \theta_{k}}}{\left[\varphi\left(z_{0}\right)-\varphi\left(z_{k}\right)\right]^{2}}\right| \leq M
$$

and so by Theorem III.2.4 and (108), we conclude that for any of these $z_{0}$, (110) holds. The proof is complete.

Observe that every piecewise analytic Jordan curve $\gamma$ is the set $L_{\rho}$ corresponding to some analytic curve $L$. To see this, consider the conformal map $g(z)$ of the exterior of the curve $\gamma$ onto $\Delta_{1}$ satisfying that $g(\infty)=\infty, g^{\prime}(\infty)>0$. Fix $1<\eta<\infty$ and define $L:=\{z:|g(z)|=\eta\}$. Then, the conformal map $\phi$ of the exterior of $L$ onto $\Delta_{1}$ is $g(z) / \eta$, and therefore, $\rho=1 / \eta$ and $\Omega_{\rho}$ is the exterior of $\gamma$.

Let us finish this section with an example.


Figure 10: Curves $\gamma$ and $L$ of Example III.3.4.

Example III.3.4. Choose $\gamma$ to be the curve formed by the union of two circular arcs of equal radius that meet at $i$ and $-i$ forming an exterior angle of value $3 \pi / 2$. Fix $1<\eta<\infty$ and define $L:=\{z:|g(z)|=\eta\}$. Then, $\rho=1 / \eta$ and $L_{\rho}=\gamma$. Putting $z_{1}:=i, z_{2}:=-i$, we have $\lambda_{1}=\lambda_{2}=3 / 2$ (see Figure 10 above). We then consider the sequence $\left\{P_{n}\right\}_{n=0}^{\infty}$ of orthonormal polynomials with respect to area measure over the interior of $L$.

Let $\varphi$ be a conformal map of the interior of $L$ onto $\Delta_{1}$ satisfying $\varphi(0)=0$. Then, from the symmetry of the curve $\gamma$, it follows that $\varphi(z)=-\varphi(-z), \phi(z)=-\phi(-z)$, $\phi(i)=\eta^{-1} e^{i \pi / 2}, \phi(-i)=\eta^{-1} e^{i 3 \pi / 2}$, so that $\theta_{1}=\pi / 2, \theta_{2}=3 \pi / 2$. Since

$$
A_{k}=\varphi^{\prime}\left(z_{k}\right) \lim _{z \rightarrow z_{k}} \frac{z-z_{k}}{\left[\phi(z)-\phi\left(z_{k}\right)\right]^{\lambda_{k}}}, \quad k=1,2
$$

it is easily seen that

$$
A_{1} e^{i\left(\lambda_{1}+1\right) \theta_{1}}=A_{2} e^{i\left(\lambda_{2}+1\right) \theta_{2}}
$$

and so, by Theorem III.2.4,


Figure 11: Zeros of the orthonormal polynomials $P_{25}(z)$ (left) and $P_{30}(z)$ (right) for the curve $L$ corresponding to $\eta=1.5$ in Example III.3.4.

$$
\frac{n^{2} P_{n}(z)}{[\phi(i)]^{n+5 / 2}}=-\frac{A_{1} \varphi^{\prime}(z)}{\sqrt{\pi} \Gamma(-3 / 2)}\left(\frac{1}{[\varphi(z)-\varphi(i)]^{2}}+\frac{e^{i n \pi}}{[\varphi(z)+\varphi(i)]^{2}}\right)+o(1)
$$

uniformly on compact subsets of $G_{\rho}=\operatorname{int}(\gamma)$ as $n \rightarrow \infty$. Hence, for $n=2 m+1$ odd,

$$
\frac{n^{2} P_{n}(z)}{[\phi(i)]^{n+5 / 2}}=-\frac{4 A_{1}}{\sqrt{\pi} \Gamma(-3 / 2)} \cdot \frac{\varphi(i) \varphi^{\prime}(z) \varphi(z)}{\left[\varphi^{2}(z)-\varphi^{2}(i)\right]^{2}}+o(1), \quad \text { as } m \rightarrow \infty
$$

while for $n=2 m$ even,

$$
\frac{n^{2} P_{n}(z)}{[\phi(i)]^{n+5 / 2}}=-\frac{2 A_{1}}{\sqrt{\pi} \Gamma(-3 / 2)} \cdot \frac{\varphi^{\prime}(z)\left[\varphi^{2}(z)+\varphi^{2}(i)\right]}{\left[\varphi^{2}(z)-\varphi^{2}(i)\right]^{2}}+o(1), \quad \text { as } m \rightarrow \infty .
$$

Thus, once the sequence $\left\{P_{n}\right\}$ has been properly normalized, the subsequence corresponding to even degrees converges to a zero free function, while the one corresponding to odd degrees converges to a (different) function with 0 as its only zero
in $G_{\rho}(\varphi(0)=0)$. Hence, 0 is the only point of $G_{\rho}$ that is an accumulation point of the zeros of the $P_{n}$ 's. Indeed, it is easy to see that $P_{n}(z)$ has a simple zero at 0 for all $n$ odd. Figure 11 above shows the plots of the zeros of $P_{n}, n=25, n=30$, corresponding to $\eta=1.5$.

## III. 4 Proofs of the results in Section III. 2

## III.4.1 Proof of Theorem III.2.1

Recall that $\varphi_{\xi}(z)$ is the conformal map of $G$ onto the unit disk $\mathbb{D}_{1}$ such that $\varphi_{\xi}(\xi)=0$, $\varphi_{\xi}^{\prime}(\xi)>0$. Fix $\rho<r<1$ and suppose $\xi \in \bar{G}_{r}$. Because $L=\partial G$ is an analytic Jordan curve, $\varphi_{\xi}$ has an analytic and univalent continuation from $G$ onto $G_{1 / r}$, which we denote by $\varphi_{\xi}$ as well. Indeed, by the Schwarz reflection principle [3], $\varphi_{\xi}$ satisfies the equality

$$
\begin{equation*}
\varphi_{\xi}(z)=\frac{1}{\overline{\varphi_{\xi}(\psi(1 / \overline{\phi(z)}))}}, \quad z \in \Omega_{r} \cap G_{1 / r} \tag{111}
\end{equation*}
$$

Then, we obtain from (90) in the introduction to this chapter (since $1 / r \leq \tau\left(\varphi_{\xi}\right)$ ) that

$$
\begin{equation*}
\frac{\varphi_{\xi}^{\prime}(\xi) \varphi_{\xi}^{\prime}(z)}{\pi}=\sum_{k=0}^{\infty} \overline{P_{k}(\xi)} P_{k}(z) \tag{112}
\end{equation*}
$$

with the series converging uniformly on compact subsets of $G_{1 / r}$.
Combining equations (84) and (112) we see that for every $\xi \in \bar{G}_{r}, z \in L$,

$$
\begin{align*}
\frac{\varphi_{\xi}^{\prime}(\xi) \varphi_{\xi}^{\prime}(z)}{\pi}= & \sum_{k=0}^{\infty} \overline{P_{k}(\xi)} \sqrt{\frac{k+1}{\pi}} \phi^{\prime}(z)[\phi(z)]^{k}  \tag{113}\\
& +\sum_{k=0}^{\infty} \overline{P_{k}(\xi)} \sqrt{\frac{k+1}{\pi}} \phi^{\prime}(z)[\phi(z)]^{k} h_{k}(z) .
\end{align*}
$$

To see that the two series in the right-hand side of (113) converge uniformly in $z \in L$, observe that in view of (84) and the maximum modulus principle for analytic
functions, there are certain constants $C_{r}, C_{r}^{\prime}$ (that only depend on $r$ ) for which

$$
\begin{gather*}
\left|\overline{P_{k}(\xi)} \sqrt{\frac{k+1}{\pi}} \phi^{\prime}(z)[\phi(z)]^{k}\right| \leq C_{r} k r^{k}, \quad \forall \xi \in \bar{G}_{r}, \quad \forall z \in L,  \tag{114}\\
\left|\overline{P_{k}(\xi)} \sqrt{\frac{k+1}{\pi}} \phi^{\prime}(z)[\phi(z)]^{k} h_{k}(z)\right| \leq C_{r}^{\prime} k^{3 / 2}(r|\phi(z)| \rho)^{k}, \quad \forall \xi \in \bar{G}_{r}, \quad \forall z \in \bar{\Omega} . \tag{115}
\end{gather*}
$$

Multiplying (113) by $[\phi(z)]^{-(n+1)}$ and integrating over $L$ yields

$$
\begin{align*}
\frac{\varphi_{\xi}^{\prime}(\xi)}{\pi} \cdot \frac{1}{2 \pi i} \oint_{L} \frac{\varphi_{\xi}^{\prime}(z) d z}{[\phi(z)]^{n+1}}= & \sum_{k=0}^{\infty} \overline{P_{k}(\xi)} \sqrt{\frac{k+1}{\pi}} \cdot \frac{1}{2 \pi i} \oint_{L} \frac{[\phi(z)]^{k} \phi^{\prime}(z) d z}{[\phi(z)]^{n+1}} \\
& +\frac{1}{2 \pi i} \oint_{L} \frac{H(z, \xi) d z}{[\phi(z)]^{n+1}} \tag{116}
\end{align*}
$$

where

$$
H(z, \xi):=\sum_{k=0}^{\infty} \overline{P_{k}(\xi)} \sqrt{\frac{k+1}{\pi}} \phi^{\prime}(z)[\phi(z)]^{k} h_{k}(z) .
$$

Now, observe first that

$$
\frac{1}{2 \pi i} \oint_{L} \frac{[\phi(z)]^{k} \phi^{\prime}(z) d z}{[\phi(z)]^{n+1}}=\delta_{k, n}, \quad k, n \geq 0
$$

and second, that in view of (115), $\{H(\cdot, \xi)\}_{\xi \in \bar{G}_{r}}$ is a family of uniformly bounded analytic functions on compact subsets of $G_{1 / r \rho} \cap \bar{\Omega}$. Therefore, we get from (116) by deforming the path of integration that for any $r \rho<\delta<1$,

$$
\begin{align*}
\frac{\varphi_{\xi}^{\prime}(\xi)}{\pi} \cdot \frac{1}{2 \pi i} \oint_{L} \frac{\varphi_{\xi}^{\prime}(z) d z}{[\phi(z)]^{n+1}} & =\sqrt{\frac{n+1}{\pi}} \overline{P_{n}(\xi)}+\frac{1}{2 \pi i} \oint_{L_{1 / \delta}} \frac{H(z, \xi) d z}{[\phi(z)]^{n+1}} \\
& =\sqrt{\frac{n+1}{\pi}} \overline{P_{n}(\xi)}+\mathcal{O}\left(\delta^{n}\right) \tag{117}
\end{align*}
$$

To finish the proof, observe that with the notation $\bar{f}(z):=\overline{f(\bar{z})}$, (111) gives

$$
\varphi_{\xi}(\psi(t))=\frac{1}{\overline{\varphi_{\xi}(\psi(1 / \bar{t}))}}=\frac{1}{\overline{\varphi_{\xi}}(\bar{\psi}(1 / t))}, \quad r<|t|<1 / r,
$$

so that with $z=\psi(t), t \in \mathbb{T}_{1}$, we have

$$
\varphi_{\xi}^{\prime}(z) d z=\frac{\overline{\varphi_{\xi}^{\prime}}(\bar{\psi}(1 / t)) \overline{\psi^{\prime}}(1 / t)}{\left[\overline{\varphi_{\xi}(\psi(1 / \bar{t}))}\right]^{2}} \cdot \frac{d t}{t^{2}}=\frac{\overline{\varphi_{\xi}^{\prime}(z) \psi^{\prime}(t)}}{\left[\overline{\varphi_{\xi}(z)}\right]^{2}} \cdot \frac{i|d t|}{t} .
$$

Hence,

$$
\overline{\oint_{L} \frac{\varphi_{\xi}^{\prime}(z) d z}{[\phi(z)]^{n+1}}}=-\oint_{\mathbb{T}_{1}} \frac{\varphi_{\xi}^{\prime}(z)[\phi(z)]^{n+1} \psi^{\prime}(t) d t}{\varphi_{\xi}^{2}(z)}=-\oint_{L} \frac{\varphi_{\xi}^{\prime}(z)[\phi(z)]^{n+1} d z}{\varphi_{\xi}^{2}(z)}
$$

which together with (117) yields (96), because by (97), for any conformal map of $G$ onto $\mathbb{D}_{1}$, we have

$$
\frac{\varphi_{\xi}^{\prime}(\xi) \varphi_{\xi}^{\prime}(z)}{\varphi_{\xi}^{2}(z)}=\frac{\varphi^{\prime}(\xi) \varphi^{\prime}(z)}{[\varphi(z)-\varphi(\xi)]^{2}}
$$

The proof of Theorem III.2.1 is complete.

## III.4.2 Development of $\varphi(\psi(w))$ near $w_{k}$

This subsection is essentially a repetition of Subsection II.4.1, so we just state the facts the we will use later.

Let $\varphi$ be a conformal map of $G$ onto $\mathbb{D}_{1}$. Since $\varphi$ is conformal, $\varphi$ maps the curve $L_{\rho}$ onto a piecewise analytic curve lying inside the unit disk, with corners $\varphi\left(z_{1}\right), \ldots, \varphi\left(z_{s}\right)$, and exterior angle $\lambda_{k} \pi$ at $\varphi\left(z_{k}\right)$. The function $\varphi(\psi(w))$ maps the annulus $\{\rho<|w|<1\}$ onto those points of the unit disk that lie exterior to $\varphi\left(L_{\rho}\right)$. The function $\varphi(\psi(w))$ can be analytically continued by the reflection principle onto the entire logarithmic Riemann surface with branch point at $w_{k}$, being analytic for $w$ sufficiently close to $w_{k}$, say $0<\left|w-w_{k}\right|<\epsilon$, on any finite sector $\theta_{1} \leq \arg \left(w-w_{k}\right) \leq \theta_{2}$ of this Riemann surface, where $\epsilon$ depends, in general, on the sector. By the quoted result of Lehman ([13, Thm. 1]), $\varphi(\psi(w))$ has an asymptotic expansion about $w_{k}$ of the following form.

Set $y=w-w_{k}$. If $\lambda_{k}$ is irrational, then as $w \rightarrow w_{k}$ from any finite sector $\theta_{1} \leq \arg \left(w-w_{k}\right) \leq \theta_{2}$,

$$
\varphi(\psi(w))=\varphi\left(\psi\left(w_{k}\right)\right)+\sum_{i=0}^{\infty} \sum_{j=1}^{\infty} b_{i, j, 0}^{(k)} y^{i+j \lambda_{k}}, \quad b_{0,1,0}^{(k)} \neq 0
$$

if $\lambda_{k}=p / q$ is a fraction reduced to lowest terms, then

$$
\varphi(\psi(w))=\varphi\left(\psi\left(w_{k}\right)\right)+\sum_{i=0}^{\infty} \sum_{j=1}^{q} \sum_{m=0}^{\lfloor i / p\rfloor} b_{i, j, m}^{(k)} y^{i+j \lambda_{k}}(\log y)^{m}, \quad b_{0,1,0}^{(k)} \neq 0 .
$$

Hence, if $v>0$ is sufficiently small, say

$$
0<v<\left\{\begin{array}{cc}
\min \left\{\lambda_{k}, 1-\lambda_{k}\right\}, & \text { if } 0<\lambda_{k}<1, \\
2-\lambda_{k}, & \text { if } 1<\lambda_{k}<2,
\end{array}\right.
$$

then, as $w \rightarrow w_{k}$ from any finite sector $\theta_{1} \leq \arg \left(w-w_{k}\right) \leq \theta_{2}$,

$$
\begin{gather*}
\varphi(\psi(w))=\varphi\left(z_{k}\right)+A_{k} y^{\lambda_{k}}+b_{0,2,0}^{(k)} y^{2 \lambda_{k}}+\mathcal{O}\left(y^{2 \lambda_{k}+v}\right), \quad \text { if } 0<\lambda_{k}<1,  \tag{118}\\
\varphi(\psi(w))=\varphi\left(z_{k}\right)+A_{k} y^{\lambda_{k}}+b_{1,1,0}^{(k)} y^{1+\lambda_{k}}+b_{0,2,0}^{(k)} y^{2 \lambda_{k}}+\mathcal{O}\left(y^{2 \lambda_{k}+v}\right), \quad \text { if } 1<\lambda_{k}<2, \tag{119}
\end{gather*}
$$

where $A_{k}:=b_{0,1,0}^{(k)} \neq 0$.
If $0<\lambda_{k}<1$, then uniformly for $\xi$ on compact subsets of $G \backslash\left\{z_{k}\right\}$ as $w \rightarrow w_{k}$,

$$
\begin{align*}
\frac{1}{\varphi(\psi(w))-\varphi(\xi)}= & \frac{1}{\varphi\left(z_{k}\right)-\varphi(\xi)}-\frac{A_{k} y^{\lambda_{k}}}{\left[\varphi\left(z_{k}\right)-\varphi(\xi)\right]^{2}} \\
& -\frac{\left[b_{0,2,0}^{(k)}\left(\varphi\left(z_{k}\right)-\varphi(\xi)\right)-A_{k}^{2}\right] y^{2 \lambda_{k}}}{\left[\varphi\left(z_{k}\right)-\varphi(\xi)\right]^{3}}+\mathcal{O}\left(y^{2 \lambda_{k}+v}\right) . \tag{120}
\end{align*}
$$

If $1<\lambda_{k}<2$, then

$$
\begin{equation*}
\frac{1}{\varphi(\psi(w))-\varphi(\xi)}=\frac{1}{\varphi\left(z_{k}\right)-\varphi(\xi)}-\frac{A_{k} y^{\lambda_{k}}}{\left[\varphi\left(z_{k}\right)-\varphi(\xi)\right]^{2}}-\frac{b_{1,1,0}^{(k)} y^{1+\lambda_{k}}}{\left[\varphi\left(z_{k}\right)-\varphi(\xi)\right]^{2}}+\mathcal{O}\left(y^{2 \lambda_{k}}\right) \tag{121}
\end{equation*}
$$

Finally, for $\xi=z_{k}$,

$$
\frac{1}{\varphi(\psi(w))-\varphi\left(z_{k}\right)}= \begin{cases}\frac{1}{A_{k} y^{\lambda_{k}}}-\frac{b_{0,2,0}^{(k)}}{A_{k}^{2}}+\mathcal{O}\left(y^{v}\right), & 0<\lambda_{k}<1  \tag{122}\\ \frac{1}{A_{k} y^{\lambda_{k}}}-\frac{b_{1,1,0}^{(k)}}{A_{k}^{2} y^{\lambda_{k}-1}}+\mathcal{O}(1), & 1<\lambda_{k}<2\end{cases}
$$

## III.4.3 Auxiliary lemmas

Throughout the remaining of this chapter, $D_{w_{k}}$ will denote an element of some collection $\left\{D_{w_{k}}\right\}_{k=1}^{s}$ of pairwise disjoint small open disks such that $D_{w_{k}}$ is centered at $w_{k}$ and its boundary intersects $\mathbb{T}_{\rho}$ at the points $w_{k}^{+}=\rho e^{i\left(\theta_{k}+\epsilon_{k}\right)}, w_{k}^{-}=\rho e^{i\left(\theta_{k}-\epsilon_{k}\right)}$ for some $\epsilon_{k}>0$.

Let us define the half-open circular arcs

$$
\begin{aligned}
& {\left[w_{k}, w_{k}^{+}\right)^{\wedge}:=\left\{\rho e^{i \theta}: \theta_{k} \leq \theta<\theta_{k}+\epsilon_{k}\right\},} \\
& \left(w_{k}^{-}, w_{k}\right]^{\wedge}:=\left\{\rho e^{i \theta}: \theta_{k}-\epsilon_{k}<\theta \leq \theta_{k}\right\},
\end{aligned}
$$

together with their corresponding open sets

$$
D_{w_{k}}^{+}:=D_{w_{k}} \backslash\left[w_{k}, w_{k}^{+}\right)^{\wedge}, \quad D_{w_{k}}^{-}:=D_{w_{k}} \backslash\left(w_{k}^{-}, w_{k}\right]^{\wedge} .
$$

If $D_{w_{k}}$ is sufficiently small, then $\psi$ has analytic continuations $\psi_{+}, \psi_{-}$from $\Delta_{\rho}$ onto $D_{w_{k}}^{+}, D_{w_{k}}^{-}$, respectively, and $\psi_{ \pm}\left(D_{w_{k}}^{ \pm}\right) \subset G$. Hereafter, we assume that every element of a given collection $\left\{D_{w_{k}}\right\}_{k=1}^{s}$ has this property. Notice that $\varphi\left(\psi_{ \pm}(w)\right)$ is the analytic
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continuation of $\varphi(\psi(w))$ from $\Delta_{\rho}$ onto $D_{w_{k}}^{ \pm}$.
For every $0<\sigma<\rho$, we define $\sigma_{k}:=\sigma e^{i \theta_{k}}, 1 \leq k \leq s$, and the contour

$$
\Gamma_{\sigma}:=\mathbb{T}_{\sigma} \cup\left(\cup_{k=1}^{s}\left(\sigma_{k}, w_{k}\right]\right) .
$$

The exterior of the contour $\Gamma_{\sigma}$ is understood to be

$$
\operatorname{ext}\left(\Gamma_{\sigma}\right):=\Delta_{\sigma} \backslash\left(\cup_{k=1}^{s}\left[\sigma_{k}, w_{k}\right]\right) .
$$

Lemma III.4.1. Suppose $\epsilon>0, D_{w_{k}}$ and $\sigma_{k}$ are such that

$$
\overline{\psi_{ \pm}\left(D_{w_{k}}^{ \pm}\right)} \subset\left\{z:\left|z-z_{k}\right|<\epsilon\right\} \subset G, \quad \sigma_{k} \in D_{w_{k}} .
$$

Then

$$
\begin{aligned}
& \frac{1}{2 \pi i} \int_{\sigma_{k}}^{w_{k}}\left(\frac{t^{n}}{\varphi\left(\psi_{-}(t)\right)-\varphi(\xi)}-\frac{t^{n}}{\varphi\left(\psi_{+}(t)\right)-\varphi(\xi)}\right) d t \\
& =\frac{n!\rho^{n+\lambda_{k}+1}}{\Gamma\left(n+\lambda_{k}+2\right)}\left(\frac{A_{k} e^{i\left(n+\lambda_{k}+1\right) \theta_{k}}}{\Gamma\left(-\lambda_{k}\right)\left[\varphi(\xi)-\varphi\left(z_{k}\right)\right]^{2}}+r_{k, n}(\xi)\right),
\end{aligned}
$$

with $r_{k, n}(\xi)$ converging uniformly to zero on $G \cap\left\{\xi:\left|\xi-z_{k}\right| \geq \epsilon\right\}$ as $n \rightarrow \infty$ with the following rate:

$$
r_{k, n}(\xi)=\left\{\begin{array}{cc}
\mathcal{O}\left(n^{-\lambda_{k}}\right), & \text { if } 0<\lambda_{k}<1 \\
\mathcal{O}\left(n^{-1}\right), & \text { if } 1<\lambda_{k}<2
\end{array}\right.
$$

The constants involved in the $\mathcal{O}$ terms are independent of $\xi$, and the rate of convergence is exact when $0<\lambda_{k}<1, \lambda_{k} \neq 1 / 2$, provided that $\varphi(\xi) \neq \varphi\left(z_{k}\right)-A_{k}^{2} / b_{0,2,0}^{(k)}$, and when $1<\lambda_{k}<2$ provided that $b_{1,1,0}^{(k)} \neq 0$.

Proof. Let us denote by $\left(w-w_{k}\right)_{ \pm}^{\beta}$ the analytic continuation of $\left(w-w_{k}\right)^{\beta}$ onto the open set $D_{w_{k}}^{ \pm}$. For any $\beta>0$,

$$
\int_{\sigma_{k}}^{w_{k}}\left(t-w_{k}\right)_{ \pm}^{\beta} t^{n} d t=e^{\mp i \beta \pi} \int_{\sigma_{k}}^{w_{k}}\left(w_{k}-t\right)_{ \pm}^{\beta} t^{n} d t=e^{\mp i \beta \pi} w_{k}^{n+1+\beta} \int_{\sigma / \rho}^{1}(1-x)^{\beta} x^{n} d x
$$

and

$$
\begin{aligned}
\int_{\sigma / \rho}^{1}(1-x)^{\beta} x^{n} d x & =\int_{0}^{1}(1-x)^{\beta} x^{n} d x-\int_{0}^{\sigma / \rho}(1-x)^{\beta} x^{n} d x \\
& =\frac{\Gamma(\beta+1) \Gamma(n+1)}{\Gamma(n+\beta+2)}+\mathcal{O}\left(\frac{\sigma^{n}}{\rho^{n}}\right) \sim \frac{\Gamma(\beta+1)}{n^{\beta+1}} .
\end{aligned}
$$

Hence,

$$
\begin{equation*}
\int_{\sigma_{k}}^{w_{k}}\left(t-w_{k}\right)_{ \pm}^{\beta} t^{n} d t=\frac{e^{\mp i \beta \pi} w_{k}^{n+1+\beta} \Gamma(\beta+1) \Gamma(n+1)}{\Gamma(n+\beta+2)}+\mathcal{O}\left(\sigma^{n}\right), \tag{123}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{\sigma_{k}}^{w_{k}} \mathcal{O}\left(\left(t-w_{k}\right)_{ \pm}^{\beta} t^{n}\right) d t=\mathcal{O}\left(\int_{\sigma}^{\rho}(\rho-t)^{\beta} t^{n} d t\right)=\mathcal{O}\left(\frac{\rho^{n}}{n^{1+\beta}}\right) \tag{124}
\end{equation*}
$$

Therefore, we get from (120), (123) and (124) that

$$
\begin{aligned}
& \int_{\sigma_{k}}^{w_{k}}\left(\frac{t^{n}}{\varphi\left(\psi_{-}(t)\right)-\varphi(\xi)}-\frac{t^{n}}{\varphi\left(\psi_{+}(t)\right)-\varphi(\xi)}\right) d t \\
& =-\frac{A_{k}}{\left[\varphi(\xi)-\varphi\left(z_{k}\right)\right]^{2}} \cdot \frac{2 i \sin \left(\lambda_{k} \pi\right) w_{k}^{n+\lambda_{k}+1} \Gamma\left(\lambda_{k}+1\right) n!}{\Gamma\left(n+\lambda_{k}+2\right)} \\
& \quad-\frac{\left[b_{0,2,0}^{(k)}\left(\varphi\left(z_{k}\right)-\varphi(\xi)\right)-A_{k}^{2}\right] 2 i \sin \left(2 \lambda_{k} \pi\right) w_{k}^{n+2 \lambda_{k}+1} \Gamma\left(2 \lambda_{k}+1\right) n!}{\left[\varphi\left(z_{k}\right)-\varphi(\xi)\right]^{3} \Gamma\left(n+2 \lambda_{k}+2\right)}+\mathcal{O}\left(\frac{\rho^{n}}{n^{2 \lambda_{k}+v+1}}\right),
\end{aligned}
$$

so that, using the identity $\Gamma\left(-\lambda_{k}\right) \Gamma\left(\lambda_{k}+1\right)=-\pi / \sin \left(\lambda_{k} \pi\right)$, we finally get for $0<$ $\lambda_{k}<1$ (with the understanding $\Gamma\left(-2 \lambda_{k}\right)=\infty$ if $\left.\lambda_{k}=1 / 2\right)$ :

$$
\begin{align*}
& \frac{1}{2 \pi i} \int_{\sigma_{k}}^{w_{k}}\left(\frac{t^{n}}{\varphi\left(\psi_{-}(t)\right)-\varphi(\xi)}-\frac{t^{n}}{\varphi\left(\psi_{+}(t)\right)-\varphi(\xi)}\right) d t  \tag{125}\\
& =\frac{n!}{\Gamma\left(n+\lambda_{k}+2\right)}\left(\frac{A_{k} w_{k}^{n+\lambda_{k}+1}}{\Gamma\left(-\lambda_{k}\right)\left[\varphi(\xi)-\varphi\left(z_{k}\right)\right]^{2}}+\frac{\left[b_{0,2,0}^{(k)}\left(\varphi(\xi)-\varphi\left(z_{k}\right)\right)+A_{k}^{2}\right] w_{k}^{n+2 \lambda_{k}+1}}{\Gamma\left(-2 \lambda_{k}\right)\left[\varphi(\xi)-\varphi\left(z_{k}\right)\right]^{3} n^{\lambda_{k}}(1+o(1))}\right) .
\end{align*}
$$

Similarly, if $1<\lambda_{k}<2$, then we obtain from (121), (123) and (124) that

$$
\begin{align*}
& \frac{1}{2 \pi i} \int_{\sigma_{k}}^{w_{k}}\left(\frac{t^{n}}{\varphi\left(\psi_{-}(t)\right)-\varphi(\xi)}-\frac{t^{n}}{\varphi\left(\psi_{+}(t)\right)-\varphi(\xi)}\right) d t  \tag{126}\\
& =\frac{n!}{\Gamma\left(n+\lambda_{k}+2\right)}\left(\frac{A_{k} w_{k}^{n+\lambda_{k}+1}}{\Gamma\left(-\lambda_{k}\right)\left[\varphi\left(z_{k}\right)-\varphi(\xi)\right]^{2}}+\frac{b_{1,1,0}^{(k)} w_{k}^{n+\lambda_{k}+2}(1+o(1))}{\Gamma\left(-\lambda_{k}-1\right)\left[\varphi(\xi)-\varphi\left(z_{k}\right)\right]^{2} n}\right) .
\end{align*}
$$

The following lemma is just a reformulation of Lemma II.4.3 of Subsection II.4.2 (even simpler, since this time no $\lambda_{k} \in\{1,2\}$ ). Therefore, we omit its proof.

Lemma III.4.2. Let $E \subset\left(G \cap \bar{\Omega}_{\rho}\right) \backslash\left\{z_{1}, \ldots, z_{s}\right\}, F \subset G_{\rho}$ be two fixed compact sets. There exist $0<\epsilon<\operatorname{dist}\left(E \cup F,\left\{z_{1}, \ldots, z_{s}\right\}\right)$ and a collection $\left\{D_{w_{k}}\right\}_{k=1}^{s}$ such that for every contour $\Gamma_{\sigma}$ with $\sigma_{k} \in D_{w_{k}}, 1 \leq k \leq s$, the following statements hold simultaneously:
(a) for every corner $z_{k}$,

$$
\begin{equation*}
\overline{\psi_{ \pm}\left(D_{w_{k}}^{ \pm}\right)} \subset\left\{z:\left|z-z_{k}\right|<\epsilon\right\} \subset G, \quad z_{k} \notin \psi_{ \pm}\left(D_{w_{k}}^{ \pm}\right) \tag{127}
\end{equation*}
$$

(b) $\psi, \psi^{\prime}$ have analytic continuations from $\Delta_{\rho}$ onto $\operatorname{ext}\left(\Gamma_{\sigma}\right)$ with continuous boundary values on $\Gamma_{\sigma} \backslash\left\{z_{1}, \ldots, z_{s}\right\}$ when viewing each $\left[\sigma_{k}, w_{k}\right]$ as having two sides. Moreover, $\psi$ is one-to-one on $\bar{\Delta}_{\rho} \cup U$ for any open, connected component $U$ of

$$
\mathbb{D} \cap\left(\operatorname{ext}\left(\Gamma_{\sigma}\right) \backslash\left(\cup_{k=1}^{s} \bar{D}_{w_{k}}\right)\right)
$$

and $\psi\left(\overline{\operatorname{ext}\left(\Gamma_{\sigma}\right)}\right) \cap F=\emptyset$.

## III.4.4 Proof of Theorems III.2.2 and III.2.4

We shall prove Theorems III.2.2, III.2.2, and the statements in Remarks III.2.3, III.2.5 simultaneously.

Let $E \subset\left(G \cap \bar{\Omega}_{\rho}\right) \backslash\left\{z_{1}, \ldots, z_{s}\right\}, F \subset G_{\rho}$ be two fixed compact sets. Let $\rho<r<1$ be such that $E \subset \bar{G}_{r}$. Then, according to Theorem III.2.1, for $0<\eta<1-r$,

$$
\begin{equation*}
\sqrt{\pi(n+1)} P_{n}(\xi)=\frac{\varphi^{\prime}(\xi)}{2 \pi i} \oint_{\mathbb{T}_{1}} \frac{[\varphi(\psi(t))]^{\prime} t^{n+1} d t}{[\varphi(\psi(t))-\varphi(\xi)]^{2}}+\mathcal{O}\left(\rho^{n}(r+\eta)^{n}\right) \tag{128}
\end{equation*}
$$

uniformly in $\xi \in \bar{G}_{r} \supset E \cup F$ as $n \rightarrow \infty$.
Lemma III.4.2 allows us to choose $0<\epsilon<\operatorname{dist}\left(E \cup F,\left\{z_{1}, \ldots, z_{s}\right\}\right)$, a collection $\left\{D_{w_{k}}\right\}_{k=1}^{s}$ and a contour $\Gamma_{\sigma}$ with $\sigma_{k} \in D_{w_{k}}$ for all $1 \leq k \leq s$, for which all the statements listed in Lemma III.4.2 hold true.
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For each $1 \leq k \leq s$, let $\ell_{k} \subset D_{w_{k}}$ be a positively oriented closed simple path encircling the segment $\left(\sigma_{k}, w_{k}\right]$, whose only common point with $\mathbb{D}_{\sigma} \cup \Gamma_{\sigma}$ is $\sigma_{k}$. Define

$$
\Gamma_{\sigma}^{*}:=\mathbb{T}_{\sigma} \cup\left(\cup_{k=1}^{s} \ell_{k}\right), \quad \operatorname{ext}\left(\Gamma_{\sigma}^{*}\right):=\Delta_{\sigma} \backslash \cup_{k=1}^{s}\left(\ell_{k} \cup \operatorname{int}\left(\ell_{k}\right)\right) .
$$

Let $\xi \in E$. The function $\varphi(\psi(w))^{\prime} /[\varphi(\psi(w))-\varphi(\xi)]^{2}$ in the variable $w$ is analytic on $\mathbb{D}_{1} \cap \operatorname{ext}\left(\Gamma_{\sigma}^{*}\right) \backslash\{\phi(\xi)\}$, with a double pole at $\phi(\xi)$ and continuous boundary values on $\mathbb{T}_{1} \cup \Gamma_{\sigma}^{*}$. We choose a small circle $C_{\xi} \subset \mathbb{D}_{1} \cap \operatorname{ext}\left(\Gamma_{\sigma}^{*}\right)$ centered at $\phi(\xi)$ that lies on a neighborhood of $\phi(\xi)$ on which $\psi$ is univalent. Then, in the integral of (128), the circle $\mathbb{T}_{1}$ can be deformed without altering the value of the integral, to the positively oriented contour $\Gamma_{\sigma}^{*} \cup C_{\xi}$ to obtain

$$
\begin{align*}
\oint_{\mathbb{T}_{1}} \frac{[\varphi(\psi(t))]^{\prime} t^{n+1} d t}{[\varphi(\psi(t))-\varphi(\xi)]^{2}}= & \oint_{C_{\xi}} \frac{[\varphi(\psi(t))]^{\prime} t^{n+1} d t}{[\varphi(\psi(t))-\varphi(\xi)]^{2}}+\oint_{\mathbb{T}_{\sigma}} \frac{[\varphi(\psi(t))]^{\prime} t^{n+1} d t}{[\varphi(\psi(t))-\varphi(\xi)]^{2}} \\
& -\sum_{k=1}^{s} \oint_{\ell_{k}}\left(\frac{1}{\varphi(\psi(t))-\varphi(\xi)}\right)^{\prime} t^{n+1} d t . \tag{129}
\end{align*}
$$

Making the change of variables $t=\phi\left(\varphi^{-1}(v)\right)$ and applying the Cauchy integral formula we obtain

$$
\oint_{C_{\xi}} \frac{[\varphi(\psi(t))]^{\prime} t^{n+1} d t}{[\varphi(\psi(t))-\varphi(\xi)]^{2}}=\oint_{\varphi\left(\psi\left(C_{\xi}\right)\right)} \frac{\left[\phi\left(\varphi^{-1}(v)\right)\right]^{n+1} d v}{[v-\varphi(\xi)]^{2}}=\frac{2 \pi i(n+1)[\phi(\xi)]^{n} \phi^{\prime}(\xi)}{\varphi^{\prime}(\xi)},
$$

which combined with (129) yields

$$
\begin{align*}
\oint_{\mathbb{T}_{1}} \frac{[\varphi(\psi(t))]^{\prime} t^{n+1} d t}{[\varphi(\psi(t))-\varphi(\xi)]^{2}}= & \frac{2 \pi i(n+1)[\phi(\xi)]^{n} \phi^{\prime}(\xi)}{\varphi^{\prime}(\xi)}  \tag{130}\\
& -\sum_{k=1}^{s} \oint_{\ell_{k}}\left(\frac{1}{\varphi(\psi(t))-\varphi(\xi)}\right)^{\prime} t^{n+1} d t+\mathcal{O}\left(\sigma^{n}\right)
\end{align*}
$$

uniformly in $\xi \in E$ as $n \rightarrow \infty$.
Similarly, if $\xi \in F$, the function $\varphi(\psi(w))^{\prime} /[\varphi(\psi(w))-\varphi(\xi)]^{2}$ in the variable $w$ is analytic on $\mathbb{D}_{1} \cap \operatorname{ext}\left(\Gamma_{\sigma}^{*}\right)$ with continuous boundary values on $\mathbb{T}_{1} \cup \Gamma_{\sigma}^{*}$, and we get from (128) by deforming the path of integration from $\mathbb{T}_{1}$ to $\Gamma_{\sigma}^{*}$ that

$$
\begin{equation*}
\oint_{\mathbb{T}_{1}} \frac{[\varphi(\psi(t))]^{\prime} t^{n+1} d t}{[\varphi(\psi(t))-\varphi(\xi)]^{2}}=-\sum_{k=1}^{s} \oint_{\ell_{k}}\left(\frac{1}{\varphi(\psi(t))-\varphi(\xi)}\right)^{\prime} t^{n+1} d t+\mathcal{O}\left(\sigma^{n}\right), \tag{131}
\end{equation*}
$$

uniformly in $\xi \in F$ as $n \rightarrow \infty$.
We proceed to estimate the integrals under the $\Sigma$ sign in (130) and (131). Integrating by parts over $\ell_{k}$ we get

$$
\begin{align*}
& \oint_{\ell_{k}}\left(\frac{1}{\varphi(\psi(t))-\varphi(\xi)}\right)^{\prime} t^{n+1} d t \\
& =\frac{\sigma_{k}^{n+1}}{\varphi\left(\psi_{-}\left(\sigma_{k}\right)\right)-\varphi(\xi)}-\frac{\sigma_{k}^{n+1}}{\varphi\left(\psi_{+}\left(\sigma_{k}\right)\right)-\varphi(\xi)}-(n+1) \oint_{\ell_{k}} \frac{t^{n} d t}{\varphi(\psi(t))-\varphi(\xi)} \\
& =(n+1) \int_{\sigma_{k}}^{w_{k}}\left(\frac{t^{n}}{\varphi\left(\psi_{-}(t)\right)-\varphi(\xi)}-\frac{t^{n}}{\varphi\left(\psi_{+}(t)\right)-\varphi(\xi)}\right) d t+\mathcal{O}\left(\sigma^{n}\right), \tag{132}
\end{align*}
$$

uniformly in $\xi \in E \cup F$ as $n \rightarrow \infty$.

Thus, we get from (128), (130), (131), (132) and Lemma III.4.1 that, uniformly in $\xi \in F$ as $n \rightarrow \infty$,

$$
\begin{equation*}
\sqrt{\pi(n+1)} P_{n}(\xi)=\frac{(n+1)!\rho^{n+\lambda_{1}+1}}{\Gamma\left(n+\lambda_{1}+2\right)}\left(-\sum_{k=1}^{u} \frac{\varphi^{\prime}(\xi) A_{k} e^{i\left(n+\lambda_{1}+1\right) \theta_{k}}}{\Gamma\left(-\lambda_{1}\right)\left[\varphi(\xi)-\varphi\left(z_{k}\right)\right]^{2}}+o(1)\right) \tag{133}
\end{equation*}
$$

while, uniformly in $\xi \in E$ as $n \rightarrow \infty$,

$$
\begin{equation*}
P_{n}(\xi)=\sqrt{\frac{n+1}{\pi}} \phi^{\prime}(\xi)[\phi(\xi)]^{n}+\frac{\rho^{n+\lambda_{1}+1}}{n^{\lambda_{1}+1 / 2}}\left(-\frac{\varphi^{\prime}(\xi)}{\sqrt{\pi}} \sum_{k=1}^{u} \frac{A_{k} e^{i\left(n+\lambda_{1}+1\right) \theta_{k}}}{\Gamma\left(-\lambda_{1}\right)\left[\varphi(\xi)-\varphi\left(z_{k}\right)\right]^{2}}+o(1)\right) . \tag{134}
\end{equation*}
$$

So, Theorem III.2.2(a) follows from (134), while Theorem III.2.4 follows from (133). Indeed, from the more precise expressions provided by (125) and (126) for $r_{k, n}(\xi)$, we see that if $0<\lambda_{1}<1$, then the $o(1)$ term in (133) (which is $R_{n}(\cdot)$ in Theorem III.2.4) has the form (recall the convention $\Gamma(-1)=\infty$ )

$$
\begin{align*}
R_{n}(\xi)= & \frac{1}{n^{\lambda_{1}}}\left(-\sum_{k=1}^{u} \frac{\varphi^{\prime}(\xi)\left[b_{0,2,0}^{(k)}\left(\varphi(\xi)-\varphi\left(z_{k}\right)\right)+A_{k}^{2}\right] e^{i\left(n+2 \lambda_{1}+1\right) \theta_{k}}}{\Gamma\left(-2 \lambda_{1}\right)\left[\varphi(\xi)-\varphi\left(z_{k}\right)\right]^{3}}+o(1)\right) \\
& +\frac{1}{n^{\lambda_{u+1}-\lambda_{1}}}\left(-\sum_{\lambda_{k}=\lambda_{u+1}} \frac{\varphi^{\prime}(\xi) A_{k} e^{i\left(n+\lambda_{u+1}+1\right) \theta_{k}}}{\Gamma\left(-\lambda_{u+1}\right)\left[\varphi(\xi)-\varphi\left(z_{k}\right)\right]^{2}}+o(1)\right), \tag{135}
\end{align*}
$$

while if $1<\lambda_{1}<2$, then

$$
\begin{align*}
R_{n}(\xi)= & \frac{1}{n}\left(-\sum_{k=1}^{u} \frac{\varphi^{\prime}(\xi) b_{1,1,0}^{(k)} e^{i\left(n+\lambda_{1}+2\right) \theta_{k}}}{\Gamma\left(-\lambda_{1}-1\right)\left[\varphi(\xi)-\varphi\left(z_{k}\right)\right]^{2}}+o(1)\right) \\
& +\frac{1}{n^{\lambda_{u+1}-\lambda_{1}}}\left(-\sum_{\lambda_{k}=\lambda_{u+1}} \frac{\varphi^{\prime}(\xi) A_{k} e^{i\left(n+\lambda_{u+1}+1\right) \theta_{k}}}{\Gamma\left(-\lambda_{u+1}\right)\left[\varphi(\xi)-\varphi\left(z_{k}\right)\right]^{2}}+o(1)\right) . \tag{136}
\end{align*}
$$

Thus, the estimate for $R_{n}(\cdot)$ in equality (104) of Theorem III.2.4 follows directly from (135) and (136). Moreover, the statement of Remark III.2.5 is derived by an argument analogous to the one employed in Subsection II.4.3 to deduce Remark II.2.5(b) from (60) and (61).

It only remains to prove Theorem III.2.1(b). Let $z_{j}$ be a corner of $L_{\rho}$. Since $z_{j} \in \bar{G}_{r}$ for all $\rho<r<1$, we still get from (128) that as $n \rightarrow \infty$,

$$
\begin{aligned}
\sqrt{\pi(n+1)} P_{n}\left(z_{j}\right)= & -\frac{\varphi^{\prime}\left(z_{j}\right)}{2 \pi i} \sum_{k=1}^{s} \oint_{\ell_{k}}\left(\frac{1}{\varphi(\psi(t))-\varphi\left(z_{j}\right)}\right)^{\prime} t^{n+1} d t \\
& +\mathcal{O}\left(\sigma^{n}\right)+\mathcal{O}\left(\rho^{n}(r+\eta)^{n}\right)
\end{aligned}
$$

Integrating by parts over $\ell_{k}$ (just as we did to get (132)) yields

$$
\begin{equation*}
\oint_{\ell_{k}}\left(\frac{1}{\varphi(\psi(t))-\varphi\left(z_{j}\right)}\right)^{\prime} t^{n+1} d t=\mathcal{O}\left(\sigma^{n}\right)-(n+1) \oint_{\ell_{k}} \frac{t^{n} d t}{\varphi(\psi(t))-\varphi\left(z_{j}\right)} \tag{137}
\end{equation*}
$$

If $k \neq j$, this last integral can be taken over the two-sided segment $\left[\sigma_{k}, w_{k}\right]$ to get from Lemma III.4. 1 that for all $1 \leq k \leq s, k \neq j$,

$$
\begin{align*}
& \oint_{\ell_{k}}\left(\frac{1}{\varphi(\psi(t))-\varphi\left(z_{j}\right)}\right)^{\prime} t^{n+1} d t \\
& =(n+1) \int_{\sigma_{k}}^{w_{k}}\left(\frac{t^{n}}{\varphi\left(\psi_{-}(t)\right)-\varphi\left(z_{j}\right)}-\frac{t^{n}}{\varphi\left(\psi_{+}(t)\right)-\varphi\left(z_{j}\right)}\right) d t+\mathcal{O}\left(\sigma^{n}\right) \\
& =\frac{2 \pi i(n+1)!\rho^{n+\lambda_{k}+1}}{\Gamma\left(n+\lambda_{k}+2\right)}\left(\frac{A_{k} e^{i\left(n+\lambda_{k}+1\right) \theta_{k}}}{\Gamma\left(-\lambda_{k}\right)\left[\varphi\left(z_{j}\right)-\varphi\left(z_{k}\right)\right]^{2}}+o(1)\right) \tag{138}
\end{align*}
$$

If $0<\lambda_{j}<1$, we can deform directly $\ell_{j}$ to the two-sided segment $\left[\sigma_{k}, w_{k}\right]$ and get

$$
\begin{align*}
\oint_{\ell_{j}} \frac{t^{n} d t}{\varphi(\psi(t))-\varphi\left(z_{j}\right)}= & \int_{\sigma_{k}}^{w_{k}}\left(\frac{t^{n}}{\varphi\left(\psi_{+}(t)\right)-\varphi\left(z_{j}\right)}-\frac{t^{n}}{\varphi\left(\psi_{-}(t)\right)-\varphi\left(z_{j}\right)}\right) d t \\
= & \frac{1}{A_{j}}\left(\int_{\sigma_{k}}^{w_{k}}\left(t-w_{j}\right)_{+}^{-\lambda_{j}} t^{n} d t-\int_{\sigma_{k}}^{w_{k}}\left(t-w_{j}\right)_{-}^{-\lambda_{j}} t^{n} d t\right) \\
& +\int_{\sigma_{k}}^{w_{k}} \mathcal{O}\left(\left(t-w_{j}\right)_{+}^{v} t^{n}\right) d t-\int_{\sigma_{k}}^{w_{k}} \mathcal{O}\left(\left(t-w_{j}\right)_{-}^{v} t^{n}\right) d t \\
= & -\frac{2 i \sin \left(-\lambda_{j} \pi\right) \Gamma\left(1-\lambda_{j}\right) n!w_{j}^{n+1-\lambda_{j}}}{A_{j} \Gamma\left(n+2-\lambda_{j}\right)}+\mathcal{O}\left(\frac{\rho^{n}}{n^{1+v}}\right) \\
= & \frac{2 \pi i n!w_{j}^{n+1-\lambda_{j}}}{A_{j} \Gamma\left(\lambda_{j}\right) \Gamma\left(n+2-\lambda_{j}\right)}+\mathcal{O}\left(\frac{\rho^{n}}{n^{1+v}}\right) \tag{139}
\end{align*}
$$

while if $1<\lambda_{j}<2$, we need to integrate by parts one more time:

$$
\begin{align*}
\oint_{\ell_{j}} & \frac{t^{n} d t}{\varphi(\psi(t))-\varphi\left(z_{j}\right)} \\
= & \frac{1}{A_{j}} \oint_{\ell_{j}}\left(t-w_{j}\right)^{-\lambda_{j}} t^{n}+\int_{\sigma_{k}}^{w_{k}} \mathcal{O}\left(\left(t-w_{j}\right)_{+}^{1-\lambda_{j}} t^{n}\right) d t-\int_{\sigma_{k}}^{w_{k}} \mathcal{O}\left(\left(t-w_{j}\right)_{-}^{1-\lambda_{j}} t^{n}\right) d t \\
= & \frac{\sigma_{j}^{n}}{A_{j}\left(1-\lambda_{j}\right)}\left(\left(\sigma_{j}-w_{j}\right)_{-}^{1-\lambda_{j}}-\left(\sigma_{j}-w_{j}\right)_{+}^{1-\lambda_{j}}\right) \\
& -\frac{n}{A_{j}\left(1-\lambda_{j}\right)}\left(\int_{\sigma_{k}}^{w_{k}}\left(t-w_{j}\right)_{+}^{1-\lambda_{j}} t^{n-1} d t-\int_{\sigma_{k}}^{w_{k}}\left(t-w_{j}\right)_{-}^{1-\lambda_{j}} t^{n-1} d t\right)+\mathcal{O}\left(\frac{\rho^{n}}{n^{2-\lambda_{j}}}\right) \\
= & \frac{2 \pi i n!w_{j}^{n+1-\lambda_{j}}}{A_{j} \Gamma\left(\lambda_{j}\right) \Gamma\left(n+2-\lambda_{j}\right)}+\mathcal{O}\left(\frac{\rho^{n}}{n^{2-\lambda_{j}}}\right) . \tag{140}
\end{align*}
$$

Then, combining (137), (138), (139) and (140) we conclude that

$$
\begin{aligned}
\sqrt{\pi(n+1)} P_{n}\left(z_{j}\right)= & -\sum_{k \neq j}^{s} \frac{\rho^{n}}{n^{\lambda_{k}}}\left(\frac{A_{k} \varphi^{\prime}\left(z_{j}\right) e^{i\left(n+\lambda_{k}+1\right) \theta_{k}}}{\Gamma\left(-\lambda_{k}\right)\left[\varphi\left(z_{j}\right)-\varphi\left(z_{k}\right)\right]^{2}}+o(1)\right) \\
& \frac{\varphi^{\prime}\left(z_{j}\right)(n+1)!w_{j}^{n+1-\lambda_{j}}}{A_{j} \Gamma\left(\lambda_{j}\right) \Gamma\left(n+2-\lambda_{j}\right)}+\mathcal{O}\left(\frac{\rho^{n}}{n^{v}}\right)+\mathcal{O}\left(\sigma^{n}\right)+\mathcal{O}\left(\rho^{n}(r+\eta)^{n}\right),
\end{aligned}
$$

which together with (99) finishes the proof of Theorem III.2.2(b).

## CHAPTER IV

## POLYNOMIALS ORTHOGONAL OVER THE INTERIOR OF SOME SPECIAL LEMNISCATES

## IV. 1 Introduction and main result

We first recall part of the notation introduced in Section III.1.
Let $L$ be an analytic Jordan curve in $\mathbb{C}$. The interior and exterior domains of $L$ are denoted by $G$ and $\Omega$, respectively. For any $0 \leq r<\infty$,

$$
\mathbb{T}_{r}:=\{w:|w|=r\}, \quad \Delta_{r}:=\{w:|w|>r\}, \quad \mathbb{D}_{r}:=\{w:|w|<r\} .
$$

Let $\psi$ be that conformal map of $\Delta_{1}$ onto $\Omega$ such that $\psi(\infty)=\infty, \psi^{\prime}(\infty)>0$. Let $0 \leq \rho<1$ be the smallest number such that $\psi$ has an analytic and univalent continuation to $\Delta_{\rho}$. Define $\Omega_{\rho}:=\psi\left(\Delta_{\rho}\right), L_{\rho}:=\partial \Omega_{\rho}$ and $G_{\rho}:=\mathbb{C} \backslash \bar{\Omega}_{\rho}$.

In Section III. 3 we obtained some results on the location and distribution of the zeros of polynomials $\left\{P_{n}(z)\right\}_{n=0}^{\infty}$ that are orthonormal with respect to area measure over $G$ for the case when $L_{\rho}$ is a piecewise analytic Jordan curve without smooth corners or cusps. In particular, we saw that if $F$ is a compact set lying in the interior of $L_{\rho}$, then (Corollary III.3.1) $P_{n}(z)$ has at most a finite (independent of $n$ ) number of zeros in $F$ (counting multiplicities). Moreover (Corollary III.3.3), the sequence $\left\{\nu_{P_{n}}\right\}_{n=1}^{\infty}$ of normalized counting measures of the zeros of the $P_{n}$ 's converges in the weak $^{*}$-topology to the equilibrium measure of $L_{\rho}$.

The purpose of this chapter is to show that these statements do not necessarily hold if $L_{\rho}$ is a piecewise analytic curve such that $G_{\rho}$ is not connected (and therefore, $L_{\rho}$ is not a Jordan curve). We provide an example of a curve $L$ for which the zeros
of $P_{n}(z)$ remain fixed for all $n$ varying through a specific subsequence (say $n \in$ $\mathcal{N} \subset \mathbb{N}$ ), and so, the corresponding sequence of normalized zero counting measures $\left\{\nu_{P_{n}}\right\}_{n \in \mathcal{N}}$ converges in the weak*-topology to a discrete measure whose support is contained in $G_{\rho}$. However, the complementary subsequence $\left\{\nu_{P_{n}}\right\}_{n \notin \mathcal{N}}$ will converge to the equilibrium measure of $L_{\rho}$.

Let $K \in \mathbb{N} \backslash\{1\}$ and $r>1$ be two given numbers. Consider the lemniscate

$$
L:=\left\{z:\left|z^{K}-1\right|=r^{K}\right\} .
$$

It is easy to see that $L$ is an analytic Jordan curve for which $\rho=1 / r$ and

$$
L_{\rho}=\left\{z:\left|z^{K}-1\right|=1\right\} .
$$

Thus, $L_{\rho}$ is a piecewise analytic curve consisting of " $K$ congruent petals" (see Figure 14 below). Any two consecutive arcs of $L_{\rho}$ meet at 0 forming an exterior angle of value $\pi / K$. In particular, when $K=2, L_{\rho}$ is the Bernoulli lemniscate.

Notice that $G_{\rho}=\left\{z:\left|z^{K}-1\right|<1\right\}$ is not connected; it has $K$ connected components.

Theorem IV.1.1. Let $\left\{P_{n}\right\}_{n=0}^{\infty}$ be the sequence of polynomials orthonormal with respect to area measure over the interior $G=\left\{z:\left|z^{K}-1\right|<r^{K}\right\}$ of the lemniscate L. Then,
(a)

$$
\begin{equation*}
P_{K m+K-1}(z)=\sqrt{\frac{K(m+1)}{\pi}} r^{-K(m+1)} z^{K-1}\left(z^{K}-1\right)^{m}, \quad m \geq 0 \tag{141}
\end{equation*}
$$

(b) for all $0 \leq j<K-1$,
$\lim _{m \rightarrow \infty} \frac{(-1)^{m} r^{K m+j+1} P_{K m+j}(z)}{m^{(1+j-2 K) / K} \sqrt{(K m+j+1) / \pi}}=\frac{z^{j-K}}{\Gamma((1+j-K) / K)}\left[\frac{r^{K}-r^{-K}}{r^{K}-r^{-K}\left(1-z^{K}\right)}\right]^{(j+1) / K}$




Figure 14: Curves $L$ and $L_{\rho}$ for $K=2, K=3$ and $K=6$.
uniformly on compact subsets of $G_{\rho}=\left\{z:\left|z^{K}-1\right|<1\right\}$. In particular, for any compact set $F \subset G_{\rho}$, there is a number $N_{F} \in \mathbb{N}$ such that if $n>N_{F}$ and $n \neq$ $K-1 \bmod (K)$, then $P_{n}$ has no zeros on $F$.

Recall that the behavior of the polynomials $P_{n}(z)$ in $\Omega_{\rho}=\left\{z:\left|z^{K}-1\right|>1\right\}$ is already given by Carleman's formula (84).

Let $\omega_{K, 1}, \omega_{K, 2}, \ldots, \omega_{K, K}$ be the $K$ roots of the unit. We see from Theorem IV.1.1(a) that if $n=K m+K-1$, then $P_{n}(z)$ has a zero at 0 of multiplicity $K-1$ and a zero


Figure 15: Zeros of $P_{60}(z)$ for the lemniscate $L$ corresponding to $K=3$ and $r=1.4$. at each $\omega_{K, i}$ of multiplicity $m$, so that

$$
\nu_{P_{n}}=\frac{(K-1)}{n} \delta_{0}+\frac{m}{n} \sum_{i=1}^{K} \delta_{\omega_{K, i}} \quad n=K m+K-1, m \geq 0 .
$$

It follows that the subsequence $\left\{\nu_{P_{K m+K-1}}\right\}_{m=0}^{\infty}$ converges in the weak*-topology to the measure $\frac{1}{K} \sum_{i=1}^{K} \delta_{\omega_{K, i}}$.

On the other hand, Theorem IV.1.1(b) and Carleman's formula imply that every weak*-limit point of the subsequence $\left\{\nu_{P_{n}}\right\}_{n \neq K-1 \bmod (K)}$ must be supported on $L_{\rho}$ (see Figures 15 and 16), which forces said subsequence to converge in the weak*-topology to the equilibrium measure of $L_{\rho}$ (this assertion can be proven by using standard arguments of potential theory similar to those in the proof of Corollary III.3.3).

We prove Theorem IV.1.1 by expressing the polynomials $P_{n}$ in terms of orthogonal polynomials on the unit circle with respect to some particular weights that we specify


Figure 16: Zeros of $P_{120}(z)$ for the lemniscate $L$ corresponding to $K=6$ and $r=1.2$.
next. For fixed $0 \leq j \leq K-1$, consider the measure

$$
\left|r^{K} w+1\right|^{-2(K-1-j) / K}|d w|, \quad|w|=1
$$

on the unit circle $\mathbb{T}_{1}$, and let $S_{j, n}(w)$ be the $n$th monic orthogonal polynomial with respect to this measure; that is, they satisfy the defining properties

$$
\begin{gather*}
S_{j, n}(w)=w^{n}+\text { lower degree terms, } \quad n \geq 0, \\
\int_{\mathbb{T}_{1}} S_{j, n}(w) \overline{S_{j, m}(w)}\left|r^{K} w+1\right|^{-2(K-1-j) / K}|d w|=\delta_{n, m}, \quad n, m \geq 0 . \tag{142}
\end{gather*}
$$

Let $\gamma_{j, n}>0$ be such that $\gamma_{j, n} S_{j, n}$ is orthonormal. Then, we have

Proposition IV.1.2. For all $0 \leq j \leq K-1, m \geq 0$,

$$
\begin{equation*}
P_{K m+j}(z)=z^{j} Q_{j, m}(w), \quad w=\frac{z^{K}-1}{r^{K}}, \tag{143}
\end{equation*}
$$

where

$$
\begin{equation*}
Q_{j, m}(w):=\kappa_{j, m} r^{K m} \cdot \frac{S_{j, m+1}(w)-\frac{S_{j, m+1}\left(-r^{K}\right)}{S_{j, m}\left(-r^{K}\right)} S_{j, m}(w)}{w+r^{K}} \tag{144}
\end{equation*}
$$

and

$$
\begin{equation*}
\kappa_{j, m}:=\frac{\gamma_{j, m}}{r^{K m}} \sqrt{-\frac{2(K m+j+1) S_{j, m}\left(-r^{K}\right)}{r^{K} S_{j, m+1}\left(-r^{K}\right)}} \sim \frac{1}{r^{K m+j+1}} \sqrt{\frac{K m+j+1}{\pi}} . \tag{145}
\end{equation*}
$$

Hence, $\kappa_{j, m}$ is the leading coefficient of $P_{K m+j}$.

It is a well-known fact that the zeros of polynomials that are orthogonal on the unit circle have all their zeros lying in the open unit disk (see [31, Thm. 11.4.1]). Therefore, $S_{j, m}\left(-r^{K}\right) \neq 0$ and $Q_{j, m}(w)$ is well-defined by (144).

Now suppose that the proposition above is true. It is clear from (142) that

$$
\begin{equation*}
S_{K-1, m}(z)=z^{m}, \quad \gamma_{K-1, m}=1 / \sqrt{2 \pi}, \tag{146}
\end{equation*}
$$

and so Theorem IV.1.1(a) follows immediately from (143), (144) and (145).
Theorem IV.1.1(b) is a statement that only concerns points $z \in\left\{z:\left|z^{K}-1\right|<1\right\}$, and in (143) we have $w=\left(z^{K}-1\right) / r^{K}$. So that in order to prove part (b) of Theorem IV.1.1 from Proposition IV.1.2, it suffices to know the behavior as $m \rightarrow \infty$ of $\gamma_{j, m}$, $S_{j, m}\left(-r^{K}\right)$, and $S_{j, m}(w)$ in $|w|<r^{-K}$.

Now, by a well-known theorem of Szegő (see (153), (157) and the explanations in Section IV. 2 below),

$$
\begin{equation*}
\lim _{m \rightarrow \infty} \frac{\gamma_{j, m} S_{j, m}(w)}{w^{m}}=(2 \pi)^{-1 / 2}\left(r^{K}+w^{-1}\right)^{(K-j-1) / K}, \quad|w|>1, \tag{147}
\end{equation*}
$$

where the function in the right-hand side of (147) is positive at $w=\infty$.

In particular,

$$
\begin{equation*}
\lim _{m \rightarrow \infty} \frac{S_{j, m+1}\left(-r^{K}\right)}{S_{j, m}\left(-r^{K}\right)}=-r^{K}, \quad \lim _{m \rightarrow \infty} \gamma_{j, m}=\frac{r^{K-j-1}}{\sqrt{2 \pi}} \tag{148}
\end{equation*}
$$

The behavior of $S_{j, m}(w)$ in $|w|<r^{-K}$ when $0 \leq j<K-1$ is given by Theorem IV.2.1 of Section IV.2. Applying said theorem with $s=1, a_{1}=-1 / r^{K}, \lambda_{1}=$ $-(K-1-j) / K$ and $h \equiv 1$ we get

$$
\begin{equation*}
\lim _{m \rightarrow \infty}\left(-r^{K}\right)^{m+1} m^{1-\lambda_{1}} S_{j, m}(w)=-\frac{\left(1-r^{-2 K}\right)^{\lambda_{1}}}{\Gamma\left(\lambda_{1}\right)\left(1+r^{-K} w\right)^{\lambda_{1}}\left(w+r^{-K}\right)}, \tag{149}
\end{equation*}
$$

uniformly on compact subsets of $\left\{w:|w|<r^{-K}\right\}$.
Having (148) and (149) at hand, it is then very easy to deduce Theorem IV.1.1(b) from Proposition IV.1.2. We then pass to the proof of Proposition IV.1.2.

## IV.1. 1 Proof of Proposition IV.1.2

First, notice that because $L$ is invariant under a rotation of angle $2 \pi / K$ about the origin, if we set $G_{1}:=\{z \in G:-\pi / K \leq \arg (z) \leq \pi / K\}$, then for any two nonnegative integers $\ell$ and $s$

$$
\begin{align*}
\int_{G} z^{\ell} \bar{z}^{s} d x d y & =\left(\sum_{j=0}^{K-1} e^{2 \pi j(\ell-s) i / K}\right) \int_{G_{1}} z^{\ell} \bar{z}^{s} d x d y \\
& =\left\{\begin{array}{cl}
K \int_{G_{1}} z^{\ell} \bar{z}^{s} d x d y, & \text { if } \ell-s=0 \bmod (K), \\
0, & \text { otherwise } .
\end{array}\right. \tag{150}
\end{align*}
$$

Now, with $w=\left(z^{K}-1\right) / r^{K}, Q_{j, m}(w)$ is a polynomial in $z$ of exact degree $K m$ containing solely powers of $z^{K}$. By (150), $z^{j} Q_{j, m}$ is then orthogonal with respect to area measure on $G$ to all powers of the form $z^{K m^{\prime}+j^{\prime}}, 0 \leq m^{\prime} \leq m, 0 \leq j^{\prime}<j$.

If $L_{1}:=L \cap \partial G_{1}$, then
$L_{1}=\left\{z=\left(r^{K} w+1\right)^{1 / K}, w=e^{i \theta}:-\pi \leq \theta<\pi\right\} \quad$ with $\quad-\pi \leq \arg \left(r^{K} e^{i \theta}+1\right)<\pi$.

Applying Green's formula (see e.g., [20, Formula (106), p. 241]) we get for powers of the form $z^{K m^{\prime}+j}, 0 \leq m^{\prime} \leq m$,

$$
\begin{aligned}
& \int_{G} z^{j} Q_{j, m}\left(\frac{z^{K}-1}{r^{K}}\right) \overline{\kappa_{j, m} z^{K m^{\prime}+j}} d x d y \\
& =\frac{\kappa_{j, m} r^{K}}{2\left(K m^{\prime}+j+1\right)} \oint_{L} z^{j} Q_{j, m}\left(\frac{z^{K}-1}{r^{K}}\right) \overline{z^{K m^{\prime}+j+1}} d z \\
& =\frac{K \kappa_{j, m} r^{K}}{2\left(K m^{\prime}+j+1\right)} \oint_{L_{1}} z^{j} Q_{j, m}\left(\frac{z^{K}-1}{r^{K}}\right) \overline{z^{K m^{\prime}+j+1}} d z \\
& =\frac{\kappa_{j, m} r^{K}}{2\left(K m^{\prime}+j+1\right) i} \oint_{\mathbb{T}_{1}}\left(r^{K} w+1\right)^{j / K} Q_{j, m}(w) \frac{\overline{\left(r^{K} w+1\right)^{\left(K m^{\prime}+j+1\right) / K}} d w}{\left(r^{K} w+1\right)^{(K-1) / K}} \\
& =\frac{\kappa_{j, m} r^{K}}{2\left(K m^{\prime}+j+1\right)} \oint_{\mathbb{T}_{1}} Q_{j, m}(w) \overline{\left(r^{K} w+1\right)^{m^{\prime}}} \frac{\left|r^{K} w+1\right|^{2 j / K} \overline{\left(r^{K} w+1\right)^{1 / K}} w|d w|}{\left(r^{K} w+1\right)^{(K-1) / K}} \\
& =\frac{\kappa_{j, m} r^{K}}{2\left(K m^{\prime}+j+1\right)} \oint_{\mathbb{T}_{1}} Q_{j, m}(w) \overline{\left(r^{K} w+1\right)^{m^{\prime}}} \frac{\overline{\left(r^{K} w+1\right)} w|d w|}{\left|r^{K} w+1\right|^{2(K-j-1) / K}} \\
& =\frac{\kappa_{j, m}^{2} r^{K(m+1)}}{2\left(K m^{\prime}+j+1\right)} \oint_{\mathbb{T}_{1}}\left(S_{j, m+1}(w)-\frac{S_{j, m+1}\left(-r^{K}\right)}{S_{j, m}\left(-r^{K}\right)} S_{j, m}(w)\right) \frac{\overline{\left(r^{K} w+1\right)^{m^{\prime}}}|d w|}{\left|r^{K} w+1\right|^{2(K-j-1) / K}} \\
& =-\frac{\kappa_{j, m}^{2} r^{K(m+1)} S_{j, m+1}\left(-r^{K}\right)}{2\left(K m^{\prime}+j+1\right) S_{j, m}\left(-r^{K}\right)} \oint_{\mathbb{T}_{1}} S_{j, m}(w) \overline{\left(r^{K} w+1\right)^{m^{\prime}}} \frac{|d w|}{\left|r^{K} w+1\right|^{2(K-j-1) / K}} \\
& =\left\{\begin{array}{cl}
0, & \text { if } 0 \leq m^{\prime}<m, \\
-\frac{\kappa_{j, m}^{2} r^{K(2 m+1)} S_{j, m+1}\left(-r^{K}\right)}{2(K m+j+1) \gamma_{j, m}^{2} S_{j, m}\left(-r^{K}\right)}=1, & \text { if } m^{\prime}=m .
\end{array}\right.
\end{aligned}
$$

The proof is complete.

## IV. 2 Orthogonal polynomials on the unit circle

The theory of orthogonal polynomials on the unit circle is rather well-developed. An extensive account of the existing results can be found in the classical books [31], [4], [7], and more recently [27]. In this chapter we will restrict our attention to a special class of absolutely continuous orthogonality measures, and we will be concerned with the asymptotic behavior of the corresponding orthogonal polynomials.

Let $W(z) \geq 0$ be a measurable function (also called a "weight") defined on the unit circle $\mathbb{T}_{1}$, and such that

$$
0<\int_{\mathbb{T}_{1}} W(z)|d z|<\infty
$$

Under these conditions, there is a unique sequence of polynomials $\left\{s_{n}(z)\right\}_{n=0}^{\infty}$ with positive leading coefficients that are orthonormal with respect to the weight $W$ :

$$
\begin{gathered}
s_{n}(z)=\gamma_{n} z^{n}+\cdots, \quad \gamma_{n}>0, \quad n \geq 0 \\
\int_{\mathbb{T}_{1}} s_{n}(z) \overline{s_{m}(z)} W(z)|d z|=\delta_{n, m}, \quad n, m \geq 0
\end{gathered}
$$

One of the earliest results in the theory is a theorem proven by Szegő that gives the asymptotic behavior of the polynomials $s_{n}(z)$ in the exterior of the unit circle for a weight $W$ satisfying the so-called Szegő condition:

$$
\begin{equation*}
\int_{\mathbb{T}_{1}} \log W(z)|d z|>-\infty \tag{151}
\end{equation*}
$$

To state that theorem we need to introduce first the Szegő functions.

If $W$ satisfies (151), then the function

$$
\begin{equation*}
\exp \left(\frac{1}{4 \pi} \int_{\mathbb{T}_{1}} \log W(t) \frac{t+z}{t-z}|d t|\right) \tag{152}
\end{equation*}
$$

is well-defined for all $z \in \overline{\mathbb{C}} \backslash \mathbb{T}_{1}$. Its restriction to the unit disk $\mathbb{D}_{1}$ is the interior Szegő function for $W$ and we denote it by $D_{i}(z ; W)$ (see [31, Chap X, §10.2]). The restriction of the same function (152) to the exterior of the unit circle $\Delta_{1}$ is called the exterior Szegő function for $W$, and we denote it by $D_{e}(z ; W)$. These two functions are analytic in their respective domains and they are related by the equality

$$
D_{e}(z ; W)=\frac{1}{\overline{D_{i}(1 / \bar{z} ; W)}} .
$$

It is worth having in mind the multiplicative property of the Szegő functions: if $W, V$ are weights satisfying the Szegő condition, then

$$
D_{e}(z ; W V)=D_{e}(z ; W) D_{e}(z ; V), \quad D_{i}(z ; W V)=D_{i}(z ; W) D_{i}(z ; V) .
$$

Szegő proved that if $W$ satisfies (151), then

$$
\begin{equation*}
s_{n}(z)=(2 \pi)^{-1 / 2} z^{n} D_{e}(z ; W)(1+o(1)) \tag{153}
\end{equation*}
$$

uniformly on closed subsets of $\Delta_{1}$ as $n \rightarrow \infty$. Moreover, if $0 \leq \varrho \leq 1$ is the smallest number such that $D_{e}(z ; W)$ admits an analytic continuation to $\Delta_{\varrho}$, then (153) also holds uniformly on closed subsets of $\Delta_{\varrho}$.

If $S_{n}(z):=s_{n}(z) / \gamma_{n}$ is the $n$th monic orthogonal polynomial with respect to $W$, then it follows directly from (153) that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \sqrt{2 \pi} \gamma_{n}=D_{e}(\infty ; W)=D_{i}(0 ; W)^{-1} \tag{154}
\end{equation*}
$$

and

$$
\begin{equation*}
S_{n}(z)=z^{n} \frac{D_{e}(z ; W)}{D_{e}(\infty ; W)}(1+o(1)) \tag{155}
\end{equation*}
$$

uniformly on closed subsets of $\Delta_{\varrho}$ as $n \rightarrow \infty$.
We now restrict our attention to a special class of weights. Let $0<\varrho<1$ and let $a_{1}, a_{2}, \ldots, a_{s}$ be $s$ distinct complex numbers all lying on the circle $\mathbb{T}_{\varrho}$. Let $\lambda_{1} \geq \lambda_{2} \geq \cdots \geq \lambda_{s}$ be $s$ given numbers such that $\lambda_{k} \in \mathbb{R} \backslash\{0,-1,-2, \ldots\}$ for all $1 \leq k \leq s$. Consider a weight of the form

$$
\begin{equation*}
W(z):=\left(\prod_{k=1}^{s}\left|z-a_{k}\right|^{2 \lambda_{k}}\right) h(z), \quad z \in \mathbb{T}_{1} \tag{156}
\end{equation*}
$$

where $h(z)$ is an arbitrary strictly positive weight defined on $\mathbb{T}_{1}$ that coincides with an analytic function on some annular open neighborhood of $\mathbb{T}_{1}$. Further, we assume that the exterior Szegő function $D_{e}(z ; h)$ for $h$ is analytic on $|z| \geq \varrho$ and satisfies

$$
D_{e}\left(a_{k} ; h\right) \neq 0, \quad 1 \leq k \leq s .
$$

The exterior Szegő function $D_{e}(z)=D_{e}(z ; W)$ for $W$ has an analytic continuation to $\Delta_{\varrho}$ with a singularity at each $a_{k}, 1 \leq k \leq s$. Likewise, the interior Szegő function $D_{i}(z)=D_{i}(z ; W)$ is analytic on $\mathbb{D}_{1 / \varrho}$. Indeed, these functions are given by

$$
\begin{align*}
& D_{e}(z)=D_{e}(z ; h) \prod_{k=1}^{s}\left(\frac{z}{z-a_{k}}\right)^{\lambda_{k}}, \quad-\pi<\arg \left(\frac{z}{z-a_{k}}\right)<\pi, \quad z \in \Delta_{1},  \tag{157}\\
& D_{i}(z)=D_{i}(z ; h) \prod_{k=1}^{s}\left(1-\bar{a}_{k} z\right)^{\lambda_{k}}, \quad-\pi<\arg \left(1-\bar{a}_{k} z\right)<\pi, \quad z \in \mathbb{D}_{1} . \tag{158}
\end{align*}
$$

Values of $\lambda_{k} \in\{0,-1,-2, \ldots\}$ are purposely excluded because their corresponding factors $\left(z-a_{k}\right)^{\lambda_{k}}$ do not create a singularity (but a zero) for $D_{e}(z)$ at $a_{k}$, and therefore, these factors may be simply regarded as being part of the function $h(z)$.

Let $\left\{S_{n}\right\}_{n=0}^{\infty}$ be the sequence of monic orthogonal polynomials on $\mathbb{T}_{1}$ with respect
to $W$. Then the behavior of $S_{n}$ on $\Delta_{\varrho}$ is given by (155). An asymptotic representation for $S_{n}(z)$ holding for values of $z \in \mathbb{D}_{\varrho}$ has been recently given in [15, Thm. 3], but for the case when $\lambda_{k} \in \mathbb{N}, 1 \leq k \leq s$ (that is, when each $a_{k}$ is a polar singularity of $\left.D_{e}(z)\right)$.

The proof is based on the following integral representation given in the same paper [15, Formula (38), p. 12] ${ }^{1}$ : for any $\varrho<r<1$ fixed,

$$
\begin{equation*}
2 \pi i D_{i}(0)^{-1} D_{i}(z) S_{n}(z)=\oint_{\mathbb{T}_{1}} \frac{\mathcal{F}(t) t^{n} d t}{t-z}+\mathcal{O}\left(r^{3 n}\right) \tag{159}
\end{equation*}
$$

uniformly on compact subsets of $\mathbb{D}_{r}$ as $n \rightarrow \infty$, where

$$
\mathcal{F}(z):=D_{e}(z) D_{i}(z), \quad \varrho<|z|<1 / \varrho .
$$

We shall equally use (159) to find the behavior of $S_{n}(z)$ in $\mathbb{D}_{\varrho}$ for a weight $W$ as general as in (156). Our main motivation has been to be able to manage the polynomials orthogonal over the lemniscates considered in Section IV.1, where the problem of finding their asymptotic behavior was reduced to a similar one for orthogonal polynomials on the unit circle with respect to weights of the form $W(z)=\left|r^{K} z+1\right|^{-2(K-1-j) / K}$, with $r>1, K \in \mathbb{N} \backslash\{1\}, 0 \leq j \leq K$.

Define

$$
\begin{gathered}
\vartheta_{k}:=\arg \left(a_{k}\right), \quad 0 \leq \vartheta_{k}<2 \pi \\
\widehat{D}_{e}\left(a_{k}\right)=\lim _{z \rightarrow a_{k}} D_{e}(z) /\left(\frac{z}{z-a_{k}}\right)^{\lambda_{k}}, \quad 1 \leq k \leq s
\end{gathered}
$$

With the assumptions and notation above, we have

[^2]Theorem IV.2.1. Let $\left\{S_{n}\right\}_{n=0}^{\infty}$ be the sequence of monic orthogonal polynomials on $\mathbb{T}_{1}$ with respect to the weight in (156), and let $u \in\{1,2, \ldots, s\}$ be such that

$$
\lambda_{1}=\lambda_{2}=\cdots=\lambda_{u}>\lambda_{u+1} \geq \lambda_{u+2} \geq \cdots \geq \lambda_{s}
$$

Then,

$$
\begin{equation*}
\frac{\Gamma\left(\lambda_{1}\right) \Gamma\left(n+2-\lambda_{1}\right) S_{n}(z)}{\varrho^{n+1} \Gamma(n+1)}=\frac{D_{i}(0)}{D_{i}(z)} \sum_{k=1}^{u} \frac{D_{i}\left(a_{k}\right) \widehat{D}_{e}\left(a_{k}\right) e^{i(n+1) \vartheta_{k}}}{a_{k}-z}+R_{n}(z) \tag{160}
\end{equation*}
$$

with

$$
R_{n}(z)= \begin{cases}\mathcal{O}\left(\delta^{n}\right) & \text { if } \lambda_{1}=1 \text { and } u=s \\ \mathcal{O}\left(n^{-\left(\lambda_{1}-\lambda_{u+1}\right)}\right) & \text { if } \lambda_{1}=1 \text { but } u<s \\ \mathcal{O}\left(n^{-\min \left\{1, \lambda_{1}-\lambda_{u+1}\right\}}\right) & \text { if } \lambda_{1} \neq 1\end{cases}
$$

uniformly as $n \rightarrow \infty$ on any compact set $E \subset \mathbb{D}_{\varrho}$, where $0<\delta<1$ is a constant depending on $E$.

Proof of Theorem IV.2.1. Fix a compact set $E \subset \mathbb{D}_{\varrho}$ and take $r=\varrho^{1 / 2}$ in (159) to get that

$$
\begin{equation*}
2 \pi i D_{i}(0)^{-1} D_{i}(z) S_{n}(z)=\oint_{\mathbb{T}_{1}} \frac{\mathcal{F}(t) t^{n} d t}{t-z}+\mathcal{O}\left(\varrho^{3 n / 2}\right) \tag{161}
\end{equation*}
$$

uniformly in $z \in E$ as $n \rightarrow \infty$.
Fix a number $0<\sigma<\varrho$ such that $E \subset \mathbb{D}_{\sigma}$ and $D_{e}(z ; h)$ is analytic on $\{z:|z| \geq \sigma\}$. For each $1 \leq k \leq s$, put $\sigma_{k}:=\sigma e^{i \vartheta_{k}}$ and let $\ell_{k}$ be a simple, positively oriented contour contained in the annulus $\{z: \sigma \leq|z|<1\}$, containing the segment ( $\left.\sigma_{k}, a_{k}\right]$ in its interior domain, and such that $\ell_{k} \cap \mathbb{T}_{\sigma}=\left\{\sigma_{k}\right\}$. We assume that any two $\ell_{k}$ 's are disjoint. Define the positively oriented contour

$$
\Gamma_{\sigma}:=\mathbb{T}_{\sigma} \cup\left(\cup_{\lambda_{k}>0} \ell_{k}\right) \cup\left(\cup_{\lambda_{k}<0}\left[\sigma_{k}, a_{k}\right]\right) .
$$

The exterior $\operatorname{ext}\left(\Gamma_{\sigma}\right)$ of the contour $\Gamma_{\sigma}$ is understood to be

$$
\operatorname{ext}\left(\Gamma_{\sigma}\right):=\Delta_{\sigma} \backslash\left(\left(\cup_{\lambda_{k}>0} \overline{\operatorname{int}\left(\ell_{k}\right)}\right) \cup\left(\cup_{\lambda_{k}<0}\left(\sigma_{k}, a_{k}\right]\right)\right) .
$$

Recall that $\mathcal{F}(z)=D_{e}(z) D_{i}(z)$ where $D_{e}(z)$ and $D_{i}(z)$ are given by (157) and (158). Define

$$
\mathcal{F}_{k}(z):=\mathcal{F}(z) /\left(\frac{z}{z-a_{k}}\right)^{\lambda_{k}}, \quad 1 \leq k \leq s
$$

The function $\mathcal{F}(z)$ is analytic on $\mathbb{D}_{1 / \varrho} \cap \operatorname{ext}\left(\Gamma_{\sigma}\right)$. Moreover, $\mathcal{F}(z)$ is continuous up to $\Gamma_{\sigma}$ when viewing the segment $\left[\sigma_{k}, a_{k}\right]$ as having two sides.

Applying the Cauchy theorem, we can deform $\mathbb{T}_{1}$ into $\Gamma_{\sigma}$ so that the integral in (161) is expressed as an integral over the contour $\Gamma_{\sigma}$ :

$$
\begin{align*}
\oint_{\mathbb{T}_{1}} \frac{\mathcal{F}(t) t^{n}}{t-z} d t= & \oint_{\mathbb{T}_{\sigma}} \frac{\mathcal{F}(t) t^{n}}{t-z} d t+\sum_{\lambda_{k}>0} \oint_{\ell_{k}} \frac{\mathcal{F}(t) t^{n}}{t-z} d t \\
& +\sum_{\lambda_{k}<0}\left(e^{i 2 \pi \lambda_{k}}-1\right) \int_{\sigma_{k}}^{a_{k}} \frac{\mathcal{F}^{+}(t) t^{n}}{t-z} d t+\mathcal{O}\left(\varrho^{3 n / 2}\right), \tag{162}
\end{align*}
$$

where $\mathcal{F}^{+}$denotes the continuous extension of $\mathcal{F}$ to the left side of the segment $\left[\sigma_{k}, a_{k}\right]:$

$$
\mathcal{F}^{+}(t):=\lim _{\substack{z \rightarrow t \\ J_{\mathrm{m}}\left(z e^{-i v_{k}}\right)>0}} \mathcal{F}(z), \quad t \in\left[\sigma_{k}, a_{k}\right] .
$$

We need to estimate the integrals in (162). Since $|\mathcal{F}(t)|$ is bounded on $\mathbb{T}_{\sigma}$, we have

$$
\begin{equation*}
\int_{\mathbb{T}_{\sigma}} \frac{\mathcal{F}(t) t^{n}}{t-z} d t=\mathcal{O}\left(\sigma^{n}\right) \tag{163}
\end{equation*}
$$

uniformly in $z \in E$ as $n \rightarrow \infty$.
To estimate the other integrals, let us abbreviate by putting

$$
G_{k}(t, z):=\frac{\mathcal{F}_{k}(t) t^{\lambda_{k}}}{t-z}
$$

so that

$$
\begin{equation*}
\oint_{\ell_{k}} \frac{\mathcal{F}(t) t^{n}}{t-z} d t=\oint_{\ell_{k}}\left(\frac{t}{t-a_{k}}\right)^{\lambda_{k}} \frac{\mathcal{F}_{k}(t) t^{n}}{t-z} d t=\oint_{\ell_{k}}\left(t-a_{k}\right)^{-\lambda_{k}} G_{k}(t, z) t^{n} d t \tag{164}
\end{equation*}
$$

with $-\pi+\vartheta_{k}<\arg (t)<\vartheta_{k}+\pi,-\pi+\vartheta_{k}<\arg \left(t-a_{k}\right)<\pi+\vartheta_{k}$ for $t \in \ell_{k}$.
For any $p \in \mathbb{N} \cup\{0\}$, we have for $z \in E$ fixed (differentiating with respect to $t$ ),

$$
\begin{align*}
{\left[G_{k}(t, z) t^{n}\right]^{(p)} } & =\sum_{i=0}^{p}\binom{p}{i} G_{k}(t, z)^{(p-i)} t^{n-i} \prod_{v=1}^{i}(n+1-v)  \tag{165}\\
& =t^{n-p} \prod_{v=1}^{p}(n+1-v)\left(G_{k}(t, z)+\left\{\begin{array}{ll}
0, & \text { if } p=0 \\
\mathcal{O}(1 / n), & \text { if } p>0
\end{array}\right)=\mathcal{O}\left(n^{p} t^{n}\right)\right.
\end{align*}
$$

uniformly in $z \in E$ as $n \rightarrow \infty$.
Thus, if $\lambda_{k}>0$ is an integer, then by the Cauchy integral formula,

$$
\begin{align*}
\oint_{\ell_{k}}\left(t-a_{k}\right)^{-\lambda_{k}} G_{k}(t, z) t^{n} d t & =\left.\frac{2 \pi i}{\left(\lambda_{k}-1\right)!}\left[G_{k}(t, z) t^{n}\right]^{\left(\lambda_{k}-1\right)}\right|_{t=a_{k}}  \tag{166}\\
& =\frac{2 \pi i G_{k}\left(a_{k}, z\right) a_{k}^{n+1-\lambda_{k}} n!}{\left(\lambda_{k}-1\right)!\left(n+1-\lambda_{k}\right)!}+ \begin{cases}0, & \text { if } \lambda_{k}=1, \\
\mathcal{O}\left(\frac{\varrho^{n}}{n^{2-\lambda_{k}}}\right), & \text { if } \lambda_{k}>1 .\end{cases}
\end{align*}
$$

uniformly in $z \in E$ as $n \rightarrow \infty$.

Now, consider a $\lambda_{k}>0$ that is not an integer. Then, integration by parts yields

$$
\begin{align*}
& \oint_{\ell_{k}}\left(t-a_{k}\right)^{-\lambda_{k}} G_{k}(t, z) t^{n} d t \\
& =\left.\sum_{j=1}^{\left\lfloor\lambda_{k}\right\rfloor} \frac{(-1)^{j-1}\left[G_{k}(t, z) t^{n}\right]^{(j-1)}}{\left(t-a_{k}\right)^{\lambda_{k}-j} \prod_{i=1}^{j}\left(-\lambda_{k}+i\right)}\right|_{\substack{\arg \left(t-a_{k}\right) \rightarrow-\pi+\vartheta_{k}}} ^{\substack{t \rightarrow \sigma_{k} \\
\arg \left(t-a_{k}\right) \rightarrow \pi+\vartheta_{k}}} \\
& +\frac{(-1)^{\left\lfloor\lambda_{k}\right\rfloor}}{\prod_{i=1}^{\left\lfloor\lambda_{k}\right\rfloor}\left(-\lambda_{k}+i\right)} \oint_{\ell_{k}} \frac{\left[G_{k}(t, z) t^{n}\right]^{\left.\left(L \lambda_{k}\right\rfloor\right)} d t}{\left(t-a_{k}\right)^{\left\{\lambda_{k}\right\}}} \\
& =\sum_{j=1}^{\left\lfloor\lambda_{k}\right\rfloor} \mathcal{O}\left(n^{j-1} \sigma^{n}\right) \\
& +\frac{2 i e^{i \pi\left\{\lambda_{k}\right\}} \sin \left(\pi\left\{\lambda_{k}\right\}\right) \prod_{i=1}^{\left\lfloor\lambda_{k}\right\rfloor}(n+1-i)}{\prod_{i=0}^{\left\lfloor\lambda_{k}\right\rfloor-1}\left(\left\{\lambda_{k}\right\}+i\right)} \int_{\sigma_{k}}^{a_{k}} \frac{t^{n-\left\lfloor\lambda_{k}\right\rfloor}\left[G_{k}(t, z)+\mathcal{O}(1 / n)\right] d t}{\left(t-a_{k}\right)^{\left\{\lambda_{k}\right\}}} \\
& =\left[G_{k}\left(a_{k}, z\right)+\mathcal{O}(1 / n)\right] \cdot \frac{2 i \sin \left(\pi\left\{\lambda_{k}\right\}\right) \prod_{i=0}^{\left\lfloor\lambda_{k}\right\rfloor-1}\left(n+1-\left\lfloor\lambda_{k}\right\rfloor+i\right)}{\prod_{i=0}^{\left\lfloor\lambda_{k}\right\rfloor-1}\left(\left\{\lambda_{k}\right\}+i\right)} \int_{\sigma_{k}}^{a_{k}} \frac{t^{n-\left\lfloor\lambda_{k}\right\rfloor} d t}{\left(a_{k}-t\right)^{\left\{\lambda_{k}\right\}}} \\
& -\frac{2 i \sin \left(\pi\left\{\lambda_{k}\right\}\right) \prod_{i=0}^{\left\lfloor\lambda_{k}\right\rfloor-1}\left(n+1-\left\lfloor\lambda_{k}\right\rfloor+i\right)}{\prod_{i=0}^{\left\lfloor\lambda_{k}\right\rfloor-1}\left(\left\{\lambda_{k}\right\}+i\right)} \int_{\sigma_{k}}^{a_{k}}\left[G_{k}\left(a_{k}, z\right)-G_{k}(t, z)\right] \frac{t^{n-\left\lfloor\lambda_{k}\right\rfloor} d t}{\left(a_{k}-t\right)^{\left\{\lambda_{k}\right\}}} \\
& +\mathcal{O}\left(n^{\left\lfloor\lambda_{k}\right\rfloor-1} \sigma^{n}\right), \tag{167}
\end{align*}
$$

with $\arg \left(a_{k}-t\right)=\vartheta_{k}, t \in\left[\sigma_{k}, a_{k}\right]$.
Putting $G_{k}(t, z)=G_{k, 1}(t, z)+i G_{k, 2}(t, z)$, we see that for every $t \in\left[\sigma_{k}, a_{k}\right]$, there are $t_{1}, t_{2} \in\left[t, a_{k}\right]$ such that (again, derivatives taken with respect to $t$ )

$$
\begin{equation*}
G_{k}\left(a_{k}, z\right)-G_{k}(t, z)=\left[G_{k, 1}^{\prime}\left(t_{1}, z\right)+i G_{k, 2}^{\prime}\left(t_{2}, z\right)\right]\left(a_{k}-t\right) . \tag{168}
\end{equation*}
$$

Now

$$
\begin{equation*}
\int_{\sigma_{k}}^{a_{k}}\left(a_{k}-t\right)^{-\left\{\lambda_{k}\right\}} t^{n-\left\lfloor\lambda_{k}\right\rfloor} d t=a_{k}^{n+1-\lambda_{k}} \int_{\sigma / \varrho}^{1}(1-x)^{-\left\{\lambda_{k}\right\}} x^{n-\left\lfloor\lambda_{k}\right\rfloor} d x, \tag{169}
\end{equation*}
$$

and

$$
\begin{align*}
\int_{\sigma / \varrho}^{1}(1-x)^{-\left\{\lambda_{k}\right\}} x^{n-\left\lfloor\lambda_{k}\right\rfloor} d x & =\int_{0}^{1}(1-x)^{-\left\{\lambda_{k}\right\}} x^{n-\left\lfloor\lambda_{k}\right\rfloor} d x-\int_{0}^{\sigma / \varrho}(1-x)^{-\left\{\lambda_{k}\right\}} x^{n-\left\lfloor\lambda_{k}\right\rfloor} d x \\
& =\frac{\Gamma\left(1-\left\{\lambda_{k}\right\}\right) \Gamma\left(n+1-\left\lfloor\lambda_{k}\right\rfloor\right)}{\Gamma\left(n+2-\lambda_{k}\right)}+\mathcal{O}\left(\frac{\sigma^{n}}{\varrho^{n}}\right) \\
& \sim \frac{\Gamma\left(1-\left\{\lambda_{k}\right\}\right)}{n^{1-\left\{\lambda_{k}\right\}}} . \tag{170}
\end{align*}
$$

Thus, combining (167), (168), (169), (170) and taking into account at the same time the properties of the Gamma function

$$
\begin{gathered}
\Gamma\left(n+1-\left\lfloor\lambda_{k}\right\rfloor\right) \prod_{i=0}^{\left\lfloor\lambda_{k}\right\rfloor-1}\left(n+1-\left\lfloor\lambda_{k}\right\rfloor+i\right)=\Gamma(n+1), \\
\Gamma\left(\left\{\lambda_{k}\right\}\right) \Gamma\left(1-\left\{\lambda_{k}\right\}\right)=\frac{\pi}{\sin \left(\pi\left\{\lambda_{k}\right\}\right)}, \quad \Gamma\left(\left\{\lambda_{k}\right\}\right) \prod_{i=0}^{\left\lfloor\lambda_{k}\right\rfloor-1}\left(\left\{\lambda_{k}\right\}+i\right)=\Gamma\left(\lambda_{k}\right),
\end{gathered}
$$

we obtain that if $\lambda_{k}>0$ is not an integer, then

$$
\begin{equation*}
\oint_{\ell_{k}}\left(t-a_{k}\right)^{-\lambda_{k}} G_{k}(t, z) t^{n} d t=\frac{2 \pi i G_{k}\left(a_{k}, z\right) a_{k}^{n+1-\lambda_{k}} \Gamma(n+1)}{\Gamma\left(n+2-\lambda_{k}\right) \Gamma\left(\lambda_{k}\right)}+\mathcal{O}\left(\frac{\varrho^{n+1}}{n^{2-\lambda_{k}}}\right) \tag{171}
\end{equation*}
$$

uniformly in $z \in E$ as $n \rightarrow \infty$.
Similarly, we treat the case $\lambda_{k}<0$ not an integer.

$$
\begin{align*}
\left(e^{i 2 \pi \lambda_{k}}-1\right) \int_{\sigma_{k}}^{a_{k}} \frac{\mathcal{F}^{+}(t) t^{n}}{t-z} d t= & 2 i \sin \left(\pi \lambda_{k}\right) e^{i \pi \lambda_{k}} \int_{\sigma_{k}}^{a_{k}} \frac{\mathcal{F}_{k}(t)}{t-z}\left(\frac{t}{t-a_{k}}\right)^{\lambda_{k}} t^{n} d t \\
= & 2 i \sin \left(\pi \lambda_{k}\right) G_{k}\left(a_{k}, z\right) \int_{\sigma_{k}}^{a_{k}}\left(a_{k}-t\right)^{-\lambda_{k}} t^{n} d t \\
& -2 i \sin \left(\pi \lambda_{k}\right) \int_{\sigma_{k}}^{a_{k}}\left[G_{k}\left(a_{k}, z\right)-G_{k}(t, z)\right]\left(a_{k}-t\right)^{-\lambda_{k}} t^{n} d t \\
= & \frac{2 i G_{k}\left(a_{k}, z\right) a_{k}^{n+1-\lambda_{k}} \sin \left(\pi \lambda_{k}\right) \Gamma\left(1-\lambda_{k}\right) \Gamma(n+1)}{\Gamma\left(n+2-\lambda_{k}\right)} \\
& +\mathcal{O}\left(\frac{\varrho^{n}}{n^{2-\lambda_{k}}}\right) \\
= & \frac{2 \pi i G_{k}\left(a_{k}, z\right) a_{k}^{n+1-\lambda_{k}} \Gamma(n+1)}{\Gamma\left(n+2-\lambda_{k}\right) \Gamma\left(\lambda_{k}\right)}+\mathcal{O}\left(\frac{\varrho^{n+1}}{n^{2-\lambda_{k}}}\right) \tag{172}
\end{align*}
$$

Therefore, we get from (162), (163), (166), (171) and (172) that

$$
\begin{align*}
\frac{1}{2 \pi i} \int_{\mathbb{T}_{1}} \frac{\mathcal{F}(t) t^{n}}{t-z} d t= & \sum_{k=1}^{s} \frac{\varrho^{n+1} \Gamma(n+1) e^{i(n+1) \vartheta_{k}} \mathcal{F}_{k}\left(a_{k}\right)}{\Gamma\left(n+2-\lambda_{k}\right) \Gamma\left(\lambda_{k}\right)\left(a_{k}-z\right)} \\
& +\sum_{\lambda_{k} \neq 1} \mathcal{O}\left(\frac{\varrho^{n+1}}{n^{2-\lambda_{k}}}\right)+\mathcal{O}\left(\sigma^{n}\right)+\mathcal{O}\left(\varrho^{3 n / 2}\right), \tag{173}
\end{align*}
$$

uniformly in $z \in E$ as $n \rightarrow \infty$.
Recall that $1 \leq u \leq s$ is an integer such that

$$
\lambda_{1}=\lambda_{2}=\cdots=\lambda_{u}>\lambda_{u+1} \geq \lambda_{u+2} \geq \cdots \geq \lambda_{s} .
$$

From (173) we obtain the following relations: if $\lambda_{1}=1$ and $u=s$, then

$$
\begin{equation*}
\frac{\Gamma\left(n+2-\lambda_{1}\right) \Gamma\left(\lambda_{1}\right)}{2 \pi i \varrho^{n+1} \Gamma(n+1)} \int_{\mathbb{T}_{1}} \frac{\mathcal{F}(t) t^{n}}{t-z} d t=\sum_{k=1}^{u} \frac{e^{i(n+1) \vartheta_{k}} \mathcal{F}_{k}\left(a_{k}\right)}{a_{k}-z}+\mathcal{O}\left(\frac{\sigma^{n}}{\varrho^{n}}\right)+\mathcal{O}\left(\varrho^{n / 2}\right) \tag{174}
\end{equation*}
$$

If $\lambda_{1}=1$ but $u<s$, then

$$
\begin{equation*}
\frac{\Gamma\left(n+2-\lambda_{1}\right) \Gamma\left(\lambda_{1}\right)}{2 \pi i \varrho^{n+1} \Gamma(n+1)} \int_{\mathbb{T}_{1}} \frac{\mathcal{F}(t) t^{n}}{t-z} d t=\sum_{k=1}^{u} \frac{e^{i(n+1) \vartheta_{k}} \mathcal{F}_{k}\left(a_{k}\right)}{a_{k}-z}+\sum_{\lambda_{k} \neq 1} \mathcal{O}\left(\frac{1}{n^{\lambda_{1}-\lambda_{k}}}\right) \tag{175}
\end{equation*}
$$

If $\lambda_{1} \neq 1$, then

$$
\begin{equation*}
\frac{\Gamma\left(n+2-\lambda_{1}\right) \Gamma\left(\lambda_{1}\right)}{2 \pi i \varrho^{n+1} \Gamma(n+1)} \int_{\mathbb{T}_{1}} \frac{\mathcal{F}(t) t^{n}}{t-z} d t=\sum_{k=1}^{u} \frac{e^{i(n+1) \vartheta_{k}} \mathcal{F}_{k}\left(a_{k}\right)}{a_{k}-z}+\mathcal{O}\left(\frac{1}{n}\right)+\sum_{k=u+1}^{s} \mathcal{O}\left(\frac{1}{n^{\lambda_{1}-\lambda_{k}}}\right) . \tag{176}
\end{equation*}
$$

The theorem follows from (161) and relations (174), (175) and (176).

## CHAPTER V

## ZEROS OF POLYNOMIALS ORTHOGONAL OVER JORDAN REGIONS WITH WEIGHTS

## V. 1 Introduction

Let $G$ be the interior of a closed Jordan curve $L=\partial G$ in the complex plane, and let $m$ denote the two-dimensional Lebesgue measure. For a function $w: \mathbb{C} \rightarrow \mathbb{C}$, analytic and not identically zero on $G$ that satisfies the integrability condition

$$
\begin{equation*}
\int_{G}|w(z)|^{2} d m(z)<\infty \tag{177}
\end{equation*}
$$

we consider the space

$$
\begin{equation*}
\mathcal{B}_{w}^{2}(G):=\left\{f \text { analytic on } G: \int_{G}|f(z)|^{2}|w(z)|^{2} d m(z)<\infty\right\}, \tag{178}
\end{equation*}
$$

endowed with the inner product and corresponding norm

$$
\begin{equation*}
\langle f \mid g\rangle_{w}:=\int_{G} f(z) \overline{g(z)}|w(z)|^{2} d m(z), \quad\|f\|_{\mathcal{B}_{w}^{2}(G)}:=\sqrt{\langle f \mid f\rangle_{w}} . \tag{179}
\end{equation*}
$$

Let $\left\{P_{n}(z ; w)\right\}_{n=0}^{\infty}$ be the sequence of orthonormal polynomials with respect to the measure $\left.|w|^{2} d m\right|_{G}$. This is the sequence of polynomials,

$$
P_{n}(z ; w)=\kappa_{n}^{w} z^{n}+\cdots, \quad \kappa_{n}^{w}>0, \quad n=0,1,2, \ldots,
$$

that are orthonormal with respect to the inner product $\langle\cdot \mid \cdot\rangle_{w}$.
The aim of this chapter is to investigate the zero distribution of the sequence
of polynomials $\left\{P_{n}(z ; w)\right\}_{n=0}^{\infty}$. Namely, we address the following question: given a domain $G$ and a function $w$ as described above, where do the zeros of the $P_{n}$ 's accumulate as $n \rightarrow \infty$ ?

This question has been previously studied to some extent for the case when $w \equiv 1$ (see [17], [14]). In [14], the authors found that the zero distribution of the polynomials $P_{n}(z ; 1)$ is related to the analytic continuation properties of a conformal mapping $\varphi$ of $G$ onto the unit disk $\mathbb{D}$. For example, a simplified version of their main result (Thm. 2.1) is the following: if the mapping $\varphi$ has a singularity on the boundary $L$ of $G$, then every point of $L$ attracts zeros of the $P_{n}(z ; 1)$ 's.

If the map $\varphi$ can be analytically continued across the Jordan curve $L$, then either $L$ is analytic, or $L$ is a finite union of analytic arcs joining at corners having interior angles of the form $\pi / N, N \geq 2$ an integer.

If $L$ is analytic, then Carleman's formula (84) implies that the zeros of the $P_{n}(z ; 1)$ 's must accumulate on the compact set $\mathbb{C} \backslash \Omega_{\rho} \subset G$ (see Section III. 1 for definitions). In particular, if the interior $G_{\rho}$ of $\mathbb{C} \backslash \Omega_{\rho}$ is empty, then it is easy to see (e.g., applying Lemma V.4.3 of Section V. 4 below) that the sequence of normalized counting measures of the zeros of these polynomials converges in the weak*-topology to the equilibrium measure of the compact set $\partial \Omega_{\rho}$. Thus, the most interesting case is when $G_{\rho} \neq \emptyset$, which we have analyzed in Subsection III. 3 under the additional assumption that $\partial \Omega_{\rho}$ is a piecewise analytic curve without smooth corners or cusps. We have also seen with the example provided by the lemniscates in Chapter IV that different results should be expected according to whether or not $G_{\rho}$ is connected.

The existing results for the situation when $L$ is not analytic are limited to the analysis of some particular cases. It seems that in this case only the corners of $L$ attract zeros of the polynomials $P_{n}(z ; 1)$. For instance, in [17] the authors took $G$ to be either the interior of an equilateral triangle or the interior of a square. In both cases they showed that the zeros lie on (and are dense in) the segments joining the
center of $G$ with the vertices of the triangle/square. A similar result that we will discuss later was obtained in [14] for a lens-shaped domain bounded by two circular arcs.

The purpose of this chapter if to investigate what could happen if one introduces a weight $w$ like the one described at the beginning of this introduction. A key role in our investigation is played by the reproducing kernel of the space $\mathcal{B}_{w}^{2}(G)$, which is the unique function

$$
\begin{equation*}
K_{w}(z, \zeta): G \times G \rightarrow \mathbb{C} \tag{180}
\end{equation*}
$$

such that

$$
\begin{equation*}
K_{w}(\cdot, \zeta) \in \mathcal{B}_{w}^{2}(G) \quad \forall \zeta \in G, \quad \text { and } \quad f(\zeta)=\left\langle f \mid K_{w}(\cdot, \zeta)\right\rangle_{w} \quad \forall f \in \mathcal{B}_{w}^{2}(G) \tag{181}
\end{equation*}
$$

When $w$ is a function as described above, we find that the zero distribution of the $P_{n}(\cdot ; w)$ 's depends on the analytic continuation properties of the family of functions $\left\{K_{w}(\cdot, \zeta): \zeta \in G\right\}$. For example, Theorem V.2.1 of Section V. 2 below, which extends Thm. 2.1 of [14], can be roughly stated as follows:

If $w$ is such that the polynomials are dense in $\mathcal{B}_{w}^{2}(G)$, and if for some $\zeta \in G$, $K_{w}(\cdot, \zeta)$ has a singularity on the boundary $\partial G$ of $G$, then every point of $\partial G$ attracts zeros of the $P_{n}(z ; w)$ 's (a converse of this statement is valid in some sense as well).

The relevance of this result is strengthened by the fact that we have formulas that express $K_{w}(z, \zeta)$ in terms of the weight $w$ and a conformal mapping $\varphi$ of $G$ onto the unit disk $\mathbb{D}$, which help us to determine the singularities of $K_{w}(\cdot, \zeta)$, and in particular, whether or not this kernel has a singularity on $\partial G$. For instance, it is well-known that if $w(z) \neq 0$ for all $z \in G$, then (see [30], p. 37)

$$
K_{w}(z, \zeta)=\frac{\varphi^{\prime}(z) \overline{\varphi^{\prime}(\zeta)}}{\pi w(z) \overline{w(\zeta)}[1-\varphi(z) \overline{\varphi(\zeta)}]^{2}}
$$

It is clear from this formula that certain properties of $\varphi$ and $w$ will guarantee that $K_{w}(\cdot, \zeta)$ has a singularity on $\partial G$. Possibly the simplest is that $w$ has a zero at a point $z_{0} \in \partial G$ in a neighborhood of which $\left|\varphi^{\prime}\right|$ is bounded below.

Much more interesting is the situation when $w$ has zeros in $G$. In this paper we derive formulas for $K_{w}(z, \zeta)$ when the number of these zeros is finite. We use a well-known iterative procedure that, given a zero $a \in G$ of $w$, allows one to construct $K_{w}(z, \zeta)$ from the kernel corresponding to the weight $w(z) /(z-a)$ (see Proposition V.3.4). Applying this procedure we derive Lemma V.3.6 of Section V.3, which gives a representation of the kernel in terms of $w$ and $\varphi$. If the zeros of $w$ inside $G$ are simple, then a simple determinant representation for $K_{w}(z, \zeta)$ is given in Proposition V.3.5.

To gain insight into what can happen in the less transparent situation where $K_{w}(\cdot, \zeta)$ can be analytically continued across $\partial G$ for every $\zeta \in G$, we analyze in detail two specific cases. First, we let $G$ be the unit disk, and take $w$ to be meromorphic with no poles in $\bar{G}$. We prove that the zeros of the $P_{n}(z ; w)$ 's accumulate on a disk of radius $r \leq 1$, and each point of the boundary of this disk attracts zeros of the polynomials. The radius $r$ is determined by the zeros and the poles of $w$.

In the second case, $G$ is a domain bounded by two circular arcs that meet at $-i$ and $i$ with opening angle $\pi / N, N \in \mathbb{N}, N \geq 2$. The weight $w$ is taken to be an entire function. This case was studied in [14] for $N=2, w \equiv 1$, and it was shown that the zeros of Bergman polynomials for these lens-shaped domains accumulate on an arc $\Gamma$ that connects the vertices $-i, i$ (see Figure 17(a)). The same result is true for $N>2$.

For a general entire function $w$, we find that the zeros of the $P_{n}(\cdot ; w)$ 's accumulate on a compact set consisting of two subarcs of the same curve $\Gamma$ and a "bubble" connecting these two subarcs (see Figure 17(b)). This bubble is determined by the zeros of $w$, and each boundary point of it, as well as each point of the two subarcs, attracts zeros of the polynomials.

(a)

(b)

Figure 17: (a) Zeros accumulate on $\Gamma$ in unweighted case and (b) on bubble with subarcs of $\Gamma$ in weighted case for $w$ entire.

We remark that in both of the above cases one can consider more general functions $w$. As long as we are able to determine the singularity of $K_{w}(\cdot, \zeta)$ that is closest (in some sense) to $G$, our method of proof will yield similar results. For example, the same phenomenon is observed in the case of a lens if one considers meromorphic weights. However, we restrict ourselves to the case of $w$ entire for the sake of simplicity.

The rest of the chapter is organized as follows. In Section V. 2 we introduce some notation and present the main results. In Section V. 3 we establish the existence of the kernel function as well as some of its properties and formulas. In Section V. 4 we derive a basic relation between the orthogonal polynomials and the kernel function (Corollary V.4.2), and give (in Lemma V.4.3) the general argument that is employed in Section V. 5 to prove the zero distribution results.

The results of the present chapter have been published in [19] and were obtained in collaboration with Professors Edward B. Saff and Nikos S. Stylianopoulos.

## V. 2 Main results

Throughout this chapter, $(G, w)$ will denote a pair formed by a bounded Jordan domain $G$ and a function $w: \mathbb{C} \rightarrow \mathbb{C}$ that is analytic and not identically zero on $G$, and that satisfies (177). In each theorem, it will be clearly stated whether any other property of $G$ or $w$ is assumed, and $P_{n}(z):=P_{n}(z ; w)$ will denote the $n$-orthonormal polynomial with respect to the measure $\left.|w|^{2} d m\right|_{G}$ corresponding to the domain $G$ and weight $w$ so specified. The letter $\mathbb{D}$ will stand for the open unit disk and $\mathbb{D}_{r}$ for the open disk $\{z:|z|<r\}$.

For any $G$ under consideration,

$$
\begin{equation*}
\Phi: \overline{\mathbb{C}} \backslash \bar{G} \rightarrow \overline{\mathbb{C}} \backslash \overline{\mathbb{D}} \tag{182}
\end{equation*}
$$

will denote the exterior conformal map from $\overline{\mathbb{C}} \backslash \bar{G}$ onto $\overline{\mathbb{C}} \backslash \overline{\mathbb{D}}$, normalized so that $\Phi(\infty)=\infty$ and $\Phi^{\prime}(\infty)>0$. This map $\Phi$ can be naturally extended to a homeomorphism (also denoted by $\Phi$ ) between $L:=\partial G$ and the unit circle $\mathbb{T}:=\partial \mathbb{D}$. Then, the equilibrium measure $\mu_{L}$ of the compact set $L$ can be defined as the preimage by $\Phi$ of the normalized arclength measure $|d z| / 2 \pi$ on $\mathbb{T}$, that is,

$$
\mu_{L}(A):=\frac{1}{2 \pi} \int_{\Phi(A)}|d z|
$$

for any Borel set $A \subset L$. We refer the reader to [24] or [26] for the definition of the equilibrium measure of more general compact sets and also for the related notion of logarithmic capacity of a set $E$, which we denote by $\operatorname{cap}(E)$.

If $Q$ is a polynomial of degree $n$ with zeros $z_{1}, z_{2}, \ldots, z_{n}$ (listed according to multiplicity), the normalized counting measure of the zeros of $Q$ is denoted by $\nu_{Q}$ and
defined by

$$
\nu_{Q}:=\frac{1}{n} \sum_{k=1}^{n} \delta_{z_{k}}
$$

where $\delta_{z}$ denotes the unit mass at the point $z$.
We say that the sequence of Borel measures $\left\{\sigma_{n}\right\}$ converges in the weak*-sense to a measure $\sigma$, symbolically $\sigma_{n} \xrightarrow{*} \sigma$, if

$$
\lim _{n \rightarrow \infty} \int_{\overline{\mathbb{C}}} f d \sigma_{n}=\int_{\overline{\mathbb{C}}} f d \sigma
$$

for every function $f$ continuous on the extended complex plane $\overline{\mathbb{C}}$.
Recall that $K_{w}(z, \zeta)$, defined by (180) and (181), is the reproducing kernel of the space $\mathcal{B}_{w}^{2}(G)$ introduced in (178). The existence of this kernel, as well as some of its properties, will be established in Section V.3. With this notation, we have the following basic theorem:

Theorem V.2.1. For any $(G, w)$ as above, if
(a) there exists a subsequence $\mathcal{N} \subset \mathbb{N}$ such that

$$
\nu_{P_{n}} \xrightarrow{*} \mu_{L} \quad \text { as } \quad n \rightarrow \infty, n \in \mathcal{N},
$$

then
(b) there exists a point $\zeta \in G$ for which $K_{w}(\cdot, \zeta)$ has a singularity on the boundary $L$ of $G$.

Moreover, if $w$ is such that the polynomials are dense in $\mathcal{B}_{w}^{2}(G)$, then $(\mathbf{b}) \Rightarrow(\mathbf{a})$; that is, (a) and (b) are equivalent.

Remark V.2.2. There are several results giving conditions that ensure the completeness of the system of polynomials in Banach spaces of analytic functions on a domain $G$ whose norm is given by an integral over $G$ with respect to a weight function. For
example, see the survey [18] and the papers [8], [9], as well as the references therein. Here, we just mention that when $w$ is analytic in $\bar{G}$ (which is the case in Theorems V.2.3 and V.2.7 below), the polynomials are dense in $\mathcal{B}_{w}^{2}(G)$. This assertion is easy to verify with the help of Thm. 2 of [8].

We drop the subscript $w$ and write $K(z, \zeta)$ for the kernel corresponding to $w \equiv 1$, which is the so-called Bergman kernel function of $G$. For the practical determination of the singularities of $K_{w}(\cdot, \zeta)$, one can use formula (196) of Section V. 3 for a weight $w \neq 0$. When $w$ has finitely many zeros on $G$, the iterative procedure given in Proposition V.3.4 of Section V. 3 can be used to find $K_{w}(z, \zeta)$ in terms of the weight $w$ and a conformal map $\varphi$ of $G$ onto $\mathbb{D}$. Notice that in the Bergman case $w \equiv 1$, the possibility of continuing $K(\cdot, \zeta)$ analytically across $L$ is independent of $\zeta$ since, as easily follows from (196), $K(\cdot, \zeta)$ has a singularity on $L$ if and only if an interior conformal map $\varphi$ has a singularity on $L$.

We now consider the particular case in which the boundary of $G$ is as nice as possible, namely, the unit circle, and the weight $w$ is a meromorphic function.

Theorem V.2.3. Let $w \not \equiv 0$ be a meromorphic function in $\mathbb{C}$ that is analytic in $\overline{\mathbb{D}}$. Let

$$
\begin{aligned}
& \left\{a_{1}, \ldots, a_{\ell}\right\}=\text { set of zeros of } w \text { in } \mathbb{D} \\
& \left\{b_{1}, b_{2}, \ldots\right\}=\text { set of zeros of } w \text { in } \mathbb{C} \backslash \mathbb{D}, \\
& \left\{c_{1}, c_{2}, \ldots\right\}=\text { set of poles of } w
\end{aligned}
$$

and let

$$
\mathcal{A}:=\left\{\left|a_{i}\right|: 1 / \bar{a}_{i}=c_{j} \text { for some } j \text { and } \operatorname{mult}\left(c_{j}\right) \geq \operatorname{mult}\left(a_{i}\right)+1\right\},
$$

where $\operatorname{mult}\left(c_{j}\right)$ and mult $\left(a_{i}\right)$ denote the respective orders of the pole $c_{j}$ and the zero $a_{i}$. Set

$$
r:=\max \left(\left\{0,\left|a_{1}\right|, \ldots,\left|a_{\ell}\right|,\left|b_{1}\right|^{-1},\left|b_{2}\right|^{-1}, \ldots\right\} \backslash \mathcal{A}\right) .
$$

Then, for all but countably many $z \in \mathbb{D}$,

$$
\limsup _{n \rightarrow \infty}\left|P_{n}(z)\right|^{1 / n}=\left\{\begin{array}{c}
|z| \text { if }|z|>r  \tag{183}\\
r \text { if }|z| \leq r
\end{array}\right.
$$

which implies that:
(a) if $r=0$, then

$$
\nu_{P_{n}} \xrightarrow{*} \delta_{0} \quad \text { as } \quad n \rightarrow \infty,
$$

where $\delta_{0}$ denotes the unit point mass at 0 ;
(b) if $r>0$, then any measure that is a weak*-limit point of the sequence $\left\{\nu_{P_{n}}\right\}$ is supported in $\overline{\mathbb{D}}_{r}:=\{z:|z| \leq r\}$. Let $\mathcal{N} \subset \mathbb{N}$ be a subsequence (which indeed exists) such that the limsup in (183) is realized for some $z \in \mathbb{D}_{r}$. Then

$$
\nu_{P_{n}} \xrightarrow{*} \mu_{r} \quad \text { as } \quad n \rightarrow \infty, \quad n \in \mathcal{N},
$$

where $\mu_{r}:=|d z| / 2 \pi r$ is the normalized arclength measure on the circle $\mathbb{T}_{r}:=$ $\{z:|z|=r\}$.

Example V.2.4. Let $w(z):=(z-a)^{v} /(1-z \bar{a})^{\lambda}$, where $0<|a|<1$ and $v \geq 1$, $\lambda \geq 0$ are integers. Then, according to Theorem V.2.3, when $\lambda<v+1,\left\{\nu_{P_{n}}\right\}$ has at least a subsequence converging weakly* to $\mu_{|a|}$. However, if $\lambda \geq v+1$, the entire sequence $\left\{\nu_{P_{n}}\right\}$ converges weakly* to $\delta_{0}$. Figure 18 illustrates the case $\lambda=0, v=1$. Figure 19 illustrates the case $\lambda=2, v=1$. Another example is discussed after the proof of Theorem V.2.3 in Section V.5.


Figure 18: Zeros of $P_{n}, n=40(\diamond), 50(+), 60(\circ)$, for $G=\mathbb{D}$ and (a) $w(z)=z-1 / 2$, (b) $w(z)=z-3 / 2$, (c) $w(z)=z-1$.

Remark V.2.5. The ideas involved in the proof of Theorem V.2.3 can be applied to other functions $w$ not necessarily meromorphic. For example, the function

$$
w(z)=\prod_{i=1}^{\ell}\left(z-a_{i}\right) \prod_{j=1}^{m} e^{1 /\left(z-d_{j}\right)}, \quad a_{i} \in \mathbb{D}, \quad d_{j} \in \mathbb{C} \backslash \mathbb{D}
$$



Figure 19: Zeros of $P_{n}, n=10,15,20$, for $w(z)=\left(z-\frac{1}{2}\right) /(2-z)^{2}$ and $G=\mathbb{D}$.
has essential singularities at each $d_{j}$, and for this function the conclusions of Theorem V.2.3 hold with

$$
r:=\max \left(\left\{0,\left|a_{1}\right|, \ldots,\left|a_{\ell}\right|,\left|d_{1}\right|^{-1}, \ldots,\left|d_{m}\right|^{-1}\right\}\right) .
$$

Remark V.2.6. We note that a result similar to Theorem V.2.3 is known for orthogonal polynomials on the unit circle $\mathbb{T}$. Let $\psi_{n}$ be the $n$-th orthonormal polynomial with respect to a measure $\sigma$ in the Szegő class of $\mathbb{T}$, and let $0 \leq \rho \leq 1$ be the smallest number such that the reciprocal of the interior Szegő function for $\sigma^{\prime}$

$$
D\left(\sigma^{\prime}, z\right)^{-1}:=\exp \left\{-\frac{1}{4 \pi} \int_{0}^{2 \pi} \log \sigma^{\prime}(\theta) \frac{e^{i \theta}+z}{e^{i \theta}-z} d \theta\right\}
$$

is analytic in $\mathbb{D}_{1 / \rho}:=\{z:|z|<1 / \rho\}$. In [16] it was shown that for some subsequence $\mathcal{N} \subset \mathbb{N}$,

$$
\nu_{\psi_{n}} \xrightarrow{*} \mu_{\rho}, \quad \text { as } \quad n \rightarrow \infty, \quad n \in \mathcal{N},
$$

where $\mu_{\rho}$ is the arc-measure $|d z| / 2 \pi \rho$ on $\mathbb{T}_{\rho}$ if $\rho>0$, or $\mu_{\rho}=\delta_{0}$ if $\rho=0$. Hence, if $w(z)$ is as in Theorem V.2.3 then

$$
D\left(|w|^{2}, z\right)^{-1}=\frac{h(0)}{|h(0)| h(z)\left(1-z \bar{a}_{1}\right)^{v_{1}} \cdots\left(1-z \bar{a}_{\ell}\right)^{v_{\ell}}},
$$

where

$$
v_{i}=\operatorname{mult}\left(a_{i}\right) \text { and } h(z)=w(z) /\left[\left(z-a_{1}\right)^{v_{1}} \cdots\left(z-a_{\ell}\right)^{v_{\ell}}\right] .
$$

Thus

$$
\rho=\max \left(\left\{0,\left|a_{1}\right|, \ldots,\left|a_{\ell}\right|,\left|b_{1}\right|^{-1},\left|b_{2}\right|^{-1}, \ldots\right\} \backslash \mathcal{A}^{*}\right)
$$

where

$$
\mathcal{A}^{*}:=\left\{\left|a_{i}\right|: 1 / \bar{a}_{i}=c_{j} \text { for some } j \text { and } \operatorname{mult}\left(c_{j}\right) \geq \operatorname{mult}\left(a_{i}\right)\right\} .
$$

So, if $w$ is as in Theorem V.2.3, the zeros of the $\psi_{n}$ 's and the zeros of the $P_{n}$ 's accumulate on the same circle, except possibly when $\mathcal{A} \neq \mathcal{A}^{*}$. Indeed, for $w(z)=$ $(z-1 / 2) /(2-z)$ the Szegő polynomials have all zeros at the origin (since $|w(z)| \equiv 2$ for $|z|=1$ ), while the weighted Bergman polynomials have zeros accumulating on $|z|=1 / 2$.

We now consider a special class of domains bounded by a piecewise analytic Jordan curve. Let $N \geq 2$ be a natural number and let $G$ be a lens-shaped domain whose boundary $L$ consists of two circular $\operatorname{arcs} L_{\alpha}$ and $L_{\beta}\left(L_{\alpha}\right.$ being to the left of $L_{\beta}$ ) meeting at $i$ and $-i$ with opening angle $\pi / N$. Let $\alpha$ and $\beta$ be the angles formed by $L_{\alpha}$ and $L_{\beta}$ with the segment $[-i, i]$, respectively. Notice that $L_{\alpha}$ and $L_{\beta}$ are arcs of circles centered, respectively, at $a:=\cot \alpha, b:=-\cot \beta$, with corresponding radii $\rho_{\alpha}:=1 / \sin \alpha, \rho_{\beta}:=1 / \sin \beta$. In the limit case when either $\alpha$ or $\beta=0$, one of these circles becomes the imaginary axis.

For any point $z \in \bar{G}$, let

$$
\begin{equation*}
z_{\alpha}=\frac{a \bar{z}+1}{\bar{z}-a}, \quad z_{\beta}=\frac{b \bar{z}+1}{\bar{z}-b} \tag{184}
\end{equation*}
$$

be the reflections of $z$ with respect to $L_{\alpha}$ and $L_{\beta}$, respectively. The following facts are stated without proof, since they can be obtained by using the method employed for $N=2$ in Section 4 of [14].

The set

$$
\begin{equation*}
\Gamma:=\left\{z \in \bar{G}:\left|\Phi\left(z_{\alpha}\right)\right|=\left|\Phi\left(z_{\beta}\right)\right|\right\} . \tag{185}
\end{equation*}
$$

is an analytic Jordan arc that lies on $G$, except for its two endpoints $i,-i$. Define

$$
G_{\alpha}:=\operatorname{int}\left(L_{\alpha} \cup \Gamma\right), \quad G_{\beta}:=\operatorname{int}\left(L_{\beta} \cup \Gamma\right) .
$$

Then, by the reflection principle, the function

$$
\widehat{\Phi}(z):=\left\{\begin{array}{cl}
\Phi(z) & \text { if } z \in \overline{\mathbb{C}} \backslash G  \tag{186}\\
1 / \overline{\Phi\left(z_{\alpha}\right)} & \text { if } z \in G_{\alpha} \cup \Gamma \\
1 / \overline{\Phi\left(z_{\beta}\right)} & \text { if } z \in G_{\beta}
\end{array}\right.
$$

is analytic in $\mathbb{C} \backslash \Gamma$, and $|\widehat{\Phi}|$ is continuous in $\overline{\mathbb{C}}$. If $p_{\Gamma}:=\Gamma \cap\{\mathfrak{I m} z=0\}$ is the midpoint of $\Gamma$, then

$$
\begin{equation*}
0<R_{\Gamma}:=\left|\widehat{\Phi}\left(p_{\Gamma}\right)\right|<|\widehat{\Phi}(z)| \quad \forall z \neq p_{\Gamma} . \tag{187}
\end{equation*}
$$

For any $R_{\Gamma} \leq r<\infty$, consider the level set

$$
\begin{equation*}
\gamma_{r}:=\{z:|\widehat{\Phi}(z)|=r\} . \tag{188}
\end{equation*}
$$

When $R_{\Gamma}<r<1, \gamma_{r}$ is a Jordan curve that intersects $\Gamma$ at two conjugate points, and it is such that $\gamma_{r} \backslash \Gamma$ consists of two analytic simple arcs, one contained in $G_{\alpha}$,


Figure 20: Curves $\Gamma$ and $\gamma_{r}$ for $N=2, \alpha=\pi / 8, r=5 / 7$. Here, $R_{\Gamma} \approx 0.58731$.
the other in $G_{\beta}$. Notice that $\gamma_{R_{\Gamma}}=\left\{p_{\Gamma}\right\}, \gamma_{1}=L$, and that for $r>1, \gamma_{r}$ is a standard level curve of the exterior mapping $\Phi$ (see Figure 20 above).

Theorem V.2.7. Let $G$ be a lens-shaped domain with opening angle $\pi / N$, and let $w \not \equiv 0$ be an entire function. Let $\left\{a_{1}, \ldots, a_{\ell}\right\}$ and $\left\{b_{1}, b_{2}, \ldots\right\}$ be the sets of zeros of $w$ in $G$ and $\mathbb{C} \backslash G$, respectively, and define $r$ as the largest number of the set

$$
\left\{R_{\Gamma},\left|\widehat{\Phi}\left(a_{1}\right)\right|, \ldots,\left|\widehat{\Phi}\left(a_{\ell}\right)\right|\right\} \cup\left\{\left|\widehat{\Phi}\left(b_{k}\right)\right|^{-1}: b_{k} \notin\{-i, i\} \quad \text { or } \operatorname{mult}\left(b_{k}\right)>N-1\right\} .
$$

Then, for all but countably many $z \in G$,

$$
\limsup _{n \rightarrow \infty}\left|P_{n}(z)\right|^{1 / n}=\left\{\begin{array}{c}
|\widehat{\Phi}(z)| \text { if } z \in \operatorname{ext}\left(\gamma_{r}\right)  \tag{189}\\
r \quad \text { if } z \in \gamma_{r} \cup \operatorname{int}\left(\gamma_{r}\right)
\end{array},\right.
$$

which implies that any weak*-limit point $\sigma$ of the measures $\nu_{P_{n}}$ is supported in $\Gamma \cup$ $\gamma_{r} \cup \operatorname{int}\left(\gamma_{r}\right)$, and every point of $\Gamma \backslash \operatorname{int}\left(\gamma_{r}\right)$ belongs to $\operatorname{supp}(\sigma)$. Moreover, there is a measure $\mu_{r}$ whose support coincides with $\left(\Gamma \cup \gamma_{r}\right) \backslash \operatorname{int}\left(\gamma_{r}\right)$ such that
(a) if $r=R_{\Gamma}$ (i.e. if $\left.\gamma_{r}=\left\{p_{\Gamma}\right\}\right)$, then $\nu_{P_{n}} \xrightarrow{*} \mu_{r}$ as $n \rightarrow \infty$;


Figure 21: Zeros of $P_{n}, n=40,50,60$, for lens parameters $N=2, \alpha=0$, and (a) $w(z)=z-1$, (b) $w(z)=(z-i)^{2}$.
(b) if $r>R_{\Gamma}$ and for some $z \in \operatorname{int}\left(\gamma_{r}\right)$ the limsup in (189) is realized through a subsequence $\mathcal{N} \subset \mathbb{N}$, then

$$
\nu_{P_{n}} \xrightarrow{*} \mu_{r} \quad \text { as } \quad n \rightarrow \infty, \quad n \in \mathcal{N} .
$$

It is of help to discuss Theorem V.2.7 for the simplest case when $w(z)=(z-a)^{v}$, $v \in \mathbb{N}$, has a zero in a single point. If $a \in L \backslash\{-i, i\}$, or $a \in\{-i, i\}$ and $v>N-1$, we see that $\gamma_{r}$ coincides with the boundary $L$ of $G$, and every point of $L$ attracts zeros of the $P_{n}$ 's (see Figure 21 above). If $a \in\{-i, i\}$ but $v \leq N-1$, or $a \in \mathbb{C} \backslash \bar{G}$ is sufficiently far from the lens (in the sense $|\Phi(a)| \geq 1 / R_{\Gamma}$ ), or $a$ coincides with the midpoint $p_{\Gamma}$ of $\Gamma$, then $\gamma_{r}$ shrinks to the point $p_{\Gamma}$ and the zeros of the $P_{n}$ 's accumulate on the whole of $\Gamma$ (see Figure 22 below). If none of these things happens, then a "proper" bubble bounded by $\gamma_{r}$ and joining two subarcs of $\Gamma$ is formed, and every point of $\gamma_{r}$, as well as of the subarcs, attracts zeros of the polynomials (see Figure 23 below).

From the proof of Theorem V.2.7 one can see that the measure $\mu_{r}$ in that theorem can be characterized in different ways. For example, if $\mu_{R_{\Gamma}}$ is the limiting measure


Figure 22: Zeros of $P_{n}, n=40,50,60$, for lens parameters $N=2, \alpha=0$, and (a) $w(z)=z-4$, (b) $w(z)=z-i$.
corresponding to the value $r=R_{\Gamma}$, which is supported on $\Gamma$, then for any other $R_{\Gamma}<r \leq 1, \mu_{r}$ is the measure supported on $\left(\Gamma \cup \gamma_{r}\right) \backslash \operatorname{int}\left(\gamma_{r}\right)$ that coincides with $\mu_{R_{\Gamma}}$ on the two subarcs $\Gamma \backslash \operatorname{int}\left(\gamma_{r}\right)$, and that equals the balayage of the restriction of $\mu_{R_{\Gamma}}$ to $\Gamma \cap \operatorname{int}\left(\gamma_{r}\right)$ onto $\gamma_{r}$. Alternatively, $\mu_{r}$ can also be characterized as the unique measure whose logarithmic potential $U^{\mu_{r}}$ is

$$
U^{\mu_{r}}(z)= \begin{cases}-\log |\operatorname{cap}(L) \widehat{\Phi}(z)|, & \text { if } z \in \operatorname{ext}\left(\gamma_{r}\right)  \tag{190}\\ -\log [\operatorname{cap}(L) r], & \text { if } z \in \gamma_{r} \cup \operatorname{int}\left(\gamma_{r}\right) .\end{cases}
$$

## V. 3 The reproducing kernel $K_{w}(z, \zeta)$

For any $(G, w)$, we have introduced in (178) and (179) the space $\mathcal{B}_{w}^{2}(G)$ together with its inner product $\langle\cdot \mid \cdot\rangle_{w}$ and norm $\|\cdot\|_{\mathcal{L}_{w}^{2}(G)}$. When $w \equiv 1$, we simply write $\mathcal{L}^{2}(G)$. Although the notation $(G, w)$ assumes that $L=\partial G$ is a Jordan curve, all the results stated in this section are also valid for any bounded simply-connected domain $G$.


Figure 23: Zeros of $P_{n}, n=40,50,60$, for lens parameters $N=2, \alpha=0$, and (a) $w(z)=(z-1.2)^{2}$, (b) $w(z)=z-0.4$.

Here, we establish the existence of the kernel function $K_{w}(z, \zeta)$, state some of its basic properties, and give some formulas for it.

Lemma V.3.1. Let $z \in G$ be such that $w(z) \neq 0$. Then, for every $f \in \mathcal{B}_{w}^{2}(G)$ we have

$$
\begin{equation*}
|f(z)| \leq \frac{\|f\|_{\mathcal{B}_{w}^{2}(G)}}{\sqrt{\pi}|w(z)| d_{z}} \tag{191}
\end{equation*}
$$

where

$$
d_{z}:=\operatorname{dist}(z, L)=\inf _{\zeta \in L}|\zeta-z|
$$

Consequently, for any compact set $K \subset G$, we can find a constant $C_{K}$ such that

$$
\begin{equation*}
|f(z)| \leq C_{K}\|f\|_{\mathcal{B}_{w}^{2}(G)}, \quad \forall f \in \mathcal{B}_{w}^{2}(G), \quad z \in K \tag{192}
\end{equation*}
$$

Proof. Inequality (191) follows at once by applying Lemma 1 on p. 4 of [6] to $f w$. Now, given any compact set $K \subset G$, one can find a Jordan curve $\Gamma_{K} \subset G$ surrounding $K$ on which $w$ has no zeros. Then from (191) we get that (192) holds for all $f \in \mathcal{B}_{w}^{2}(G)$ and $z \in \Gamma_{K}$, where $C_{K}^{-1}=\sqrt{\pi} \times \min \left\{|w|\right.$ on $\left.\Gamma_{K}\right\} \times \min \left\{d_{z}: z \in \Gamma_{K}\right\}>0$. Then, by
the maximum modulus principle for analytic functions, the same estimate holds for all $z \in K$.

With the help of (192) one can easily extend some results that are already known to be valid for the Bergman case $w \equiv 1$. For example, paraphrasing the proof of Thm. 1 on p. 5 of [6], we get

Lemma V.3.2. The space $\mathcal{B}_{w}^{2}(G)$ is a Hilbert space with respect to the inner product $\langle\cdot \mid \cdot\rangle_{w}$. Moreover, if $\left\{f_{n}\right\}_{n=0}^{\infty} \subset \mathcal{L}_{w}^{2}(G)$ and $\lim _{n \rightarrow \infty}\left\|f_{n}-f\right\|_{\mathcal{L}_{w}^{2}(G)}=0$ for some $f \in$ $\mathcal{L}_{w}^{2}(G)$, then $f_{n}(z) \rightarrow f(z)$ uniformly on compact subsets of $G$.

Inequality (192) shows that for every $\zeta \in G$, the linear functional that assigns to each $f \in \mathcal{B}_{w}^{2}(G)$ the value $f(\zeta)$ is bounded. Therefore, by the Riesz representation theorem, there is a unique function $K_{w}(\cdot, \zeta) \in \mathcal{B}_{w}^{2}(G)$ having the reproducing property

$$
\begin{equation*}
f(\zeta)=\int_{G} \overline{K_{w}(z, \zeta)} f(z)|w(z)|^{2} d m(z)=\left\langle f \mid K_{w}(\cdot, \zeta)\right\rangle_{w}, \quad \forall f \in \quad \forall f \in \mathcal{B}_{w}^{2}(G) . \tag{193}
\end{equation*}
$$

That is, $K_{w}(z, \zeta)$ is the kernel function for the space the space $\mathcal{B}_{w}^{2}(G)$. For $w \equiv$ 1, we write which is the so-called Bergman kernel function for $G$. The following basic properties of $K_{w}(z, \zeta)$, which we state without proof, are consequences of its reproducing property (193).

Lemma V.3.3. (i) For all $z, \zeta, a \in G$,

$$
K_{w}(z, \zeta)=\overline{K_{w}(\zeta, z)} \quad \text { and } \quad K_{w}(a, a)=\left\|K_{w}(\cdot, a)\right\|_{\mathcal{B}_{w}^{2}(G)}^{2}>0 ;
$$

(ii) If $\left\{S_{n}\right\}_{n=1}^{\infty}$ is an orthonormal system of functions in the space $\mathcal{B}_{w}^{2}(G)$, then $\left\{S_{n}\right\}_{n=1}^{\infty}$ is complete if and only if for every $\zeta \in G$,

$$
K_{w}(\cdot, \zeta)=\sum_{n=1}^{\infty} \overline{S_{n}(\zeta)} S_{n}(\cdot)
$$

in the $\mathcal{B}_{w}^{2}(G)$-norm.

Let $\varphi(z)$ be any conformal mapping of $G$ onto the unit disk $\mathbb{D}$. Then it is wellknown (see [6], p. 33) that the Bergman kernel function for the space $\mathcal{B}^{2}(G)$ is the space $\mathcal{B}^{2}(G)$ is given by

$$
\begin{equation*}
K(z, \zeta)=\frac{\varphi^{\prime}(z) \overline{\varphi^{\prime}(\zeta)}}{\pi[1-\varphi(z) \overline{\varphi(\zeta)}]^{2}} \tag{194}
\end{equation*}
$$

It is straightforward to check that if $h(z)$ is analytic and never zero in $G$, and such that $\left.h(z) w(z)\right|_{G} \in \mathcal{B}^{2}(G)$, then

$$
\begin{equation*}
K_{w h}(z, \zeta)=\frac{K_{w}(z, \zeta)}{h(z) \overline{h(\zeta)}} . \tag{195}
\end{equation*}
$$

In particular, if $w(z) \neq 0 \forall z \in G$, then

$$
\begin{equation*}
K_{w}(z, \zeta)=\frac{K(z, \zeta)}{w(z) \overline{w(\zeta)}}=\frac{\varphi^{\prime}(z) \overline{\varphi^{\prime}(\zeta)}}{\pi w(z) \overline{w(\zeta)}[1-\varphi(z) \overline{\varphi(\zeta)}]^{2}} \tag{196}
\end{equation*}
$$

We call the reader's attention to the following simple fact: suppose $(G, w)$ is such that $w$ vanishes at each element of the set $\left\{a_{1}, a_{2}, \ldots, a_{n}\right\} \subset G$ (repetition allowed). Put $h(z):=w(z) / \prod_{i=1}^{n}\left(z-a_{i}\right)$. Then the reproducing kernel of the Hilbert space

$$
\left\{g \in \mathcal{B}_{h}^{2}(G): g\left(a_{i}\right)=0, \quad 1 \leq i \leq n\right\}=\left\{f(z) \prod_{i=1}^{n}\left(z-a_{i}\right): f \in \mathcal{B}_{w}^{2}(G)\right\}
$$

is $K_{w}(z, \zeta) / \prod_{i=1}^{n}\left(z-a_{i}\right)\left(\bar{\zeta}-\bar{a}_{i}\right)$. Thus, it is essentially known and easy to verify (see [20], Ex. 11, p. 262) that if $w(z)=(z-a) h(z)$ then

$$
\begin{equation*}
K_{w}(z, \zeta):=\frac{K_{h}(z, \zeta)-\frac{K_{h}(a, \zeta) K_{h}(z, a)}{K_{h}(a, a)}}{(z-a) \overline{(\zeta-a)}} . \tag{197}
\end{equation*}
$$

By reiterating this formula one arrives to the following proposition. As usual, any empty product of the form $\prod_{i=1}^{0} \cdots$ is understood to equal 1 .

Proposition V.3.4. Let $(G, w)$ be such that $w$ has exactly $n \geq 0$ zeros in $G$, counting multiplicity. Write $w$ as $w(z)=h(z) \prod_{i=1}^{n}\left(z-a_{i}\right)$, with $\left\{a_{1}, a_{2}, \ldots, a_{n}\right\} \subset G$ and $h(z) \neq 0$ for $z \in G$ (the $a_{i}$ 's not necessarily distinct). Then

$$
\begin{equation*}
K_{w}(z, \zeta)=\frac{H_{n}(z, \zeta)}{h(z) \overline{h(\zeta)}} \tag{198}
\end{equation*}
$$

where $H_{n}(z, \zeta)$ is constructed from the sequence $\left\{a_{1}, a_{2}, \ldots, a_{n}\right\}$ by using the following iterative procedure:

$$
H_{0}(z, \zeta):=K(z, \zeta)
$$

if $H_{i}(z, \zeta)$ is already defined for all $z, \zeta \in G$, put

$$
H_{i+1}(z, \zeta):=\frac{H_{i}(z, \zeta)-\frac{H_{i}\left(a_{i+1}, \zeta\right) H_{i}\left(z, a_{i+1}\right)}{H_{i}\left(a_{i+1}, a_{i+1}\right)}}{\left(z-a_{i+1}\right) \overline{\left(\zeta-a_{i+1}\right)}}, \quad \forall z, \zeta \in G \backslash\left\{a_{i+1}\right\}
$$

and

$$
\begin{gathered}
H_{i+1}\left(a_{i+1}, \zeta\right):=\lim _{z \rightarrow a_{i+1}} H_{i+1}(z, \zeta), \quad \forall \zeta \in G \backslash\left\{a_{i+1}\right\}, \\
H_{i+1}\left(z, a_{i+1}\right):=\lim _{\zeta \rightarrow a_{i+1}} H_{i+1}(z, \zeta), \quad \forall z \in G .
\end{gathered}
$$

When the zeros $a_{i}$ 's of $w$ are simple we have the following determinant representation:

Proposition V.3.5. If in Proposition V.3.4, the $a_{i}$ 's are all distinct, then the kernel function $K_{w}(z, \zeta)$ for the space $\mathcal{B}_{w}^{2}(G)$ is given by

$$
K_{w}(z, \zeta)=\frac{\left|\begin{array}{ccccc}
K\left(a_{1}, a_{1}\right) & K\left(a_{2}, a_{1}\right) & \cdots & K\left(a_{n}, a_{1}\right) & K\left(z, a_{1}\right)  \tag{199}\\
K\left(a_{1}, a_{2}\right) & K\left(a_{2}, a_{2}\right) & \cdots & K\left(a_{n}, a_{2}\right) & K\left(z, a_{2}\right) \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
K\left(a_{1}, a_{n}\right) & K\left(a_{2}, a_{n}\right) & \cdots & K\left(a_{n}, a_{n}\right) & K\left(z, a_{n}\right) \\
K\left(a_{1}, \zeta\right) & K\left(a_{2}, \zeta\right) & \cdots & K\left(a_{n}, \zeta\right) & K(z, \zeta)
\end{array}\right|}{h(z) \overline{h(\zeta)} Q_{n}(z) \overline{Q_{n}(\zeta)} A_{n}}
$$

where $Q_{n}(z)=\prod_{i=1}^{n}\left(z-a_{i}\right)$ and $A_{n}>0$ is the $n \times n$ principal minor of the determinant above.

Proof. The proposition can be derived by using Proposition V.3.4 and Silvester's determinant identity. However, here we give a more straightforward proof. Again by (195), it suffices to prove the proposition for the case $h(z) \equiv 1$, that is, when $w(z)=Q_{n}(z)=\prod_{i=1}^{n}\left(z-a_{i}\right)$. It is easy to see that the system of functions $\left\{K\left(z, a_{1}\right), \ldots, K\left(z, a_{n}\right)\right\}$ is linearly independent. The Grammian of this system is precisely $A_{n}$. Hence $A_{n}>0$.

Let us denote by $D_{Q_{n}}(z, \zeta)$ the right-hand side of (199) and let $\zeta \notin\left\{a_{i}\right\}_{i=1}^{n}$ be fixed. Then $D_{Q_{n}}(z, \zeta)$ is well defined for all $z \in G$. Moreover, if we develop the determinant in (199) by its last column, we see that $D_{Q_{n}}(\cdot, \zeta) \in \mathcal{B}_{Q_{n}}^{2}(G)$ and, for certain constants $C_{i}$,

$$
\begin{aligned}
& \int_{G} \overline{D_{Q_{n}}(z, \zeta)} f(z)\left|Q_{n}(z)\right|^{2} d m(z) \\
= & \int_{G}\left(\frac{\overline{K(z, \zeta)}+\sum_{i=1}^{n} \bar{C}_{i} \overline{K\left(z, a_{i}\right)}}{\overline{Q_{n}(z) Q_{n}(\zeta)}}\right) f(z)\left|Q_{n}(z)\right|^{2} d m(z) \\
= & \frac{f(\zeta) Q_{n}(\zeta)}{Q_{n}(\zeta)}+\sum_{i=1}^{n} \bar{C}_{i} \frac{f\left(a_{i}\right) Q_{n}\left(a_{i}\right)}{Q_{n}(\zeta)}=f(\zeta) .
\end{aligned}
$$

Therefore, for $\zeta \notin\left\{a_{i}\right\}_{i=1}^{n}, D_{Q_{n}}(z, \zeta)=K_{Q_{n}}(z, \zeta)$. But then for $1 \leq i \leq n$,

$$
D_{Q_{n}}\left(z, a_{i}\right):=\lim _{\zeta \rightarrow a_{i}} K_{Q_{n}}(z, \zeta)=K_{Q_{n}}\left(z, a_{i}\right) .
$$

In order to find the singularities of $K_{w}(\cdot, \zeta)$ we need a description of these formulas that reflects the dependence of the kernel on the conformal mapping $\varphi$ and the weight $w$. For this purpose we provide a useful lemma. Suppose that

$$
\begin{equation*}
K(z, \zeta)=\frac{f(z) \overline{g(\zeta)}}{\pi[1-t(z) \overline{s(\zeta)}]^{2}}, \quad z, \zeta \in G \tag{200}
\end{equation*}
$$

where $f, t, g, s$ are analytic functions in $G$, and moreover, that $t$ and $s$ are one-to-one in $G$ and

$$
\begin{equation*}
1-t(z) \overline{s(\zeta)} \neq 0, \quad \forall z, \zeta \in G \tag{201}
\end{equation*}
$$

In view of (194), a representation like (200) is always possible. Notice that, from Lemma V.3.3(i), $f(z) \overline{g(\zeta)} \neq 0$ for all $z, \zeta \in G$.

Lemma V.3.6. With the above notation we have
(a) for $w(z)=\omega_{a}^{v}(z):=(z-a)^{v}, v \in \mathbb{N} \cup\{0\}$,

$$
\begin{align*}
K_{w}(z, \zeta)= & K(z, \zeta) \times \frac{[t(z)-t(a)]^{v}[\overline{s(\zeta)}-\overline{s(a)}]^{v}}{(z-a)^{v}(\bar{\zeta}-\bar{a})^{v}}  \tag{202}\\
& \times \frac{[1-t(a) \overline{s(\zeta)}][1-t(z) \overline{s(a)}]+v[1-t(a) \overline{s(a)}][1-t(z) \overline{s(\zeta)}]}{[1-t(a) \overline{s(\zeta)}]^{v+1}[1-t(z) \overline{s(a)}]^{v+1}}
\end{align*}
$$

(b) for $w(z)=\left(z-a_{1}\right)^{v_{1}}\left(z-a_{2}\right)^{v_{2}} \cdots\left(z-a_{n}\right)^{v_{n}}, v_{i} \in \mathbb{N}, 1 \leq i \leq n$, $a_{i}$ 's distinct,

$$
\begin{align*}
K_{w}(z, \zeta)= & K(z, \zeta) \times \frac{\prod_{i=1}^{n}\left[t(z)-t\left(a_{i}\right)\right]^{v_{i}}\left[\overline{s(\zeta)}-\overline{s\left(a_{i}\right)}\right]^{v_{i}}}{\prod_{i=1}^{n}\left(z-a_{i}\right)^{v_{i}}\left(\bar{\zeta}-\overline{a_{i}}\right)^{v_{i}}}  \tag{203}\\
& \times \frac{Q_{w}(t(z), \overline{s(\zeta)})}{\prod_{i=1}^{n}\left[1-t\left(a_{i}\right) \overline{s(\zeta)}\right]^{v_{i}+1}\left[1-t(z) \overline{s\left(a_{i}\right)}\right]^{v_{i}+1}}
\end{align*}
$$

where $Q_{w}(\tau, \xi)$ is a polynomial in the two variables $\tau$ and $\xi$ (of degree $\leq n$ in each independent variable) satisfying:
(i) $Q_{w}(t(a), \overline{s(a)}) \neq 0 \quad \forall a \in G$;
(ii) if $\xi \neq 0$, then

$$
Q_{w}(1 / \xi, \xi) \neq 0 \Leftrightarrow \xi \notin\left\{1 / t\left(a_{1}\right), \ldots, 1 / t\left(a_{n}\right), \overline{s\left(a_{1}\right)}, \ldots, \overline{s\left(a_{n}\right)}\right\}
$$

(iii) for every $1 \leq i \leq n$,

$$
\begin{gathered}
Q_{w}\left(1 / \overline{s\left(a_{i}\right)}, \cdot\right) \not \equiv 0 \quad \text { if } \overline{s\left(a_{i}\right)} \neq 0, \\
Q_{w}\left(\cdot, 1 / t\left(a_{i}\right)\right) \neq 0 \quad \text { if } t\left(a_{i}\right) \neq 0
\end{gathered}
$$

(iv) for every $1 \leq i \leq n$,

$$
Q_{w}\left(\tau, \overline{s\left(a_{i}\right)}\right)=\left[1-\tau \overline{s\left(a_{i}\right)}\right] S_{i}^{w}(\tau)
$$

and

$$
Q_{w}\left(t\left(a_{i}\right), \xi\right)=\left[1-t\left(a_{i}\right) \xi\right] T_{i}^{w}(\xi)
$$

with

$$
S_{i}^{w}\left(1 / \overline{s\left(a_{i}\right)}\right) \neq 0 \quad \text { if } \overline{s\left(a_{i}\right)} \neq 0
$$

and

$$
T_{i}^{w}\left(1 / t\left(a_{i}\right)\right) \neq 0 \quad \text { if } t\left(a_{i}\right) \neq 0 .
$$

Consequently, from (i), $S_{i}^{w}\left(t\left(a_{i}\right)\right)=T_{i}^{w}\left(\overline{s\left(a_{i}\right)}\right) \neq 0$ for all $1 \leq i \leq n$.
Proof. Given a point $a$, let us define the iteration $I_{a}$ by

$$
\begin{equation*}
I_{a}(H(z, \zeta)):=H(z, \zeta)-\frac{H(a, \zeta) H(z, a)}{H(a, a)}, \tag{204}
\end{equation*}
$$

which applies to any function $H(z, \zeta)$ for which (204) makes sense. Then, (a) follows without major complications by induction on the number $v$, since by Proposition V.3.4,

$$
K_{\omega_{a}^{v+1}}(z, \zeta)=\frac{I_{a}\left(K_{\omega_{a}^{v}}(z, \zeta)\right)}{(z-a)(\bar{\zeta}-\bar{a})} .
$$

The computations involved can be simplified by observing that if

$$
H(z, \zeta)=r(z) l(\zeta) H_{1}(z, \zeta)
$$

with $r(a) l(a) \neq 0$, then

$$
\begin{equation*}
I_{a}(H(z, \zeta)):=r(z) l(\zeta) I_{a}\left(H_{1}(z, \zeta)\right) . \tag{205}
\end{equation*}
$$

We now prove (b). If $w(z)=\omega_{a_{1}}^{v_{1}}(z)=\left(z-a_{1}\right)^{v_{1}}, v_{1} \geq 1$, then $K_{w}(z, \zeta)$ is given by formula (202), so that in this case

$$
Q_{w}(\tau, \xi)=Q_{\omega_{a_{1}}^{v_{1}}}(\tau, \xi)=\left[1-t\left(a_{1}\right) \xi\right]\left[1-\tau \overline{s\left(a_{1}\right)}\right]+v_{1}\left[1-t\left(a_{1}\right) \overline{s\left(a_{1}\right)}\right][1-\tau \xi]
$$

and properties (i)-(iv) are trivially satisfied (property (i) is a consequence of Lemma V.3.3(i)). Thus, we only need to prove (b) for a $w$ that has zeros in $n \geq 2$ points. We proceed by induction. Let $w(z)=\left(z-a_{1}\right)^{v_{1}}\left(z-a_{2}\right)^{v_{2}} \cdots\left(z-a_{n}\right)^{v_{n}}$ be such that
$n \geq 2$, and let $m:=v_{1}+\cdots+v_{n}$. Assume that (b) holds for any other $w$ such that the sum of the multiplicities of its zeros is $\leq m-1$. For all $1 \leq i \leq n$, define

$$
w_{i}(z):=\left(z-a_{i}\right)^{v_{i}-1} \prod_{\substack{1 \leq j \leq n \\ j \neq i}}\left(z-a_{j}\right)^{v_{j}}
$$

so that by the induction hypothesis $K_{w_{i}}(z, \zeta)$ has the following form:

$$
\begin{aligned}
& \frac{f(z) \overline{g(\zeta)}\left[t(z)-t\left(a_{i}\right)\right]^{v_{i}-1}\left[\overline{s(\zeta)}-\overline{s\left(a_{i}\right)}\right]^{v_{i}-1} \prod_{j \neq i}^{n}\left[t(z)-t\left(a_{j}\right)\right]^{v_{j}}\left[\overline{s(\zeta)}-\overline{s\left(a_{j}\right)}\right]^{v_{j}}}{\pi[1-t(z) \overline{s(\zeta)}]^{2}\left(z-a_{i}\right)^{v_{i}-1}\left(\bar{\zeta}-\bar{a}_{i}\right)^{v_{i}-1} \prod_{j \neq i}^{n}\left(z-a_{j}\right)^{v_{j}}\left(\bar{\zeta}-\bar{a}_{j}\right)^{v_{j}}} \\
& \times \frac{\widehat{Q}_{w_{i}}(t(z), \overline{s(\zeta)})}{\left[1-t\left(a_{i}\right) \overline{s(\zeta)}\right]^{v_{i}}\left[1-t(z) \overline{s\left(a_{i}\right)}\right]^{v_{i}} \prod_{j \neq i}^{n}\left[1-t\left(a_{j}\right) \overline{s(\zeta)}\right]^{v_{j}+1}\left[1-t(z) \overline{s\left(a_{j}\right)}\right]^{v_{j}+1}},
\end{aligned}
$$

where

$$
\widehat{Q}_{w_{i}}(\tau, \xi)= \begin{cases}Q_{w_{i}}(\tau, \xi) & \text { if } v_{i} \geq 2 \\ Q_{w_{i}}(\tau, \xi)\left[1-t\left(a_{i}\right) \xi\right]\left[1-\tau \overline{s\left(a_{i}\right)}\right] & \text { if } v_{i}=1\end{cases}
$$

is a polynomial in the two variables $\tau$ and $\xi$ (of degree $\leq n$ in each independent variable) that satisfies
(i') $\widehat{Q}_{w_{i}}(t(a), \overline{s(a)}) \neq 0 \quad \forall a \in G ;$
(ii') if $\xi \neq 0$, then

$$
\widehat{Q}_{w_{i}}(1 / \xi, \xi) \neq 0 \Leftrightarrow \xi \notin\left\{1 / t\left(a_{1}\right), \ldots, 1 / t\left(a_{n}\right), \overline{s\left(a_{1}\right)}, \ldots, \overline{s\left(a_{n}\right)}\right\}
$$

(iv') for every $1 \leq j \leq n$,

$$
\widehat{Q}_{w_{i}}\left(\tau, \overline{s\left(a_{j}\right)}\right)=\left[1-\tau \overline{s\left(a_{j}\right)}\right] \widehat{S}_{j}^{w_{i}}(\tau)
$$

and

$$
\widehat{Q}_{w_{i}}\left(t\left(a_{j}\right), \xi\right)=\left[1-t\left(a_{j}\right) \xi\right] \widehat{T}_{j}^{w_{i}}(\xi),
$$

with $\widehat{S}_{j}^{w_{i}}\left(1 / \overline{s\left(a_{j}\right)}\right) \neq 0$ if $\overline{s\left(a_{j}\right)} \neq 0$, and $\widehat{T}_{j}^{w_{i}}\left(1 / t\left(a_{i}\right)\right) \neq 0$ if $t\left(a_{j}\right) \neq 0$. (It then follows from $\left(\mathrm{i}^{\prime}\right)$ that $\widehat{S}_{j}^{w_{i}}\left(t\left(a_{j}\right)\right)=\widehat{T}_{j}^{w_{i}}\left(\overline{s\left(a_{j}\right)}\right) \neq 0$ for all $1 \leq i \leq n$.)

Properties ( $\mathrm{i}^{\prime}$ ) and ( $\mathrm{ii}^{\prime}$ ) are obvious. As for ( $\mathrm{iv}^{\prime}$ ), notice that if $v_{i}=1$ then

$$
\widehat{S}_{j}^{w_{i}}(\tau)= \begin{cases}{\left[1-t\left(a_{i}\right) \overline{s\left(a_{j}\right)}\right]\left[1-\tau \overline{s\left(a_{i}\right)}\right] S_{j}^{w_{i}}(\tau)} & \text { if } j \neq i \\ {\left[1-t\left(a_{i}\right) \overline{s\left(a_{i}\right)}\right] Q_{w_{i}}\left(\tau, \overline{s\left(a_{i}\right)}\right)} & \text { if } j=i\end{cases}
$$

and

$$
\widehat{T}_{j}^{w_{i}}(\xi)=\left\{\begin{array}{ll}
{\left[1-t\left(a_{j}\right) \overline{s\left(a_{i}\right)}\right]\left[1-t\left(a_{i}\right) \xi\right] T_{j}^{w_{i}}(\xi)} & \text { if } j \neq i \\
{\left[1-t\left(a_{i}\right) \overline{s\left(a_{i}\right)}\right] Q_{w_{i}}\left(t\left(a_{i}\right), \xi\right)} & \text { if } j=i
\end{array},\right.
$$

so that $\widehat{S}_{j}^{w_{i}}\left(1 / \overline{s\left(a_{j}\right)}\right) \neq 0$ and $\widehat{T}_{j}^{w_{i}}\left(1 / t\left(a_{j}\right)\right) \neq 0$ for all $\overline{s\left(a_{j}\right)}, t\left(a_{j}\right) \neq 0,1 \leq j \leq n$, since $t(z)$ and $s(\zeta)$ are one-to-one and $Q_{w_{i}}(\tau, \xi)$ satisfies (ii) and (iv). Observe that the degrees of $\widehat{S}_{j}^{w_{i}}(\cdot)$ and $\widehat{T}_{j}^{w_{i}}(\cdot)$ are $\leq n-1$.

Thus, according to Proposition V.3.4 and taking (205) into account, we have that, for all $1 \leq i \leq n$,

$$
\begin{align*}
K_{w}(z, \zeta)= & \frac{I_{a_{i}}\left(K_{w_{i}}(z, \zeta)\right)}{\left(z-a_{i}\right)\left(\bar{\zeta}-\bar{a}_{i}\right)} \\
= & \frac{f(z) \overline{g(\zeta)} \prod_{j=1}^{n}\left[t(z)-t\left(a_{j}\right)\right]^{v_{j}}\left[\overline{s(\zeta)}-\overline{s\left(a_{j}\right)}\right]^{v_{j}}}{\pi[1-t(z) \overline{s(\zeta)}]^{2} \prod_{j=1}^{n}\left(z-a_{j}\right)^{v_{j}}\left(\bar{\zeta}-\bar{a}_{j}\right)^{v_{j}}}  \tag{206}\\
& \times \frac{Q_{w}(t(z), \overline{s(\zeta)})}{\prod_{j=1}^{n}\left[1-t\left(a_{j}\right) \overline{s(\zeta)}\right]^{v_{j}+1}\left[1-t(z) \overline{s\left(a_{j}\right)}\right]^{v_{j}+1}},
\end{align*}
$$

where

$$
\begin{aligned}
Q_{w}(t(z), \overline{s(\zeta)}):= & \frac{[1-t(z) \overline{s(\zeta)}]^{2}\left[1-t\left(a_{i}\right) \overline{s(\zeta)}\right]\left[1-t(z) \overline{s\left(a_{i}\right)}\right]}{\left[t(z)-t\left(a_{i}\right)\right]\left[\overline{s(\zeta)}-\overline{s\left(a_{i}\right)}\right]} \\
& \times I_{a_{i}}\left(\widehat{Q}_{w_{i}}(t(z), \overline{s(\zeta)})[1-t(z) \overline{s(\zeta)}]^{-2}\right) .
\end{aligned}
$$

On expanding the last term and replacing $t(z)$ by $\tau$ and $s(\zeta)$ by $\xi$, we get

$$
\begin{align*}
& Q_{w}(\tau, \xi) \widehat{Q}_{w_{i}}\left(t\left(a_{i}\right), \overline{s\left(a_{i}\right)}\right)\left[\tau-t\left(a_{i}\right)\right]\left[\xi-\overline{s\left(a_{i}\right)}\right] \\
& =\left[1-t\left(a_{i}\right) \xi\right]\left[1-\tau \overline{s\left(a_{i}\right)}\right] \widehat{Q}_{w_{i}}\left(t\left(a_{i}\right), \overline{s\left(a_{i}\right)}\right) \widehat{Q}_{w_{i}}(\tau, \xi)  \tag{207}\\
& \quad-[1-\tau \xi]^{2}\left[1-t\left(a_{i}\right) \overline{s\left(a_{i}\right)}\right]^{2} \widehat{S}_{i}^{w_{i}}(\tau) \widehat{T}_{i}^{w_{i}}(\xi) .
\end{align*}
$$

This shows that $Q_{w}(\tau, \xi)$ is a polynomial with the degree in each independent variable no greater than $n$, and so we see from (206) that $K_{w}(z, \zeta)$ has the form (203). Notice that the representation for $Q_{w}(\tau, \xi)$ given by (207) is valid for every $1 \leq i \leq n$. Also, since $K_{w}(a, a)>0$ for all $a \in G$ (see Lemma V.3.3(i)), we must have $Q_{w}(t(a), \overline{s(a)}) \neq 0$ for all $a \in G$. Hence, property (i) holds.

Further, it follows from (207) that for every $\xi \neq 0$

$$
Q_{w}(1 / \xi, \xi)=\frac{\widehat{Q}_{w_{i}}(1 / \xi, \xi)\left[1-t\left(a_{i}\right) \xi\right]\left[1-\overline{s\left(a_{i}\right)} / \xi\right]}{\left[1 / \xi-t\left(a_{i}\right)\right]\left[\xi-\overline{s\left(a_{i}\right)}\right]}=\widehat{Q}_{w_{i}}(1 / \xi, \xi) .
$$

Thus, in view of (ii'), property (ii) also holds.

To prove (iii), suppose that $1 \leq i \leq n$ is such that $\overline{s\left(a_{i}\right)} \neq 0$. Then by (207) and (iv'),

$$
\begin{aligned}
& \lim _{\xi \rightarrow \overline{s\left(a_{i}\right)}} \frac{Q_{w}\left(1 / \overline{s\left(a_{i}\right)}, \xi\right)}{\xi-\overline{s\left(a_{i}\right)}} \\
& =\lim _{\xi \rightarrow \overline{s\left(a_{i}\right)}} \frac{-\left[1-\xi / \overline{s\left(a_{i}\right)}\right]^{2}\left[1-t\left(a_{i}\right) \overline{s\left(a_{i}\right)}\right]^{2} \widehat{S}_{i}^{w_{i}}\left(1 / \overline{s\left(a_{i}\right)}\right) \widehat{T}_{i}^{w_{i}}(\xi)}{\widehat{Q}_{w_{i}}\left(t\left(a_{i}\right), \overline{s\left(a_{i}\right)}\right)\left[1 / \overline{s\left(a_{i}\right)}-t\left(a_{i}\right)\right]\left[\xi-\overline{s\left(a_{i}\right)}\right]^{2}} \\
& =\frac{-\widehat{S}_{i}^{w_{i}} \frac{\left(1 / \overline{s\left(a_{i}\right)}\right)}{\overline{s\left(a_{i}\right)}} \neq 0 .}{}
\end{aligned}
$$

Similarly, we find for $t\left(a_{i}\right) \neq 0$,

$$
\lim _{\tau \rightarrow t\left(a_{i}\right)} \frac{Q_{w}\left(\tau, 1 / t\left(a_{i}\right)\right)}{\tau-t\left(a_{i}\right)}=\frac{-\widehat{T}_{i}^{w_{i}}\left(1 / t\left(a_{i}\right)\right)}{t\left(a_{i}\right)} \neq 0
$$

from which (iii) follows.
Finally, we prove (iv). For any $1 \leq j \leq n$, choose $a_{i} \neq a_{j}$ (this is possible because $n \geq 2$ ). Then, with the notation of (iv'), we have

$$
\widehat{Q}_{w_{i}}\left(\tau, \overline{s\left(a_{j}\right)}\right)=\left[1-\tau \overline{s\left(a_{j}\right)}\right] \widehat{S}_{j}^{w_{i}}(\tau)
$$

and therefore we get from (207)

$$
Q_{w}\left(\tau, \overline{s\left(a_{j}\right)}\right)=\left[1-\tau \overline{s\left(a_{j}\right)}\right] S_{j}^{w}(\tau)
$$

where

$$
\begin{aligned}
& S_{j}^{w}(\tau) \hat{Q}_{w_{i}}\left(t\left(a_{i}\right), \overline{s\left(a_{i}\right)}\right)\left[\tau-t\left(a_{i}\right)\right]\left[\overline{s\left(a_{j}\right)}-\overline{s\left(a_{i}\right)}\right] \\
& \quad=\left[1-t\left(a_{i}\right) \overline{s\left(a_{j}\right)}\right]\left[1-\tau \overline{s\left(a_{i}\right)}\right] \widehat{Q}_{w_{i}}\left(t\left(a_{i}\right), \overline{s\left(a_{i}\right)}\right) \widehat{S}_{j}^{w_{i}}(\tau) \\
& \quad-\left[1-\tau \overline{s\left(a_{j}\right)}\right]\left[1-t\left(a_{i}\right) \overline{s\left(a_{i}\right)}\right]^{2} \widehat{S}_{i}^{w_{i}}(\tau) \widehat{T}_{i}^{w_{i}}\left(\overline{s\left(a_{j}\right)}\right) .
\end{aligned}
$$

Hence, if $\overline{s\left(a_{j}\right)} \neq 0$,

$$
\begin{aligned}
S_{j}^{w}\left(1 / \overline{s\left(a_{j}\right)}\right) & =\frac{\left[1-t\left(a_{i}\right) \overline{s\left(a_{j}\right)}\right]\left[1-\overline{s\left(a_{i}\right)} / \overline{s\left(a_{j}\right)}\right] \widehat{S}_{j}^{w_{i}}\left(1 / \overline{s\left(a_{j}\right)}\right)}{\left[1 / \overline{s\left(a_{j}\right)}-t\left(a_{i}\right)\right]\left[\overline{s\left(a_{j}\right)}-\overline{s\left(a_{i}\right)}\right]} \\
& =\widehat{S}_{j}^{w_{i}}\left(1 / \overline{s\left(a_{j}\right)}\right) \neq 0
\end{aligned}
$$

by (iv ${ }^{\prime}$ ). Similarly, we find that

$$
T_{j}^{w}\left(1 / t\left(a_{j}\right)\right)=\widehat{T}_{j}^{w_{i}}\left(1 / \overline{s\left(a_{j}\right)}\right) \neq 0 .
$$

## V. 4 Orthogonal polynomials and the kernel function

Recall that for any $(G, w), P_{n}(z):=P_{n}(z ; w)=\kappa_{n}^{w} z^{n}+\cdots$ denotes the polynomial of degree $n$ and positive leading coefficient $\kappa_{n}^{w}$ that is orthonormal with respect to the measure $\left.|w|^{2} d m\right|_{G}$. It is well-known that the logarithmic capacity $\operatorname{cap}(L)$ of $L=\partial G$ is given by

$$
\begin{equation*}
\operatorname{cap}(L)=1 / \Phi^{\prime}(\infty) \tag{208}
\end{equation*}
$$

where, as before,

$$
\begin{equation*}
\Phi: \overline{\mathbb{C}} \backslash \bar{G} \rightarrow \overline{\mathbb{C}} \backslash \overline{\mathbb{D}} \tag{209}
\end{equation*}
$$

is the exterior conformal map associated with $G$, normalized so that $\Phi(\infty)=\infty$ and $\Phi^{\prime}(\infty)>0$.

In the sense of Definition 3.1.2 of [28], the measure $\left.|w|^{2} d m\right|_{G}$ belongs to the Reg class, that is,

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left(\kappa_{n}^{w}\right)^{1 / n}=[\operatorname{cap}(L)]^{-1} . \tag{210}
\end{equation*}
$$

To see that this is true, first notice that since $L$ is a regular set with respect to the Dirichlet problem in $\mathbb{C} \backslash \bar{G}$, (210) is equivalent to (see Thm. 3.2.3 of [28])

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|P_{n}\right\|_{L_{\infty}(\bar{G})}^{1 / n}=1 \tag{211}
\end{equation*}
$$

To show that (211) holds, one can proceed as in the proof of the corresponding result (Lemma 4.3 of [21]) for the case $w \equiv 1$, using (192) instead of inequality (4.4) of [21].

We say that a property $\mathcal{P}$ holds for quasi-every $z \in \Omega$, or that $\mathcal{P}$ holds quasieverywhere on $\Omega$ (briefly, $\mathcal{P}$ q.e. $z \in \Omega$ ), if

$$
\operatorname{cap}(\{z \in \Omega: \mathcal{P} \text { does not hold for } z\})=0
$$

Another relation that is equivalent to (210) and that will be used in this paper is the following (see Thm. 3.1.1 of [28]):

$$
\begin{equation*}
\limsup _{n \rightarrow \infty}\left|P_{n}(z)\right|^{1 / n}=1 \quad \text { q.e. } z \in L . \tag{212}
\end{equation*}
$$

For each $r>1$, set

$$
\begin{equation*}
l_{r}:=\{z:|\Phi(z)|=r\} \tag{213}
\end{equation*}
$$

and $l_{1}:=L=\partial G$. If $g$ is an analytic function on $G$, define

$$
\begin{equation*}
\rho(g):=\sup \left\{r: g \text { is analytic on } \operatorname{int}\left(l_{r}\right)\right\} . \tag{214}
\end{equation*}
$$

Then $1 \leq \rho(g) \leq \infty$, and if $\mathcal{P}_{w}^{2}(G)$ denotes the closure of the set of polynomials in $\mathcal{B}_{w}^{2}(G)$, we polynomials in $\mathcal{B}_{w}^{2}(G)$, we have

Lemma V.4.1. Let $g \in \mathcal{B}_{w}^{2}(G)$ and let $a_{n}:=\left\langle g \mid P_{n}(\cdot ; w)\right\rangle_{w}, n=0,1, \ldots$. Then

$$
\begin{equation*}
\limsup _{n \rightarrow \infty}\left|a_{n}\right|^{1 / n} \leq \frac{1}{\rho(g)} \tag{215}
\end{equation*}
$$

Moreover, if $g \in \mathcal{P}_{w}^{2}(G)$, then equality holds in (215) and

$$
g(z)=\sum_{n=0}^{\infty} a_{n} P_{n}(z)
$$

locally uniformly on $\operatorname{int}\left(l_{\rho(g)}\right)$.
With Lemma V.3.2 and (211) at hand, the proof of Lemma V.4.1 is essentially the same as that given by J.L. Walsh in [34], pp. 130-131 (see also [21], p. 336).

We can apply the above lemma to estimate $\left|P_{n}(\zeta)\right|$ for $\zeta \in G$. Indeed, since by (193), $\overline{P_{n}(\zeta)}=\left\langle K_{w}(\cdot, \zeta) \mid P_{n}\right\rangle_{w}$, it follows that for each $\zeta \in G$ fixed,

$$
\sum_{n=1}^{\infty} \overline{P_{n}(\zeta)} P_{n}(\cdot)=: L_{w}(\cdot, \zeta)
$$

represents a function of the space $\mathcal{B}_{w}^{2}(G)$. By Lemma V.3.3(ii), $\mathcal{P}_{w}^{2}(G)=\mathcal{L}_{w}^{2}(G)$ if and only if

$$
L_{w}(\cdot, \zeta)=K_{w}(\cdot, \zeta), \quad \forall \zeta \in G
$$

Of course, we also have $\overline{P_{n}(\zeta)}=\left\langle L_{w}(\cdot, \zeta) \mid P_{n}\right\rangle_{w}$, so that by applying Lemma V.4.1 to $g=L_{w}(\cdot, \zeta)$ and $g=K_{w}(\cdot, \zeta)$ we get

Corollary V.4.2. For every $\zeta \in G$,

$$
\begin{equation*}
\limsup _{n \rightarrow \infty}\left|P_{n}(\zeta)\right|^{1 / n}=\frac{1}{\rho\left(L_{w}(\cdot, \zeta)\right)} \leq \frac{1}{\rho\left(K_{w}(\cdot, \zeta)\right)} \tag{216}
\end{equation*}
$$

Furthermore, if $\mathcal{P}_{w}^{2}(G)=\mathcal{B}_{w}^{2}(G)$, then equality holds in (216) and, therefore,

$$
\limsup _{n \rightarrow \infty}\left|P_{n}(\zeta)\right|^{1 / n}=1
$$

if and only if $K_{w}(\cdot, \zeta)$ has a singularity on $L=\partial G$.

Corollary V.4.2 describes a basic relationship between the orthogonal polynomials and the kernel function which will play an essential role in deriving our zero distribution results. We shall also apply the next lemma which involves the logarithmic potential of a measure, as well as the notion of harmonic majorant. While somewhat more general, it is similar to results of Walsh (see Remark V.4.5 below).

For any finite, positive Borel measure $\sigma$ with compact support $\operatorname{supp}(\sigma) \subset \mathbb{C}$, we denote by $U^{\sigma}$ its logarithmic potential defined by

$$
U^{\sigma}(z):=\int_{\mathbb{C}} \log \frac{1}{|z-t|} d \sigma(t), \quad z \in \mathbb{C} .
$$

Notice that if $q_{n}$ is a monic polynomial of degree $n$, then the logarithmic potential of the counting measure $\nu_{q_{n}}$ is

$$
U^{\nu_{q_{n}}}(z)=n^{-1} \log \left|q_{n}(z)\right|^{-1} .
$$

Lemma V.4.3. Let $E \neq \emptyset$ be a compact subset of $\mathbb{C}$ such that both $\overline{\mathbb{C}} \backslash E$ and $\stackrel{\circ}{E}:=\operatorname{int}(E)$ are connected (see Figure 24). Let $g: \overline{\mathbb{C}} \backslash \stackrel{\circ}{E} \rightarrow \overline{\mathbb{C}}$ be such that $g$ is analytic in $\mathbb{C} \backslash E,|g|$ is continuous and never zero in $\overline{\mathbb{C}} \backslash \stackrel{\circ}{E}, g(\infty)=\infty$ and $g^{\prime}(\infty)=1$. Let $\left\{q_{n}\right\}_{n=1}^{\infty}$ be a sequence of monic polynomials of respective degrees $n=1,2, \ldots$, such that $\infty$ is not an accumulation point of the set of zeros of the $q_{n}$ 's. Further, assume that

$$
\begin{equation*}
\limsup _{n \rightarrow \infty}\left|q_{n}(z)\right|^{1 / n} \leq|g(z)| \quad \text { q.e. } \quad z \in \partial E . \tag{217}
\end{equation*}
$$

Then, any measure $\sigma$ that is a weak*-limit point of the sequence $\left\{\nu_{q_{n}}\right\}_{n=1}^{\infty}$ is supported on $E$ and

$$
\begin{equation*}
U^{\sigma}(z)=\log |g(z)|^{-1} \quad \forall z \in \mathbb{C} \backslash \stackrel{\circ}{E} \tag{218}
\end{equation*}
$$



Figure 24: A set $E$ satisfying the hypotheses of Lemma V.4.3.
Moreover, there is a unique measure $\mu_{g}$ supported on $\partial E$ such that (218) holds with $\sigma=\mu_{g}$. For such a measure, we have

$$
\begin{equation*}
\limsup _{n \rightarrow \infty}\left|q_{n}(z)\right|^{1 / n} \leq e^{-U^{\mu_{g}}(z)} \quad \forall z \in \mathbb{C}, \tag{219}
\end{equation*}
$$

and
(a) if $\stackrel{\circ}{E}=\emptyset$, then $\nu_{q_{n}} \xrightarrow{*} \mu_{g}$ as $n \rightarrow \infty$;
(b) if $\stackrel{\circ}{E} \neq \emptyset$ and for some $z_{0} \in \stackrel{\circ}{E}$ and a subsequence $\mathcal{N} \subset \mathbb{N}$

$$
\begin{equation*}
\lim _{\substack{n \rightarrow \infty \\ n \in \mathcal{N}}}\left|q_{n}\left(z_{0}\right)\right|^{1 / n}=e^{-U^{\mu_{g}}\left(z_{0}\right)}, \tag{220}
\end{equation*}
$$

then

$$
\begin{equation*}
\nu_{q_{n}} \xrightarrow{*} \mu_{g} \quad \text { as } \quad n \rightarrow \infty, \quad n \in \mathcal{N} . \tag{221}
\end{equation*}
$$

Conversely, if $\mu_{g}$ is a weak*-star limit point of the sequence $\left\{\nu_{q_{n}}\right\}$, then equality holds in (219) for quasi-every $z \in \mathbb{C}$.

Proof. Observe that (217) is equivalent to

$$
\begin{equation*}
\liminf _{n \rightarrow \infty} U^{\nu_{q_{n}}}(z) \geq \log |g(z)|^{-1} \quad \text { q.e. } \quad z \in \partial E . \tag{222}
\end{equation*}
$$

Let $\sigma$ be a weak ${ }^{*}$-limit point of the sequence $\left\{\nu_{q_{n}}\right\}_{n=1}^{\infty}$, so that for some subsequence $\mathcal{N} \subset \mathbb{N}$

$$
\nu_{q_{n}} \xrightarrow{*} \sigma \quad \text { as } \quad n \rightarrow \infty, \quad n \in \mathcal{N} .
$$

Then $\sigma$ is a probability measure and, by (222) and the Lower Envelope Theorem ([26], Thm. I.6.9), we have

$$
\begin{equation*}
U^{\sigma}(z)=\liminf _{\substack{n \rightarrow \infty \\ n \in \mathcal{N}}} U^{\nu_{q_{n}}}(z) \geq \liminf _{n \rightarrow \infty} U^{\nu_{q_{n}}}(z) \geq \log |g(z)|^{-1} \quad \text { q.e. } \quad z \in \partial E . \tag{223}
\end{equation*}
$$

By the assumptions on $g$, the function

$$
F^{\sigma}(z):=U^{\sigma}(z)-\log |g(z)|^{-1}, \quad z \in \mathbb{C} \backslash E
$$

is superharmonic and lower bounded in $\mathbb{C} \backslash E$, harmonic and equal to zero at $\infty$, and in view of (223) and the lower semicontinuity of $U^{\sigma}$, it also satisfies for quasi-every $z^{\prime} \in \partial E$

$$
\liminf _{\substack{z \rightarrow z^{\prime} \\ z \in \mathbb{C} \backslash E}} F^{\sigma}(z) \geq \liminf _{z \rightarrow z^{\prime}} U^{\sigma}(z)-\lim _{\substack{z \rightarrow z^{\prime} \\ z \in \mathbb{C} \backslash E}} \log |g(z)|^{-1} \geq U^{\sigma}\left(z^{\prime}\right)-\log \left|g\left(z^{\prime}\right)\right|^{-1} \geq 0
$$

Then, by the generalized minimum principle for superharmonic functions ([26], Thm. I.2.4) we conclude that $F^{\sigma} \equiv 0$, which implies that (218) holds in $\mathbb{C} \backslash E$. It also implies that $U^{\sigma}$ is harmonic in $\mathbb{C} \backslash E$ and therefore, in view of the unicity theorem (see e.g. [26], Thm. II.2.1), $\operatorname{supp}(\sigma)$ must be contained in $E$. Since the boundary of the domain $\mathbb{C} \backslash E$ in the fine topology (i.e. the coarsest topology that makes every logarithmic potential continuous) coincides with its boundary in the Euclidean topology (see [26], Cor. I.5.6), we see that (218) is also valid in $\mathbb{C} \backslash \stackrel{\circ}{E}$.

It is a direct consequence of Carleson's Unicity Theorem (see [26], Thm. II.4.13) that there can be at most one measure $\mu_{g}$ supported on $\partial E$ that satisfies (218) with $\sigma=\mu_{g}$. To see that such a $\mu_{g}$ actually exists, choose any measure $\sigma$ that is a weak*-star limit point of the sequence $\left\{\nu_{q_{n}}\right\}_{n=1}^{\infty}$. (This is possible in view of Helly's Theorem ([26], Thm. 0.1.3) because, by assumption, all the zeros of the $q_{n}$ 's lie in a fixed compact subset of $\mathbb{C}$.) Let $\sigma_{1}$ be the restriction of $\sigma$ to $\stackrel{\circ}{E}$, and let $\widehat{\sigma}_{1}$ be the
balayage of $\sigma_{1}$ onto $\partial \stackrel{\circ}{E}$. Then, $\mu_{g}:=\sigma-\sigma_{1}+\widehat{\sigma}_{1}$ is the measure we are looking for, since it easily follows from the properties of balayage measures (see [26], Thm. II.4.1) that this $\mu_{g}$ satisfies

$$
\begin{equation*}
U^{\mu_{g}}(z)=U^{\sigma}(z) \quad \forall z \in \mathbb{C} \backslash E, \quad U^{\sigma}(z) \geq U^{\mu_{g}}(z) \quad \forall z \in \mathbb{C} . \tag{224}
\end{equation*}
$$

Accordingly, when $\stackrel{\circ}{E}=\emptyset$, the measure $\mu_{g}$ is the unique weak*-limit point of $\left\{\nu_{q_{n}}\right\}$, so that (a) takes place.

Now, for any $z \in \mathbb{C}$ fixed, choose a subsequence $\mathcal{N} \subset \mathbb{N}$ through which the lim sup in (219) is realized. We can assume that also $\nu_{q_{n}} \xrightarrow{*} \sigma$ as $n \rightarrow \infty, n \in \mathcal{N}$. Then, by the principle of descent ([26], Thm. I.6.8) and (224),

$$
\liminf _{n \rightarrow \infty} U^{\nu_{q_{n}}}(z)=\lim _{\substack{n \rightarrow \infty \\ n \in \mathcal{N}}} U^{\nu_{q_{n}}}(z) \geq U^{\sigma}(z) \geq U^{\mu_{g}}(z)
$$

which proves (219).
Let us now prove (b). Suppose (220) holds, and let $\sigma_{0}$ be an arbitrary weak*limit point of $\left\{\nu_{q_{n}}\right\}_{n \in \mathcal{N}}$. Because $U^{\mu_{g}}$ is harmonic in $\stackrel{\circ}{E}$, we get from (224) and the minimum principle for superharmonic functions that $U^{\sigma_{0}}(z)>U^{\mu_{g}}(z) \forall z \in \stackrel{\circ}{E}$, unless $U^{\sigma_{0}} \equiv U^{\mu_{g}}$ on $\stackrel{\circ}{E}$. But from (220) and the principle of descent, we have that

$$
U^{\mu_{g}}\left(z_{0}\right)=\lim _{\substack{n \rightarrow \infty \\ n \in \mathcal{N}}} U^{\nu_{q_{n}}}\left(z_{0}\right)=\liminf _{\substack{n \rightarrow \infty \\ n \in \mathcal{N}}} U^{\nu_{q_{n}}}\left(z_{0}\right) \geq U^{\sigma_{0}}\left(z_{0}\right) .
$$

Therefore, $U^{\sigma_{0}} \equiv U^{\mu_{g}}$ is harmonic in $\stackrel{\circ}{E}$, and consequently $\operatorname{supp}\left(\sigma_{0}\right) \subset \partial E$. By the uniqueness of $\mu_{g}, \sigma_{0}=\mu_{g}$, and since $\sigma_{0}$ is arbitrary, (221) must hold.

Finally, suppose that conversely, (221) takes place for some subsequence $\mathcal{N} \subset \mathbb{N}$. Then, by the Lower Envelope Theorem, we have for quasi-every $z \in \mathbb{C}$

$$
U^{\mu_{g}}(z)=\liminf _{\substack{n \rightarrow \infty \\ n \in \mathcal{N}}} U^{\nu_{q_{n}}}(z) \geq \liminf _{n \rightarrow \infty} U^{\nu_{q_{n}}}(z) \geq U^{\mu_{g}}(z)
$$

that is, we have equality in (219) quasi-everywhere on $\mathbb{C}$.

Remark V.4.4. (i) By arguing as in the proof of Lemma V.4.3, one readily sees that if the inequality in (217) is satisfied quasi-everywhere on $\mathbb{C} \backslash E$, then the conclusions of that lemma remain true, even if $g$ has zeros on $\partial E$. One can also verify that if $z_{0} \in \mathbb{C} \backslash E$ has a neighborhood on which $q_{n}$ has no zeros for $n$ large enough, then

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left|q_{n}\left(z_{0}\right)\right|^{1 / n}=\left|g\left(z_{0}\right)\right| \tag{225}
\end{equation*}
$$

Hence, equality holds in (217) quasi-everywhere on $\mathbb{C} \backslash E$.
(ii) A well-known result by Fejér asserts that the zeros of orthogonal polynomials with respect to a compactly supported measure $\sigma$ are contained in the closed convex hull of $\operatorname{supp}(\sigma)$ (see e.g. [25]). Thus, if the $q_{n}$ 's in Lemma V.4.3 are orthogonal, it is already guaranteed that all their zeros are uniformly bounded in $\mathbb{C}$. We will be using this fact in all the applications of Lemma V.4.3.

Remark V.4.5. The fact that a condition like (217) has consequences on the zero distribution of the sequence $\left\{q_{n}\right\}_{n=1}^{\infty}$ is well-known. For example, from (225) (see [36], Thm. 1) it follows that for every continuum $Q \subset \mathbb{C} \backslash E$ containing more that one point

$$
\begin{equation*}
\limsup _{n \rightarrow \infty}\left\|q_{n}\right\|_{L_{\infty}(Q)}^{1 / n}=\|g\|_{L_{\infty}(Q)} . \tag{226}
\end{equation*}
$$

In the terminology of [36] (see also p. 635 of [35]), this is expressed by saying that $\log |g(z)|$ is an exact harmonic majorant of the sequence $\left\{q_{n}^{1 / n}\right\}_{n=1}^{\infty}$ in $\mathbb{C} \backslash E$. We refer the reader to [36] for earlier results on the behavior of zeros of functions having an exact harmonic majorant. More recent results of a similar nature to that of Lemma V.4.3 can be found in Section III. 4 of [26].

## V. 5 Proofs of the zero distribution results

Proof of Theorem V.2.1. Define $E:=\bar{G}, q_{n}(z):=P_{n}(z) / \kappa_{n}^{w}$ and

$$
g(z):=\operatorname{cap}(L) \Phi(z) \quad z \in \mathbb{C} \backslash G
$$

With the help of (208), (210) and (212), it is easily seen that $E, g$ and $\left\{q_{n}\right\}_{n=1}^{\infty}$ so defined satisfy the hypotheses of Lemma V.4.3. Then, with the notations of that lemma, we have $\mu_{g}=\mu_{L}$ (the equilibrium measure of $L$ ), since it is well-known that $\mu_{L}$ is supported on $L$ and satisfies (218). Hence, Theorem V.2.1 is a direct consequence of (219), Lemma V.4.3(b), and Corollary V.4.2.

Proof of Theorem V.2.3. Suppose for the moment that (183) holds. To prove (b), define $E:=\overline{\mathbb{D}}_{r}, q_{n}:=P_{n} / \kappa_{n}^{w}$ and $g(z):=z$ for all $|z| \geq r$. Since the capacity of the unit circle is 1 , it follows from (210) and (183) that $E, q_{n}$ and $g$ so chosen satisfy the hypotheses of Lemma V.4.3. It is well-known that $\mu_{r}:=|d z| / 2 \pi r$ is the equilibrium measure of the circle $\mathbb{T}_{r}$, and that its potential is given by

$$
U^{\mu_{r}}(z)=\left\{\begin{array}{l}
\log (1 /|z|) \text { if }|z|>r \\
\log (1 / r) \quad \text { if }|z| \leq r
\end{array}\right.
$$

This implies, with the notations of Lemma V.4.3, that $\mu_{g}=\mu_{r}$, and hence Theorem V.2.3(b) is just a consequence of statement (b) of that lemma (cf. also the paragraph preceding (218)).

Similarly, we prove (a). Define $E:=\overline{\mathbb{D}}_{\rho},(1>\rho>0)$, with $q_{n}$ and $g$ as above. Then (183) implies that (217) holds on $\mathbb{T}_{\rho}$, and so by Lemma V.4.3 any weak*-limit of $\nu_{q_{n}}=\nu_{P_{n}}$ is supported on $\overline{\mathbb{D}}_{\rho}$. Letting $\rho$ go to zero we deduce Theorem V.2.3(a).

Thus, it remains to establish (183). Let us write the function $w$ as

$$
w(z)=h(z) \prod_{i=1}^{\ell}\left(z-a_{i}\right)^{v_{i}}
$$

where $v_{i}=\operatorname{mult}\left(a_{i}\right)$. The exterior conformal mapping for $\mathbb{D}$ is simply $\Phi(z)=z$, so that in view of (194), Lemma V.3.6(b) with $f \equiv g \equiv 1, t(z):=z, s(\zeta):=\zeta$, and (195), the kernel function $K_{w}(z, \zeta)$ for the space $\mathcal{B}_{w}^{2}(\mathbb{D})$ space $\mathcal{B}_{w}^{2}(\mathbb{D})$ has the form

$$
\begin{equation*}
K_{w}(z, \zeta)=\frac{Q_{w}(z, \bar{\zeta})}{\pi(1-z \bar{\zeta})^{2}\left[\prod_{i=1}^{\ell}\left(1-a_{i} \bar{\zeta}\right)^{v_{i}+1}\left(1-z \bar{a}_{i}\right)^{v_{i}+1}\right] h(z) \overline{h(\zeta)}} \tag{227}
\end{equation*}
$$

where $Q_{w}(\cdot, \cdot)$ is a polynomial in two variables satisfying
(ii) if $\xi \neq 0$, then $Q_{w}(1 / \xi, \xi) \neq 0 \Leftrightarrow \xi \notin\left\{1 / a_{1}, \ldots, 1 / a_{\ell}, \bar{a}_{1}, \ldots, \bar{a}_{\ell}\right\}$;
(iii) for every $1 \leq i \leq \ell, Q_{w}\left(1 / \bar{a}_{i}, \cdot\right) \not \equiv 0 \quad$ if $\bar{a}_{i} \neq 0$.

It follows from (227) that for all $\zeta \in \mathbb{D}, K_{w}(\cdot, \zeta)$ is a meromorphic function in $\mathbb{C}$ whose possible poles are the elements of the set

$$
\begin{equation*}
\left\{1 / \bar{\zeta}, 1 / \bar{a}_{1}, \ldots, 1 / \bar{a}_{\ell}, b_{1}, b_{2}, \ldots\right\} \backslash \mathcal{A}^{-1} \tag{228}
\end{equation*}
$$

where (notice that each $c_{j}$ is now a zero of $K_{w}(\cdot, \zeta)$ )

$$
\mathcal{A}^{-1}:=\left\{1 / \bar{a}_{i}: 1 / \bar{a}_{i}=c_{j} \text { for some } j \text { and } \operatorname{mult}\left(c_{j}\right) \geq \operatorname{mult}\left(a_{i}\right)+1\right\} .
$$

We shall show that for every $\zeta \in \mathbb{D}$ (except possibly countably many), the finite elements of the set (228) are, in fact, poles of $K_{w}(\cdot, \zeta)$.

First, we see from (ii) that if $\zeta \in \mathbb{D}$ and

$$
\zeta \notin\left\{a_{1}, \ldots, a_{\ell}, 0\right\} \cup\left\{1 / \bar{c}_{j}: \operatorname{mult}\left(c_{j}\right) \geq 2, j \geq 1\right\}
$$

then $K_{w}(\cdot, \zeta)$ has a pole at $z=1 / \bar{\zeta}$. Second, it is a consequence of (iii) that for all but finitely many $\zeta \in \mathbb{D}, K_{w}(\cdot, \zeta)$ has a pole at $1 / \bar{a}_{i}$ if $a_{i} \neq 0$ and $1 / \bar{a}_{i} \notin \mathcal{A}^{-1}$. And finally, if $b_{k} \notin\left\{1 / \bar{a}_{i}: a_{i} \neq 0,1 \leq i \leq \ell\right\}$, then again by (ii), $Q_{w}\left(b_{k}, 1 / b_{k}\right) \neq 0$, so that $Q_{w}\left(b_{k}, \xi\right)$ is a polynomial in $\xi$ not identically zero, and consequently, for all but finitely many $\zeta \in \mathbb{D}, K_{w}(\cdot, \zeta)$ has a pole at $b_{k}$.

Thus, according to (213) and (214), for all but countably many $\zeta \in \mathbb{D}$,

$$
\rho\left(K_{w}(\cdot, \zeta)\right)=\min \left(|z|: z \in\left\{1 / \bar{\zeta}, 1 / \bar{a}_{1}, \ldots, 1 / \bar{a}_{\ell}, b_{1}, b_{2}, \ldots\right\} \backslash \mathcal{A}^{-1}\right)
$$

whence, by Corollary V.4.2 (recall Remark V.2.2), for all but countably many $\zeta \in \mathbb{D}$,

$$
\begin{aligned}
\limsup _{n \rightarrow \infty}\left|P_{n}(\zeta)\right|^{1 / n} & =\max \left(\left\{0,|\zeta|,\left|a_{1}\right|, \ldots,\left|a_{\ell}\right|,\left|b_{1}\right|^{-1},\left|b_{2}\right|^{-1}, \ldots\right\} \backslash \mathcal{A}\right) \\
& =\max \{|\zeta|, r\}= \begin{cases}|\zeta| \text { if } r<|\zeta|<1 \\
r & \text { if }|\zeta| \leq r\end{cases}
\end{aligned}
$$

where

$$
\mathcal{A}=\left\{|z|^{-1}: z \in \mathcal{A}^{-1}\right\} \quad \text { and } \quad r=\max \left(\left\{0,\left|a_{1}\right|, \ldots,\left|a_{\ell}\right|,\left|b_{1}\right|^{-1},\left|b_{2}\right|^{-1}, \ldots\right\} \backslash \mathcal{A}\right)
$$

Example V.5.1. Let $w$ be a meromorphic function on $\mathbb{C}$, that does not vanish, whose poles $c_{1}, c_{2}, \ldots$ all lie in $\mathbb{C} \backslash \overline{\mathbb{D}}$ and each of them has multiplicity no less than 2 . Since in this case the kernel function has the form

$$
K_{w}(z, \zeta)=\frac{1}{\pi(1-z \bar{\zeta})^{2} w(z) \overline{w(\zeta)}}
$$

we see that $K_{w}\left(\cdot, 1 / \bar{c}_{j}\right)$ is an entire function for all $1 \leq j<\infty$, and if $\zeta \notin\left\{1 / \bar{c}_{1}, 1 / \bar{c}_{2}\right.$, $\ldots\}$, then $K_{w}(\cdot, \zeta)$ is a meromorphic function with a double pole at $1 / \bar{\zeta}$. Conse-
quently, we have for all $\zeta \in \mathbb{D}$

$$
\limsup _{n \rightarrow \infty}\left|P_{n}(\zeta)\right|^{1 / n}= \begin{cases}0 \quad \text { if } \zeta \in\left\{1 / \bar{c}_{1}, 1 / \bar{c}_{2}, \ldots\right\}  \tag{229}\\ |\zeta| \text { otherwise }\end{cases}
$$

and according to Theorem V.2.3(a), this implies that $\nu_{P_{n}} \xrightarrow{*} \delta_{0}$ as $n \rightarrow \infty$. However, each point $1 / \bar{c}_{j}$ is a limit point of the zeros of the $P_{n}$ 's, because if, to the contrary, there is a neighborhood $V$ of $1 / \bar{c}_{j}$ and a subsequence $\mathcal{N} \subset \mathbb{N}$ such that $P_{n}$ has no zeros on $V$ for $n \in \mathcal{N}$, then by the continuity of $\log \left|t-1 / \bar{c}_{j}\right|^{-1}$ in $\mathbb{C} \backslash V$, we would have

$$
\lim _{\substack{n \rightarrow \infty \\ n \in \mathcal{N}}} U^{\nu_{P_{n}}}\left(1 / \bar{c}_{j}\right)=U^{\delta_{0}}\left(1 / \bar{c}_{j}\right)=\log \left|c_{j}\right|,
$$

contradicting (229).

Proof of Theorem V.2.7. Recall that the lens-shaped domain $G$, as well as its associated curves $\Gamma, \gamma_{r}$, and function $\widehat{\Phi}$ have been introduced in the paragraph preceding the statement of Theorem V.2.7. Assume that (189) is true for some $r$ with $R_{\Gamma} \leq r \leq 1$. Set $E:=\Gamma \cup \gamma_{r} \cup \operatorname{int}\left(\gamma_{r}\right), q_{n}=P_{n} / \kappa_{n}^{w}$, and $g(z):=\operatorname{cap}(L) \hat{\Phi}(z)$ for all $z \in \overline{\mathbb{C}} \backslash \operatorname{int}\left(\gamma_{r}\right)$. We see from (210) and (189) that $E, q_{n}$ and $g$ so defined satisfy the assumptions of Lemma V.4.3, and hence, any weak*-limit point $\sigma$ of $\left\{\nu_{P_{n}}\right\}=\left\{\nu_{q_{n}}\right\}$ is supported in $\Gamma \cup \gamma_{r} \cup \operatorname{int}\left(\gamma_{r}\right)$. Let $\mu_{r}:=\mu_{g}$ be the unique measure supported on $\partial E=\left(\Gamma \cup \gamma_{r}\right) \backslash \operatorname{int}\left(\gamma_{r}\right)$ that satisfies

$$
U^{\mu_{r}}(z)=\log |g(z)|^{-1}=\log |\operatorname{cap}(L) \widehat{\Phi}(z)|^{-1} \quad \forall z \in \mathbb{C} \backslash \operatorname{int}\left(\gamma_{r}\right) .
$$

Now, from the definition of $\gamma_{r}$ in (188), and the lower semicontinuity of $U^{\mu_{r}}$, we have that if $\operatorname{int}\left(\gamma_{r}\right) \neq \emptyset$, then

$$
\begin{equation*}
\liminf _{\substack{z \rightarrow z z^{\prime} \\ z \in \operatorname{int}\left(\gamma_{r}\right)}} U^{\mu_{r}}(z) \geq U^{\mu_{r}}\left(z^{\prime}\right)=\log [\operatorname{cap}(L) r]^{-1} \quad \forall z^{\prime} \in \gamma_{r}, \tag{230}
\end{equation*}
$$

and in view of (189) and (219), we have for some $z_{0} \in \operatorname{int}\left(\gamma_{r}\right)$

$$
\begin{equation*}
\operatorname{cap}(L) r=\limsup _{n \rightarrow \infty}\left|q_{n}\left(z_{0}\right)\right|^{1 / n} \leq e^{-U^{\mu_{r}}\left(z_{0}\right)} . \tag{231}
\end{equation*}
$$

Since (230), (231) and the minimum principle for superharmonic functions imply that

$$
U^{\mu_{r}}(z)=\log [\operatorname{cap}(L) r]^{-1} \quad \forall z \in \operatorname{int}\left(\gamma_{r}\right),
$$

the statements (a) and (b) of Theorem V.2.7 follow directly from their corresponding ones in Lemma V.4.3.

Let us now show that if $\sigma$ is a weak*-limit point of the measures $\nu_{P_{n}}$, then necessarily every point of $\Gamma \backslash \operatorname{int}\left(\gamma_{r}\right)$ belongs to $\operatorname{supp}(\sigma)$. Suppose that $z_{0} \in \Gamma \backslash \overline{\operatorname{int}\left(\gamma_{r}\right)}$ is not in $\operatorname{supp}(\sigma)$ and let us derive a contradiction. Let $D_{z_{0}} \subset G \backslash \overline{\operatorname{int}\left(\gamma_{r}\right)}$ be a disk centered at $z_{0}$ and of radius so small that $\operatorname{supp}(\sigma) \cap D_{z_{0}}=\emptyset$. Then $U^{\sigma}$ is harmonic in $D_{z_{0}}$ and we have from (218) and (186)

$$
U^{\sigma}(z)=\left\{\begin{array}{l}
\log \left|\overline{\Phi\left(z_{\alpha}\right)} / \operatorname{cap}(L)\right| z \in G_{\alpha} \cap D_{z_{0}}  \tag{232}\\
\log \left|\overline{\Phi\left(z_{\beta}\right)} / \operatorname{cap}(L)\right| z \in G_{\beta} \cap D_{z_{0}}
\end{array}\right.
$$

But since the harmonic extension is unique, it follows that the first row of the righthand side of (232) also represents $U^{\sigma}$ in $G_{\beta} \cap D_{z_{0}}$, contradicting the obvious fact that

$$
G_{\beta}=\left\{z \in G:\left|\Phi\left(z_{\alpha}\right)\right|>\left|\Phi\left(z_{\beta}\right)\right|\right\} .
$$

Analogously, one can show that $\operatorname{supp}\left(\mu_{r}\right)=\left(\Gamma \cup \gamma_{r}\right) \backslash \operatorname{int}\left(\gamma_{r}\right)$.
We now turn to the proof of (189). Similar to the case of the unit disk, the argument is based on Corollary V.4.2. Therefore, our next task is to find the singularities of the kernel function $K_{w}(\cdot, \zeta)$ for the lens-shaped domain $G$ and an entire weight
function $w$. It is not difficult to see that for every $\zeta \in G$, the function

$$
\begin{equation*}
\varphi_{\zeta}(z):=\frac{\left(\frac{z-i}{z+i}\right)^{N}-\left(\frac{\zeta-i}{\zeta+i}\right)^{N}}{\left(\frac{z-i}{z+i}\right)^{N}-\left(\frac{\bar{\zeta}+i}{\bar{\zeta}-i}\right)^{N} \cdot e^{-2 N \alpha i}} \tag{233}
\end{equation*}
$$

maps $G$ conformaly onto $\mathbb{D}$ in such a way that $\varphi_{\zeta}(\zeta)=0$. Then, choosing $\varphi=\varphi_{\zeta}$ in formula (194) for each particular $\zeta \in G$, we obtain after some computations that

$$
\begin{equation*}
K(z, \zeta)=-\frac{4 N^{2}}{\pi} \cdot \frac{[(\bar{\zeta}-i)(\bar{\zeta}+i)(z-i)(z+i)]^{N-1}}{\left[e^{N \alpha i}(\bar{\zeta}-i)^{N}(z-i)^{N}-e^{-N \alpha i}(\bar{\zeta}+i)^{N}(z+i)^{N}\right]^{2}} \tag{234}
\end{equation*}
$$

Let $\left\{a_{1}, \ldots, a_{\ell}\right\}$ be the set of zeros of $w$ lying on $G$, and let $\left\{b_{1}, b_{2}, \ldots\right\}$ be the set of zeros of $w$ lying on $\mathbb{C} \backslash G$. Write $w$ as

$$
w(z):=h(z) \prod_{j=1}^{\ell}\left(z-a_{i}\right)^{v_{i}}
$$

where $v_{i}=\operatorname{mult}\left(a_{i}\right), 1 \leq i \leq \ell$, is the multiplicity of the zero $a_{i}$. Then, by (195) and Lemma V.3.6(b), we have the following representation for $K_{w}(z, \zeta)$ in terms of any $f, g, t$, and $s$ satisfying (200):

$$
\begin{align*}
K_{w}(z, \zeta)= & \frac{f(z) \overline{g(\zeta)}}{\pi[1-t(z) \overline{s(\zeta)}]^{2}} \times \frac{\prod_{i=1}^{\ell}\left[t(z)-t\left(a_{i}\right)\right]^{v_{i}}\left[\overline{s(\zeta)}-\overline{s\left(a_{i}\right)}\right]^{v_{i}}}{h(z) \overline{h(\zeta)} \prod_{i=1}^{\ell}\left(z-a_{i}\right)^{v_{i}}\left(\bar{\zeta}-\bar{a}_{i}\right)^{v_{i}}}  \tag{235}\\
& \times \frac{Q_{w}(t(z), \overline{s(\zeta)})}{\prod_{i=1}^{\ell}\left[1-t\left(a_{i}\right) \overline{s(\zeta)}\right]^{v_{i}+1}\left[1-t(z) \overline{s\left(a_{i}\right)}\right]^{v_{i}+1}},
\end{align*}
$$

where $Q_{w}(\tau, \xi)$ is a polynomial in two variables (that depends on the choice of $t$ and $s$ ) with the properties stated in Lemma V.3.6(b)(i)-(iv).

We first prove that
(I) $K_{w}(\cdot, \zeta)$ is a meromorphic function in $\mathbb{C}$ such that $h(\cdot) K_{w}(\cdot, \zeta)$ is analytic in $\bar{G}$ and, for all but finitely many $\zeta \in G, i$ and $-i$ are zeros of $h(\cdot) K_{w}(\cdot, \zeta)$ of multiplicity $N-1$.

Let $\varphi$ be a conformal map of $G$ onto $\mathbb{D}$. By (194), we can set $f(z)=\varphi^{\prime}(z)$, $g(\zeta)=\varphi^{\prime}(\zeta), t(z)=\varphi(z)$, and $s(\zeta)=\varphi(\zeta)$. Then, since $\varphi$ is a rational function that has an analytic continuation (also denoted by $\varphi$ ) across $\partial G$, we see from (235) with the above choice of $f, g, t$, and $s$, that for all $\zeta \in G, K_{w}(\cdot, \zeta)$ is a meromorphic function in $\mathbb{C}$. On the other hand, since $|\varphi( \pm i)|=1$, we have

$$
\varphi( \pm i)^{-1} \notin\left\{1 / \varphi\left(a_{1}\right), \ldots, 1 / \varphi\left(a_{\ell}\right), \overline{\varphi\left(a_{1}\right)}, \ldots, \overline{\varphi\left(a_{\ell}\right)}\right\}
$$

so that by Lemma V.3.6(b)(ii), $Q_{w}(\varphi( \pm i), \cdot) \not \equiv 0$. Thus, it follows from (235) that for all but finitely many $\zeta \in G, \pm i$ is a zero of $K_{w}(\cdot, \zeta)$ if and only if $\pm i$ is a zero of $K(\cdot, \zeta)$, so that the rest of (I) follows from (234).

Now, we see from (234) that for all $z \neq i, K(z, \zeta)$ can be expressed in the form of (200), this time with the choice of functions

$$
\begin{gather*}
f(z)=\frac{(z+i)^{N-1}}{(z-i)^{N+1}}, \quad \overline{g(\zeta)}=-\frac{4 N^{2} e^{-2 N \alpha i}(\bar{\zeta}+i)^{N-1}}{(\bar{\zeta}-i)^{N+1}} \\
t(z)=\left(\frac{z+i}{z-i}\right)^{N}, \quad \overline{s(\zeta)}=\left(\frac{\bar{\zeta}+i}{\bar{\zeta}-i} \cdot e^{-2 \alpha i}\right)^{N} \tag{236}
\end{gather*}
$$

Then, looking at the denominator of (235), we see that the possible poles of $K_{w}(\cdot, \zeta)$ are contained in the set

$$
\mathcal{S}:=\left\{b_{1}, b_{2}, \ldots\right\} \cup \mathcal{S}(\zeta) \cup \mathcal{S}\left(a_{1}\right) \cup \cdots \cup \mathcal{S}\left(a_{\ell}\right),
$$

where $\mathcal{S}(\zeta), \mathcal{S}\left(a_{i}\right)$ denote, respectively, the solution sets of the equations in the variable $z$

$$
\begin{equation*}
1-t(z) \overline{s(\zeta)}=0, \quad 1-t(z) \overline{s\left(a_{i}\right)}=0, \quad i=1, \ldots, \ell ; \tag{237}
\end{equation*}
$$

Next, we show that
(II) for all but countably many $\zeta \in G, z \in \mathcal{S}$ is not a pole of $K_{w}(\cdot, \zeta)$ if and only if there exists $1 \leq k<\infty$ such that $z=b_{k}$ and either one of the following statements holds:
( $\left.\mathrm{II}^{\prime}\right) b_{k} \in\{-i, i\}$ and $\operatorname{mult}\left(b_{k}\right) \leq N-1$;
$\left(\mathrm{II}^{\prime \prime}\right) b_{k}=c$ for some $c$ that is a zero of the rational function

$$
\prod_{i=1}^{\ell}\left[t(z)-t\left(a_{i}\right)\right]^{v_{i}}
$$

$$
\text { with multiplicity } \geq \operatorname{mult}\left(b_{k}\right) \text {. }
$$

Suppose that $z$ is a solution of any of the equations (237) that is not a pole of $K_{w}(\cdot, \zeta)$. Since obviously $z \neq \pm i$, we have that at least one of the equations

$$
\begin{gather*}
t(z)-t\left(a_{i}\right)=0, \quad 1 \leq i \leq \ell  \tag{238}\\
Q_{w}(1 / \overline{s(\zeta)}, \overline{s(\zeta)})=0, \quad Q_{w}\left(1 / \overline{s\left(a_{i}\right)}, \overline{s(\zeta)}\right)=0, \quad 1 \leq i \leq \ell \tag{239}
\end{gather*}
$$

must be satisfied. But for all $\eta, \lambda \in G, 1-t(\eta) \overline{s(\lambda)} \neq 0$, so that $z$ cannot satisfy any of the equations (238). Also, since $Q_{w}$ is a polynomial and $s(\zeta)$ is given by (236), Lemma V.3.6(b)(ii)(iii) implies that only a finite number of $\zeta \in G$ can be a solution to one of the equations (239). Hence, for all but finitely many $\zeta \in G$, every element of $\mathcal{S}(\zeta) \cup \mathcal{S}\left(a_{1}\right) \cup \cdots \cup \mathcal{S}\left(a_{\ell}\right)$ is a pole of $K_{w}(\cdot, \zeta)$.

Now, it follows from (I) that for all but finitely many $\zeta \in G, b_{k} \in\{-i, i\}$ is a pole of $K_{w}(\cdot, \zeta)$ if and only if $\operatorname{mult}\left(b_{k}\right)>N-1$. On the other hand, for any $b \in$
$\mathbb{C} \backslash(G \cup\{i,-i\})$, the polynomial $Q_{w}(t(b), \cdot)$ is not identically zero (this is guaranteed by Lemma V.3.6(b)(i) if $t(b)=t\left(a_{i}\right)$ for some $1 \leq i \leq \ell$, by (iii) if $t(b)=1 / \overline{s\left(a_{i}\right)}$ for some $1 \leq i \leq \ell$, and by (ii) if $t(b)$ is otherwise). Thus, for all but finitely many $\zeta \in G$, the zero $b_{k} \in \mathbb{C} \backslash(G \cup\{i,-i\})$ of $h(z)$ is a pole of $K_{w}(\cdot, \zeta)$ unless $b_{k}=c$ for some $c$ that is a solution to

$$
\prod_{i=1}^{\ell}\left[t(z)-t\left(a_{i}\right)\right]^{v_{i}}=0
$$

of multiplicity $\geq \operatorname{mult}\left(b_{k}\right)$. This completes the proof of (II).
Notice that according to the definition in (213) and (214),

$$
\begin{equation*}
1 / \rho\left(K_{w}(\cdot, \zeta)\right)=\max \left\{|1 / \Phi(z)|: z \text { is a pole of } K_{w}(\cdot, \zeta)\right\} \tag{240}
\end{equation*}
$$

Now, it easily follows from (186) and (185) that for any $\zeta \in G$,

$$
\max \left\{\left|1 / \Phi\left(\zeta_{\alpha}\right)\right|,\left|1 / \Phi\left(\zeta_{\beta}\right)\right|\right\}=\left\{\begin{array}{l}
\left|1 / \Phi\left(\zeta_{\alpha}\right)\right| \text { if } \zeta \in G_{\alpha} \cup \Gamma  \tag{241}\\
\left|1 / \Phi\left(\zeta_{\beta}\right)\right| \text { if } \zeta \in G_{\beta}
\end{array}=|\hat{\Phi}(\zeta)|\right.
$$

and it is not difficult to verify by using the explicit expressions of $t$ and $s$ in (236) that

$$
\mathcal{S}(\zeta)=\left\{\frac{\bar{\zeta} \cot (\alpha-k \pi / N)+1}{\bar{\zeta}-\cot (\alpha-k \pi / N)}, 1 \leq k \leq N\right\}
$$

In particular, $\zeta_{\alpha}, \zeta_{\beta} \in \mathcal{S}(\zeta)$ (cases $k=N$ and $k=1$, respectively).
Suppose we have proven that

$$
\begin{equation*}
\max \{|1 / \Phi(\eta)|: \eta \in \mathcal{S}(\zeta)\}=\max \left\{\left|1 / \Phi\left(\zeta_{\alpha}\right)\right|,\left|1 / \Phi\left(\zeta_{\beta}\right)\right|\right\} \tag{242}
\end{equation*}
$$

Then by (240), (II), (242) and (241), we get that for all but finitely many $\zeta \in G$,

$$
1 / \rho\left(K_{w}(\cdot, \zeta)\right)=\max \left\{|\widehat{\Phi}(\zeta)|,\left|\widehat{\Phi}\left(a_{1}\right)\right|, \ldots,\left|\widehat{\Phi}\left(a_{\ell}\right)\right|,\left|\Phi\left(b_{1}\right)\right|^{-1},\left|\Phi\left(b_{2}\right)\right|^{-1}, \ldots\right\} \backslash \mathcal{B}
$$

where $\mathcal{B}:=\left\{\left|\Phi\left(b_{k}\right)\right|^{-1}: b_{k}\right.$ satisfies either $\left(\mathrm{II}^{\prime}\right)$ or $\left.\left(\mathrm{II}^{\prime \prime}\right)\right\}$. We will show, however, that

$$
\begin{equation*}
t(c)-t\left(a_{i}\right)=0 \Rightarrow|\Phi(c)|^{-1} \leq\left|\Phi\left(a_{i}\right)\right|^{-1} \tag{243}
\end{equation*}
$$

and therefore $($ recall $(187)), 1 / \rho\left(K_{w}(\cdot, \zeta)\right)=\max \{|\widehat{\Phi}(\zeta)|, r\}$, where $r$ is the largest number of the set

$$
\begin{aligned}
& \left\{R_{\Gamma},\left|\widehat{\Phi}\left(a_{1}\right)\right|, \ldots,\left|\widehat{\Phi}\left(a_{\ell}\right)\right|,\left|\Phi\left(b_{1}\right)\right|^{-1},\left|\Phi\left(b_{2}\right)\right|^{-1}, \cdots\right\} \\
& \quad \backslash\left\{\left|\Phi\left(b_{k}\right)\right|^{-1}: b_{k} \in\{-i, i\} \text { and } \operatorname{mult}\left(b_{k}\right) \leq N-1\right\} .
\end{aligned}
$$

Then, the validity of relation (189) follows as a consequence of Corollary V.4.2 and the definition of $\gamma_{r}$ in (188).

The above argument assumes that (242) and (243) were true. Let us verify that this is the case.

With $G$ the lens-shaped domain described in the paragraph preceding Theorem V.2.7, the normalized exterior mapping $w=\Phi(z)$ is given by the composition of the following three transformations:

$$
\begin{gather*}
\xi(z):=e^{(\pi-\beta) i}\left(\frac{z-i}{z+i}\right),  \tag{244}\\
t(\xi)=\xi^{N /(2 N-1)}, \quad \arg \xi \in\left(-\frac{\pi}{N}, \frac{(2 N-1) \pi}{N}\right),  \tag{245}\\
w(t):=\frac{1-\lambda_{\beta} t}{t-\lambda_{\beta}}, \quad \lambda_{\beta}:=e^{\frac{N(\pi-\beta) i}{2 N-1}} . \tag{246}
\end{gather*}
$$

Let us prove (242). If $\eta \in \mathcal{S}(\zeta)$, then by definition, $1-t(\eta) \overline{s(\zeta)}=0$ where $t$ and $s$ are given by (236). Hence, for some $1 \leq k \leq N$,

$$
\frac{\eta-i}{\eta+i}=\frac{\bar{\zeta}+i}{\bar{\zeta}-i} \cdot e^{(2 \pi k / N-2 \alpha) i}
$$

so that $(\eta-i) /(\eta+i)$ lies on the circular arc

$$
\mathcal{C}_{\zeta}:=\left\{\left|\frac{\bar{\zeta}+i}{\bar{\zeta}-i}\right| e^{i \theta}: \arg \left(\frac{\bar{\zeta}+i}{\bar{\zeta}-i}\right)+2 \beta \leq \theta \leq \arg \left(\frac{\bar{\zeta}+i}{\bar{\zeta}-i}\right)+2 \pi-2 \alpha\right\} .
$$

Notice that the endpoints of $\mathcal{C}_{\zeta}$ correspond to the values $\eta=\zeta_{\beta}, \eta=\zeta_{\alpha}$. By (244), (245) and (246), $\{\Phi(\eta): \eta \in \mathcal{S}(\zeta)\}$ is contained in the set

$$
\mathcal{C}_{\zeta}^{*}:=\{(w \circ t)(\xi):|\xi|=|(\bar{\zeta}+i) /(\bar{\zeta}-i)|\}
$$

which is obviously a circle intersecting the unit circle at two points. Indeed,

$$
\{\Phi(\eta): \eta \in \mathcal{S}(\zeta)\}
$$

is contained in the subarc $(w \circ t)\left(e^{(\pi-\beta) i} \mathcal{C}_{\zeta}\right)$ of $\mathcal{C}_{\zeta}^{*}$, which lies on $\{|w|>1\}$ and connects the points $\Phi\left(\zeta_{\alpha}\right), \Phi\left(\zeta_{\beta}\right)$. Consequently, $\Phi\left(\zeta_{\alpha}\right)$ and $\Phi\left(\zeta_{\beta}\right)$ are the nearest points of $(w \circ t)\left(e^{(\pi-\beta) i} \mathcal{C}_{\zeta}\right)$ to the origin, whence (242) follows.

Now, to prove (243), assume that $t(c)-t\left(a_{j}\right)=0$. Then for some $1 \leq k \leq N-1$,

$$
\frac{c-i}{c+i}=\overline{\left(\frac{\bar{a}_{j}+i}{\bar{a}_{j}-i}\right)} \cdot e^{2 k \pi i / N},
$$

so that $(c-i) /(c+i)$ lies on the circular arc

$$
\left\{\left|\frac{\bar{a}_{j}+i}{\bar{a}_{j}-i}\right| e^{i \theta}: 2 \pi-\arg \left(\frac{\bar{a}_{j}+i}{\bar{a}_{j}-i}\right)+2 \pi / N \leq \theta \leq 4 \pi-\arg \left(\frac{\bar{a}_{j}+i}{\bar{a}_{j}-i}\right)-2 \pi / N\right\} .
$$

By the argument given above to prove (242), it suffices to show that this arc is a subset of $\mathcal{C}_{a_{j}}$. But this is a trivial fact since $\alpha+\beta=\pi / N$ and

$$
\pi-\beta<\arg \left(\frac{\bar{a}_{j}+i}{\bar{a}_{j}-i}\right)<\pi+\alpha .
$$

The proof is complete.
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[^0]:    ${ }^{1}$ Suppose $\lambda_{k} \in\{1,2\}$. If a term of the form (17) with $m \geq 1$ occurs in the expansion of $\psi$ about $w_{k}$, then necessarily $w_{k}$ is a singularity of $\psi$. We do not know whether the converse of this statement is also true.

[^1]:    ${ }^{1}$ Indeed, Korovkin obtained a stronger result. Using Carleman's method he proved a generalization of formula (84) for polynomials orthogonal over $G$ with respect to weights of a specific type.

[^2]:    ${ }^{1}$ The results in [15] go far beyond (159): a full asymptotic expansion valid in all $\mathbb{C}$ is given for polynomials orthogonal with respect to an analytic and positive weight on $\mathbb{T}_{1}$.

