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ABSTRACT

Retinal surgery requires surgeons to manipulate delicate structures with very high pre-

cision while contending with perception and manipulation challenges due to the limited

repertoire of tools available to them. Current commercial robotic systems are unable to

support tasks of orbital manipulation and intraocular dexterity. In addition, the emerging

use of optical coherence tomography (OCT) as a feedback modality for surgeons presents

questions regarding the value of such feedback and the ways such information can be used

by the robot and the surgeon to improve safety and accuracy of retinal surgery. Current

OCT and robotic systems are unable to support real-time intervention control and to pro-

vide sectional information of the anatomy (B-mode imaging), which is necessary for sur-

geon feedback during the operation.

This dissertation presents design, modeling, calibration and control of robotic systems

for increasing the safety of micro-surgery on constrained organs such as the eye. To ad-

dress the limitations listed above a dual-arm robotic system is improved and customized

to meet the needs of safe orbital manipulation. A new modeling approach for constrained

telemanipulation of such robots is also developed and demonstrated experimentally. New

approaches for calibration of custom B-mode OCT probes and their integration for control

feedback and assistive telemanipulation are investigated. Finally, calibration of dual arm

robotic systems for manipulation of partially constrained organs is presented with the aim

of facilitating eventual clinical deployment.

This work provides the theoretical and technological basis for the design and integra-

tion of future OCT-guided robotic systems. Results of investigation of the utility of OCT

feedback with and without robotic assistance point to the value of a combined solution in-

tegrating both technologies. Evaluation of telemanipulation algorithms suggests that the

combined use of vision and OCT feedback for assistive telemanipulation control can im-

prove task execution accuracy and safety. The evaluation of the new calibration algorithms

iv



for such systems demonstrate the robustness and efficacy of our approaches compared to

previous works.
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Chapter 1

Introduction

1.1 Background on Ophthalmic Surgery

Retina interventions require recision, hand stability and multi-tool intraocular manip-

ulation. A traditional ophthalmic surgery setup is shown in Fig.1.1(a) and Fig.1.1(b). A

main surgeon and two assistant surgeons are needed to coordinate with each other to per-

form the whole surgical procedure. The main surgeon sits superior to the patients head

and performs most of the surgical tasks including manipulation of the surgical tools and

the light source. One assistant surgeon sits beside the patients head to provide irrigation

and removal of fluids and to adjust the placement of the external visualization lenses. The

assistant surgeon sits on the other side of the patient for tool delivery to the main surgeon.

The surgical tools include picks, micro tweezers, vitrectomy cutters, micro injection tool

and other tools dependent on the requirements of the procedure. The main surgeon sup-

ports his/her hands on a frame around the patient’s head, holds two surgical instruments

(usually one light source and one operational tool), and operates using a microscope while

visualizing the retina through a dilated iris.

Figure 1.1: a. Surgical setup; b. Microscope top view. Picture from [1]
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This traditional setup has several limitations. The human eye is an extremely sensitive

anatomy where high precision procedure is needed and manual intervention lacks hand

stability and sub-micron precision. Current surgical tools provide limited sensory feedback

with only the stereo type microscope and the feeling from surgical tool to the hand. Current

surgical setup is ergonomically uncomfortable and could result in neck pain and lower back

pain due to the surgeon’s fatigue [6, 7]. Current imaging techniques through the surgical

microscope provide limited depth perception. The main surgeon has to manipulate multiple

tools and the eyeball at the same time while holding his/her hand steady. Due to the required

remote center of motion (RCM) motion, the tool movement under microscope top view is

inverted from the surgeon’s hand movement. The following section will review retinal

interventions that could benefit from robotic intervention.

1.2 Clinical Condition Motivating This Research

Retinal vascular disease is a leading cause of blindness. Retinal microsurgical interven-

tions treat various retinal diseases, such as branch retinal vein occlusion (BRVO), central

retinal vein occlusion (CRVO), macular hole, epiretinal membrane (ERM), retinal detach-

ment and diabetic retinopathy. In this section, reviews on description of these retina dis-

eases, severeness of the condition and traditional surgical interventions for treatment are

summarized. These reviews guide the clinical motivation of this dissertation research.

Branch retinal vein occlusion (BRVO) is the second most common retinal vascular

disorder following diabetic retinopathy. Population-based studies reflect an overall adult

prevalence of 4.42 per 1000 people or 13.9 million people worldwide with BRVO [8] and

occurrence increases with age. BRVO can cause a decrease in vision due to ischemia or

edema of the macula, and/or vitreous hemorrhage. More than half of patients with BRVO

develop visual acuity worse than 20/40. BRVO typically occurs at arteriovenous crossing

sites with the artery positioned anterior to the vein producing compression [9]. The Branch

Vein Occlusion Study [10] and the Standard Care versus Corticosteroid for Retinal Vein
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Occlusion Study [11] demonstrated that grid laser is helpful for resolving macular edema.

Alternatives have been sought because retinal hemorrhages interfere with laser treatment

and laser induced scarring can decrease vision. Medical therapies include intravitreal in-

jection of corticosteroids or vascular endothelial growth factor (VEGF) inhibitors to treat

the retinal edema rather than the underlying blood flow obstruction. However, a signifi-

cant proportion of patients are unresponsive to medical therapy and retain macular edema

and poor vision. In [12], an update of literature review summarizes the treatment alter-

natives. The first report of surgical decompression as a successful potential treatment for

BRVO with a vitrectomy and technically challenging separation of the common adventitial

sheath of the crossing artery and vein (sheathotomy) was published in 1988 by Osterloh

and Charles [13]. Multiple reports have suggested that vitrectomy with sheathotomy may

improve vision in patients with recalcitrant macular edema unresponsive to laser therapy

and/or medical therapy [14, 15, 16, 17, 18, 19, 20, 21, 22]. One study reported no difference

between sheathotomy versus intravitreal triamcinolone acetonide injection, but they did not

limit their subjects to medically recalcitrant edema [23]. Because a one-year course of anti-

VEGF ranibizumab may exceed $23,000, [24] the cost of a highly successful surgical in-

tervention could be cost-effective in BRVO treatment. Precise robotic control would likely

reduce iatrogenic surgical complications of vitreous hemorrhage [14] or localized retinal

detachment [25] at the arteriovenous sheathotomy site. Alternatively, micro-vascular can-

nulation has been proposed by several groups to restore blood flow and prevent recurrent

occlusion [26, 27, 28, 29]. We hypothesize that a better solution for recalcitrant vascular

occlusions would be microsurgical interventions that allow accurate placement of micro-

stents. To successfully apply these micro-vascular techniques, the stenting procedures need

to be adapted for micro-vessels of the retina. The accurate and reproducible deployment

of stents with diameters below the 200 microns range require a high degree of intra-ocular

dexterity.

Diabetic retinopathy is the most common cause of vision loss for people with dia-
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betes. As a consequence of diabetic retinopathy, fluid will build up in macula that re-

sults in diabetic macular edema (DME) [30]. Diabetic retinopathy usually progress in

four stages: mild nonproliferative retinopathy, moderate nonproliferative retinopathy, se-

vere nonproliferative retinopathy and proliferative diabetic retinopathy (PDR) [30]. For

DME, several treatment [30, 31, 32] were proposed including injecting anti-VEGF agents

[33, 34, 35, 36, 37, 38, 39, 40], laser photocoagulation [41, 42, 43, 44, 45], corticosteroids

[46, 47, 48, 49] and the combination of different therapies [50, 51, 52]. The PDR is usually

treated with scatter laser surgery (sometimes called panretinal laser surgery or panretinal

photocoagulation) [53, 54, 55, 56, 57, 58, 59]. More recent studies also focus on effect of

anti-VEGF not only in DME but also in PDR [60].

For BRVO and diabetic disease listed above, they all involve surgical interventions such

as vitrectomy, sheathotomy, micro-injection and laser therapy. These surgical interventions

require surgeon to manipulate on small objects such as blood vessel. The blood vessels on

human retina are usually 6 100µm in diameter. This requires the surgical procedure to be

carried out under extreme precision and also maintain certain intraocular dexterity. Hence

robotic assistance is needed to fulfill these requirements.

A macular hole is a small break in the macula, located in the center of the retina. A

macular hole may markedly reduce central visual acuity. Macular holes are related to aging

and usually occur in people over age 60 [61]. A population-based retrospective chart review

was performed in Minnesota and reported the prevalence of macular hole to be around 0.1

to 0.8 in adults aged ¿40 years and an age- and sex-adjusted incidence in 7.8 persons and

8.69 eyes per 100,000 population per year [62]. In subjects with myopia, the prevalence

of macular hole may reach 6% [63]. Since a surgical approach for macular holes was

described in 1991, this previously inoperable blinding condition has become an efficacious

vitreoretinal surgical procedure, with a success rate over 90% [64, 65, 66, 67, 68, 69, 70].

Several authors have found that peeling of the internal limiting membrane (ILM) improves

anatomic closure rate and visual outcome in macular hole surgery, especially in cases with
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a poorer prognosis [71, 72, 73, 74, 75, 76, 77, 78, 79]. As a result of treatment, in the

case of macular hole, the hole diamter should be 6 400µm, traction has to be present,

and ERM should be absent. However, peeling of the ILM without damaging other retinal

layers is exceptionally challenging; the ILM is only 1.8 to 4.8 microns thick in humans [80].

Chromovitrectomy dyes are employed to improve visualization of the ILM, but indocyanine

green dye is toxic to the retina pigment epithelium [81, 82, 83] and others are less effective

for visualization [84].

Wrinkled tissue known as epiretinal membranes (ERM) (or macular pucker) can also

develop overlaying the retina to distort vision. Idiopathic ERM can cause reduced vision

and metamorphopsia by several mechanisms, including tissue covering and/or distorting

the macula; low traction retinal detachment of the posterior pole; vascular leakage with

intraretinal oedema; and obstruction of axoplasmic flow [85, 86]. It typically affects the

central vision while peripheral vision remains unaffected. The thickness of ERM averages

about 61±28µm [87]. Not all ERM require treatment. However rarely, when vision dete-

riorates to the point where it affects daily routine activities, surgery may be recommended

[88]. Vitreous surgery is often used to remove the epiretinal tissues [85, 86, 89, 90, 91, 92].

Several group of researchers [93, 94] also studied about the difference between ”single

peeling” (in which only the ERM peeled) and ”double peeling” (in which the ILM is also

stained and peeled). The ”double peeling” has significant acuity outcomes in the long term.

Proliferative vitreoretinopathy (PVR) is the clinical condition previously known vari-

ously as massive vitreous retraction, massive preretinal retraction, or massive periretinal

proliferation [95]. It usually follows rhegmatogenous retinal detachment (RRD) secondary

to the occurrence and proliferation of ectopic cell sheets in the vitreous and/or perireti-

nal area [96]. It occurs in 5-10% of all RRD [97] and is implicated in redetachment after

surgery in 75% of cases[98, 97, 96]. PVR is the most common cause of failure following

retinal reattachment surgery and often can lead to blindness [99]. For moderate manage-

ment of PVR, buckling and encircling procedures may achieve a sustained closure of all
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retinal breaks and the release of circumferential traction caused by alterations in the vitre-

ous base [100, 101, 102]. For severe PVR, surgery is required in eyes with PVR-associated

retinal detachments to peel away the thin yet tenacious membranes that exert traction on

the retina causing persistent retinal detachment [103]. The aims of surgery are to relieve

the tractional forces, to close the retinal break while restoring the normal anatomy and the

ciliary body function[96].

For all the surgical treatment that involve vitrectomy and membrane peeling, sub-

micron level accuracy is needed. The membrane thickness vary between 10 100µm (ILM

and ERM). Hence novel dual-arm robotic assistance that could dampen human tremor and

increased precision would represent a major advance for these surgery. Also, membrane

peeling procedure needs intraocular dexterity to dynamically change the approaching an-

gle of engaging the surgical grasp with membrane edge and should be capable of following

dexterous path to lift and remove membranes.

1.3 Related Work

The following review of related works will highlight the need for new approaches for

constrained dual-arm manipulation of hollow organs, image guided intervention using OCT

and accompanying robot design and control algorithms. Each review will start with the goal

of the related research, followed by brief summary of other groups’ work, and then move

onto limitations of these works and the contribution of this dissertation.

1.3.1 Review of Robot-Assisted Ophthalmic Surgery

Robot-assisted ophthalmic surgery has been shown to enhance surgical accuracy while

overcoming physiological tremor. In the past two decades, robotic retinal surgery has been

steadily advancing surgeons capabilities to carry out increasingly complex tasks in the lab-

oratory setting. Initial telemanipulation control and feature extraction improved accuracy

in sub-retinal injections [104] (Fig. 1.2(a)). An alternative wire-actuated telemanipulation
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Figure 1.2: Related work on robot-assisted ophthalmic surgery

robotic slave was designed by Das, et al., for assistance in experimental ophthalmic surgery

[105]. Instead of using telemanipulated robots, Taylor, et al., used the concept of hands-

on or cooperative manipulation of a steady-hand robot for micro-manipulation [106] (Fig.

1.2(c)). Riviere, et al. also reported instrument tremor reduction with robotic assistance

[107] (Fig. 1.2(b)). Mitsuishi et al. [108, 26] developed a parallel robot for vitreoreti-

nal surgery (Fig. 1.2(d)). With an endoscope, Bettini, et al., demonstrated the utility of

robotic vision-guided control laws that enforced motion constraints and/or provided cor-

rective assistive motions to guide users in micromanipulation tasks [109]. An extension

of this approach recently was demonstrated in a hand-held tremor-cancelling robot [110].

Ueta, et al.,[26] built a prototype robot and demonstrated feasibility for pointing, retinal

vessel sheathotomy, and retinal microvascular injection in cadaver porcine eyes. A dual-

arm robotic system capable of both orbital and intraocular manipulation was proposed by

Wei, et al. [4]. This system was mathematically modeled for four modes including: move-

ment of the eye using external robotic tools; movement of intraocular robotic instruments

within a stabilized eye; maintenance of intraocular instrument positions relative to the retina
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during controlled eye movements; and simultaneous movements of the eye and intraocular

instruments. This group demonstrated the feasibility of micro-stent deployment in a chick

chorioallantoic membrane vascular model [111], and subsequently demonstrated an algo-

rithm for force sensing and telemanipulation assistance for microvascular stent deployment

[5]. Improved vessel cannulation with robotic assistance was also found by Becker, et al.

[112]. Noda, et al. [113] reported telerobotic assistance improved lateral movement accu-

racy, tool stability, and depth perception accuracy in a phantom eye model. Improvements

have been made in tremor cancellation, precision pointing, force feedback, and assistive

virtual fixtures.

Virtual fixtures assistive control laws have been used by several groups [114, 115] for

vision-guided micro-manipulation and tremor filtering. Previous robotics research demon-

strated key technologies for increasing safety during ophthalmic surgery by using virtual

fixtures [116], reducing tremor [107, 106], and providing force measurements [117]. These

works used either hand-held devices (e.g. Micron [107]) or stable cooperative manipulation

platforms such as the Steady-Hand robot [106]. While these works focused on stabilizing/-

manipulating straight needles inside the eye, in [1] and [4] our group has put forth a concept

of a dual-arm system capable of providing both ocular and intra-ocular dexterous manip-

ulation. We have developed the mathematical framework for coordinated manipulation of

hollow organs such as the eye but have not implemented these concepts experimentally. In

[118] we proposed and demonstrated feasibility of stent deployment in an open setup with-

out consideration of remote center of motion constraints due to tool manipulation through

the scleral wall. This work was recently extended in [5] to demonstrate an assistive telema-

nipulation framework for force sensing and stent deployment.

Despite the progress made, two main fundamental design limitations remain: to date,

there are no designs capable of both offering ocular manipulation and stabilization under

the microscope while offering intraocular dexterity beyond the limitations of using straight

needles and instruments. In addition, with the exception of our own works [111, 119]
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there are no existing designs and control algorithms that allow sheathotomy and/or with-

/without stent/MVCS deployment. Despite the success of stenting procedures in cardiac

vascular applications [120, 121], micro-vascular stenting in ophthalmic retinal surgery re-

mains unexplored due to lack of instruments that address the challenges of this procedure.

Micro-vascular stenting requires high precision and intraocular dexterity of surgical tools.

A new design with quickly exchangeable tools shall be implemented, which will allow

coordinated control of the eye while respecting the kinematic constraints imposed by the

incision points in the sclera and providing dexterity to cover all regions of the retina.

1.3.2 Review of In-vivo Dexterous Mechanisms in Ophthalmic Surgery

Most of the robotic retinal surgical setups have a straight robotic stem [106, 107]. The

disadvantage of the straight tool is lacking intra-ocular dexterity. In retinal surgery, the

surgical tool has to obey the sclera incision point constraint thus reducing the controllable

DoF inside the eye to four. Moreover, the yaw motion around the tool stem does not help

much in most of the surgical interventions, thus leaving the surgeon with only the transla-

tional manipulation. Specifically, in retina surgical interventions such as internal limiting

membrane (ILM) peeling and vessel cannulation, the tool requires different approaching

angles to avoid damaging the retina and to increase the success rate.

Ikuta and Kato [2, 3] designed a hand-held forceps with an active joint and fiberscope

to address the lack of dexterity inside the eye, Fig. 1.3(a). Maneuverability and feasibility

test was carried out on pig eyes. This design was the first strike towards intra-ocular dex-

terous tool in ophthalmic surgery and therefore encountered a couple of issues: no tremor

cancellation since it is a hand-held tool; high cost in manufacturing the wire actuated ac-

tive joint; surgeon has to be able to maintain hand stability while adjusting the approaching

angle. Wei and Simaan [1, 4] from our group proposed the idea of 3-DoF Intra-ocular

Dexterous Robot (IODR) that consists of a pre-shaped active cannula, a pushing stent and

a guide wire, shown in Fig. 1.3(b). The kinematic framework for the hybrid robotic system

9



when incorporated with the parallel robot was discussed in [4]. However, the prototype of

IODR stood alone to be tested and a compact IODR remained to be developed and added

to a parallel robot. Furthermore, the proposed hybrid robotic control algorithm needs to

be implemented and experiments on both phantom retina model and animal eyes should be

carried out to compare this system to straight robotic tools. This work aims to fulfill these

needs.

Figure 1.3: a. Ikuta and Kato, hand-held forceps with an active joint [2, 3]; b. Wei and
Simaan, IODR [4].

1.3.3 Review of Robot Calibration

The robot calibration is the process of enhancing the accuracy of a robot manipula-

tor through modification of the robot model used by the control software. In multi-arm

manipulation (Fig. 1.4), robot arms carry different surgical tools to manipulate inside the

human anatomy. To achieve the dexterity of the robot manipulator, the robot system is

usually very complicated. Mechanical assembly error will come along with high degree of

freedom (DoF) mechanisms. Thus, the robot calibration and the robot tool registration are

necessary for accurate robotic control. A specific problem encountered in surgical robotics

is that most human anatomy has soft tissues and the advantage of robot-assisted surgery

is stability and safety. However, the robot is not as ”smart” in adapting itself to different

anatomy when doing intra-ocular manipulation, e.g. retinal surgery. Human anatomy like

10



Figure 1.4: Common setup of multi-arm robotic structure in manipulating the hollow sus-
pended organ, [4]

eyeball varies in size and is extremely vulnerable, thus there is a need for online calibration

of the dimension of hollow suspended organs.

One calibration process will encompass four distinct actions: determination of a math-

ematical model that represents the robot geometry and its motion (kinematic modeling);

measurement of the position and orientation of the robot end-effector in world coordinates

(pose measurement); identification of the relationship between joint angles and end-point

positions (kinematic identification); modification of control commands to allow a success-

ful completion of a programmed task (kinematic compensation).

Robotic calibration methods have been steadily developed through the past 30 years.

Hayati [122] in 1983 derived an error mapping method for serial robot to relate homo-

geneous error transformation matrix with measured joint assembly error. Zhuang and

Roth [123] extended this work by developing two singularity-free models, called CPC and

MCPC. Yang and Chen [124] in 1997 did serially connected modular robot calibration.

Kikuchi and Arai [125] proposed plug and produce concept for realizing easy reconfigura-

tion when a new device is installed.

Since early 1990’s, several groups have also made significant progress on parallel robot
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calibration. Hayward’s group [126] proposed a method for autonomous kinematic cali-

bration of a 3-DOF redundant parallel robot and also introduced the observability indices

for choosing optimal robot calibration configurations. Zhuang [127] in 1997 worked out

self-Calibration of Parallel Mechanisms and the calibration of the Stewart platform was

done by installing a proper number of redundant sensors in specific locations and creating

a suitable measurement residual. Khalil [128] did simulation on 6 DOF Stewart Gough

platform self calibration without a measuring sensor for robot configuration, instead they

put mechanical locks on the universal/spherical joints to reduce the robotic DOF and form

calibration equation with known joint angles.

Although multiple groups have done good works on self calibration of hybrid robotic

systems, none of them addressed issues of calibrating the vulnerable hollow organs while

using robotic hands to manipulate them. Especially in ophthalmic surgery, surgeons usually

make an initial guess for the eyeball geometry and position of the sclera incision points. In

the following dissertation we propose rapid calibration algorithms for the robotic control

system to quickly calibrate related parameters made from pre-operative measurements.

1.3.4 Review of OCT Application in Ophthalmic Surgery

Optical coherence tomography (OCT) has become widely used as an important di-

agnostic and surgical pre-planning tool in ophthalmology. This imaging modality pro-

vides valuable depth information of various disease processes within the retina. Peri-

operative scans, including hand-held or microscope-coupled systems, produce information

regarding the extent and location of vitreomacular traction [129, 130, 131], macular holes

[129, 130, 132], and visually significant epiretinal membranes including characterization of

membrane edges [129, 130, 133, 134]. Improved real-time intraoperative location of these

edges would improve success rates of complete membrane removal and would reduce the

use of potentially toxic dyes to visualize the membranes. Dayani, et al. published the first

approach to using intraoperative OCT imaging with a hand-held external device to evaluate
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Figure 1.5: a. Ehlers from Cleveland clinic, B-mode ex-vivo OCT probe integrated with
microscope; b. Kang and Taylor from JHU, A-mode OCT probe with customized needle
tip integrated in front.

the retina prior to incision, and to evaluate retinal changes and procedure completeness dur-

ing planned interruptions of the surgical procedures [129]. Binder, et al. performed a foun-

dational study with an external microscope-mounted OCT operating room system to image

retinal changes immediately following surgical manipulations [130]. Several other surgical

microscope-mounted OCT systems with heads-up displays are being developed to provide

real-time visualization in the operating room for anterior segment [135], and for posterior

segment [136, 137, 131, 132, 138, 130, 139] surgery. Improvements have been made to per-

mit imaging during a procedure [135, 131, 132, 138, 139]. Three-dimensional surgical sys-

tems are also being developed [138, 139, 140]. Artifacts of motion, variable illumination,

and tilt affect 3D-OCT images necessitating ongoing post-processing algorithm develop-

ments for static clinical 3D-OCT images [141]. Surgical limitations have included the com-

plete blockage of the underlying retinal image by shadowing from standard stainless steel

intraocular instruments, as well as problematic tracking of instrument movements within

the OCT image, thus reducing useful real-time surgical guidance [137, 142, 143, 144]. A

forward-viewing intraocular surgical B-scan OCT probe co-planar with an intraocular in-
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strument would provide a mechanism to bypass these issues and directly view the tissue

structures in real time. In addition, an intraocular probe would bypass media obstructions

including corneal opacities, miosis, and lenticular opacities that degrade an external OCT

image. A miniature probe would permit cross-sectional images of epiretinal membranes

and their edges thus enabling surgeons to scan the retina to determine if the membrane

peeling was satisfactorily completed prior to removing the instruments. Besides imaging

macular pathology, an intraocular probe would be able to transmit direct images of pe-

ripheral membranes and lesions without the distortions inherent in peripheral images with

external OCT systems [145, 146].

OCT is routinely employed in the ophthalmic clinic to evaluate retinal diseases. How-

ever, it is not used routinely intraoperatively in vitreoretinal surgery. Small OCT side-

scanning probes have been developed to examine tubular tissues (e.g. [147, 148, 149]).

Probes as small as 0.36 mm have been developed, but they project views from the side

rather than directly in front of the catheter tip [149]. OCT was combined with the oper-

ating microscope, but its lateral resolution was 5-times less than with a hand-held OCT

probe system during laryngoscopy [150]. A forward-imaging OCT device has been used

to image bladders, but its diameter is relatively large, measuring 5.8mm×3mm [151]. The

standard micro electro-mechanical system (MEMS) scanning mirror component of an OCT

forward-imaging probe has been reduced to a diameter of 1 mm [152] but just the mirror

alone is still larger than the 0.91 mm requirement for an ophthalmic intraocular surgical

probe. Others have used various designs (e.g. [153, 154, 155, 156, 157]) but the smallest

is 1.65 mm in diameter [156]. To address the size challenge, using the OCT A-scan com-

ponent alone permits miniaturization of the sensing probe. Iftimia, et al. [158] developed

an OCT A-scan 250 µm diameter probe to measure one-dimensional information in solid

tissues for fine needle biopsy guidance. A bare fiber A-scan probe has also been proposed

for intraocular surgery [159, 160]. External movement of the fiber would be required to

retrieve 2-D images [159]. Shen, et al. proposed new OCT probe designs that overcome

14



the limitations of these previous works: lack of real-time feedback or lack of B-mode imag-

ing capabilities [161] (sample B-mode OCT images, see Fig. 1.6 from [162]). This work

capitalizes on new emerging technologies providing real-time B-mode imaging with an in-

teractive rate of 5 to 10 Hz [161]. It opens up the possibility of using the OCT technology

as feedback modality in control and assistive telemanipulation during robot-assisted oph-

thalmic surgery. It also helps to focus the dissertation towards its stated goals of developing

new algorithms for hand-eye calibration and distortion rectification.

Figure 1.6: The miniature intraocular probe is able to (a) distinguish layers of the retina, (b)
image the optic nerve in a porcine eye, (c) image a retinal hole, and (d) visualize a retinal
detachment.

1.3.5 Review of OCT Calibration

Several groups have put forward OCT image calibration algorithms. Westphal, et al.

[163] corrected the nonlinear axial scanning and non-telecentric scan patterns, as well as re-

15



fraction correction in layered media, proposed a backward transformation approach based

on Fermats principle, and validated the distortion correction on the anterior chamber angle

of the eye. Xie, et al. [164] proposed a general correction method for the image distor-

tion in laser galvanometric scanning system. Podoleanu, et al. [165] proposed a different

procedure based on the refraction law only and they also considered the case of angular

scanning specifically for retina imaging. Ortiz, et al. [166] addressed the measurement and

correction of fan distortion from obtaining quantitative topographic data from OCT and

process with computer simulations to quantify the effect and to evaluate its dependence on

the scanning mirror separation and design of the collimating lens, as well as to estimate the

optimal axial position of that lens to minimize the fan distortion. The same group [167]

developed a method for 3-D optical distortion (refraction) correction on anterior segment

OCT images. Tian, et al. [168] corrected the distortion caused by refraction by resizing the

original axial and transverse resolution, automatically detecting the corneal epithelium and

correcting the refraction using Snells law. They also reported to have tested their algorithm

on 40 HD-OCT images and provided accurate measurements in about 1 second. Sun, et al.

[169] developed a prototype neurosurgical hand-held optical coherence tomography (OCT)

imaging probe. A mirror was used for calibration to find the artificially induced curvature

of a flat surface and the scan angle as it appears in the OCT image, which were then in-

put to custom software and the corrected images are automatically generated. Siedlecki,

et al. [170] proposed a method to correct optical coherence tomography (OCT) images

of posterior surface of the crystalline lens incorporating its gradient index distribution and

explored its possibilities for posterior surface shape. In particular, the availability of al-

gorithms to correct for distortions introduced by the scanning architecture of the systems

(fan distortion) [171, 163, 165, 164] and for distortions arising from refraction by preced-

ing surfaces (optical distortions) [163, 165, 167] opens the possibility for full OCT based

topography of not only the anterior surface of the cornea but also internal surfaces of the

ocular components.
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These previous works mainly focused on ex-vivo scanning OCT technology which

could not particularly be applied directly onto our customized in-vivo B-scan OCT system.

Kang, et al. [172] presented an axial motion distortion-corrected optical coherence tomog-

raphy system and a data processing system configured to correct distortion in the images

caused by net axial motion by calculating an estimate of the net axial motion using Doppler

shift, and then shifting the A-scans according to the estimate. Liu, et al. [173] proposed a

manually scanned hand-held OCT system that provided real-time scanning speed correc-

tion and distortion-free imaging based upon a customized developed in-vivo A-scan OCT

probe. Liu, et al. [160] presented a new real-time automatic spectral calibration (ASC)

method for Fourier domain optical coherence tomography (FD OCT), which incorporated

known robot motion to calibrate physical pixel spacing of the A-scan in static or dynamic

environments. However, our customized OCT probe automatically produces a real-time

B-scan image. The distortion created by this probe is not only a result of the fan distor-

tion or the optical distortion, but also the nonlinear scanning from the mechanical design

of the electro-magnetic actuation unit which incorporates the adjustment of the scanning

frequency and the mechanical friction. Thus we need to propose a more general calibra-

tion method for in-vivo B-mode OCT scanning probes that does not need to calibrate the

probes intrinsic design parameters. Thin plate splines (TPS) was used for ultrasound image

dewarping [174, 175, 176, 177]. To the best of our knowledge, there have been no prior

work dealing with OCT image dewarping using TPS.

1.4 Contribution and Organization of this dissertation

1.4.1 Potential Clinical Impact of this Work

In addition to advancing clinical outcomes, this proposed research is motivated by the

limitations of current tools available to ophthalmic surgeons. While other areas of surgery

(e.g. orthopedic surgery [178, 179, 180, 181, 182, 183, 184, 185, 186, 187, 188, 189],

17



urology [190, 191, 192, 193, 194, 195, 196], cardiac surgery [197, 198, 199, 200, 201, 202,

203], laparoscopic abdominal surgery [204, 205, 206, 207, 208, 209, 210, 211, 212, 213,

214, 215, 216, 217], and neurosurgery [218, 219, 220, 221, 222, 223]) have significantly

benefited from robotic assistance and in-vivo imaging, ophthalmic surgery has lagged due

to technological challenges. The best ophthalmic surgeons are still limited by the lack

of distal intraocular dexterity, physiologic human tremor, lack of force-feedback, limited

visualization and confined intraocular access. As a result of these limitations ophthalmic

surgeons are challenged with the most complicated dexterous bimanual operations on the

delicate retina including its vasculature.

This dissertation, although focused on micro-vascular retinal surgery, has the potential

to impact other surgical specialties including microsurgical otolaryngological, neurosurgi-

cal, and micro-vascular procedures. This research will guide the application of new tech-

nology for treating these diseases and may open new avenues for surgical approaches to

previously untreatable conditions.

1.4.2 Theoretical and Application Gaps

Theoretical gaps for this dissertation aim to summarize the limitation of related work to

our proposed study and to delineate the theoretical contribution introduced in this disserta-

tion.

The first contribution of this dissertation is the modeling framework for rapid calibration

and deployment of cooperative systems operating on hollow suspended organs. No other

group has developed similar algorithms to help the robot in studying the organ geometry.

In robotic retinal surgery, related works have adopted hand-held device [107], cooperative

controlled robot [188] and mechanically constrained RCM point [224], while none of these

robot structures allows the robot to the study the kinematic constraint due to different eye

sizes. Thus, this will increase the danger of tearing the eyeball since the robotic control is

based on an estimated anatomical model. We aim to propose an online calibration regime
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that could be implemented into any active robotic arms such as [108, 4]. The theoretical

gaps in this topic requires these questions to be addressed: (1) How do we define the

calibration parameters and measurements? (2) What is the impact of noisy measurements

on the calibration accuracy?

The second theoretical contribution is to delineate the appropriate collaborative telema-

nipulation virtual fixtures for dual-arm retinal surgery. There are several works on telema-

nipulation for ophthalmic surgery. However, none of the existing works addresses these

questions: (1) How to define a virtual fixture on the fly based on in-vivo imaging data?

(2) How to define assistive virtual fixture for dual-arm manipulation on a suspended organ.

Other works such as [225, 226] addressed virtual fixtures for knot tying where the tools

operate in free space. Here we have to design virtual fixtures possibly assisting the user to

respect anatomical constraints of the incision points in the eye and also at the same time

we have to impose virtual fixtures at the tool tip when interacting with the retina. Essen-

tially, what is unique about our work is that we are dealing with defining virtual fixtures

for tools that interact with the anatomy at more than one point (incision point and tool tip).

Furthermore, this work needs to define dexterity measures for specific micro-vascular tasks

(membrane peeling, sheathotomy, stent deployment) and explore the redundancy of robot

stems to help define path planning towards carrying out these tasks.

The third theoretical contribution is that we carry out the first stride towards developing

real-time visual servoing technology combining B-mode OCT and robotics. Other groups

[227] have used A-mode OCT in guiding robotic ophthalmic surgery. However the idea

of B-mode OCT guided control and assistive telemanipulation was first proposed by our

group in [228]. Theoretical gaps that come along with this topic include: (1) calibration

of the distorted OCT image; (2) OCT and robot integration; (3) 3D visual based assistive

telemanipulation architecture. The result of this study will contribute to the society by

providing a calibration protocol for any B-mode OCT probe absent of intrinsic parameters,

a robotic actuated tool with inline OCT integration and a combined 3D virtual fixture law
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for any ophthalmic system setup including OCT and microscope.

Application gaps for this dissertation show the important realistic obstacles when car-

rying out the theoretical contribution. The human eye ball is a very sensitive anatomy, so

the ophthalmic surgery usually needs extreme precision, ideally under 10 microns. Current

surgical tools have limited intraocular dexterity and sensory feedback. For instance, a hand-

held instrument will have a tool tip movement opposite to surgeon’s hand movement and

also straight tools have limited accessible region in human retina. Current surgical tools

also lack a sense of force applied on the constraints including incision points and retina

surface. Current visualization techniques have limited depth perception. Traditionally, sur-

geons will have the microscope top view and/or an ophthalmic endoscope view. None of

these provides a depth imaging of the retina.

1.4.3 Dissertation Goals

The dissertation goals are derived from the theoretical gaps and application needs. The

following are the key dissertation goals:

A. Design, construct and control an accurate, rigid and stand alone hybrid robotic sys-

tem for computer-aided dexterous retinal surgery.

To meet the requirements of micro-vascular surgery, this robotic system should be ca-

pable of manipulating and stabilizing the eye under a microscope. Also, quick changeable

tools that can be attached to the robot arms should provide dexterity inside the eye (in-

traocular dexterity). We will design and integrate devices that enable the deployment of

micro-stents, micro-vascular cannulation, and ERM/ILM peeling. We hence integrated a

dual-arm parallel robot system due to its rigidity and high payload-to-weight ratio, and

precision advantages compared to serial robots. Design gaps on this dissertation goal stem

from a need for having a well-built and well-calibrated parallel robot, which requires tak-

ing into account eliminating possible assembly errors in parallel robot design and also at

the same time work out a parallel robot self-calibration algorithm. Also the observability
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and optimal choices of robot configuration in self-calibration should also be considered.

The control of this hybrid robotic system requires fundamental kinematic modeling of the

system, the study of kinematic redundancy resolution and a proposed design of path plan-

ning for each individual surgical intervention. The detailed theoretical gap driving this

dissertation goal is defined as follows. What mechanical improvement can we do to reduce

the number of unknown calibration parameters in parallel robot self-calibration algorithm?

What kind of retinal interventions could we use our Intraocular Dexterous Robot (IODR)

on?

B. Rapid calibration of hollow partially constrained objects

Retinal micro-vascular surgery needs accurate eye parameters for the hybrid robotic

system to drive the robot in 3-D. Traditionally surgeons will make an initial guess of eye

parameters including eye ball position, eye ball radius, and 2 insertion points position be-

fore retina surgery. Mainly these guesses will base on experience and some pre-operative

measurements. A rapid calibration method is required to be able to offer the robot accurate

calibrated anatomy parameters. An anatomy like the eye is usually flexible, so this calibra-

tion should be done intra-operatively. The detailed theoretical gap on this dissertation goal

is defined as follows. What kind of applicable measurement could we use in this calibra-

tion problem? How much does the noise influence on the calibration convergence? What

influence does the flexibility of the eyeball have on our calibration algorithm?

C. OCT calibration, OCT-robot integration and evaluation

To be able to use the B-mode OCT technology in guiding the robotic motion, we need

to calibrate the customized OCT probe to overcome distortion and achieve accurate reso-

lution. A calibrated OCT probe will also benefit retina dimension measurement and allow

the robot to improve control accuracy and robustness. Inherently, for the real-time OCT

stream, there is a need of a rapid image segmentation algorithm running at the same fre-

quency of the OCT frame acquisition speed. In dual arm robotic setup (Fig. 1.7), two

robotic arms will be holding the OCT probe and the tool (e.g. ophthalmic gripper, IODR,
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Figure 1.7: Dual arm OCT-guided robotic setup with one robot arm holding the tool and
the other robot arm holding the OCT probe: 1 Stewart-gough platform; 2 Differential
wrist; 3 IODR; 4 B-mode OCT probe; 5 Base frame.

and etc). However the ophthalmic surgery usually requires multiple tools, so integrating

the ophthalmic tool inline with the OCT probe could improve efficiency.

Also, case studies for evaluating the contribution of robotic assistance with OCT guid-

ance could statistically evaluate the influence of using this combined technology. The de-

tailed theoretical gap on this dissertation goal is defined as follows. What image segmen-

tation algorithm should we use for the noise gray-scale B-mode OCT images? How do we

calibrate the OCT probe without known the intrinsic parameters of the probe? How do we

implement the tool and the OCT together and actuate the tool? What kind of surgical in-

terventions could serve as good representative for evaluation of OCT guidance and robotic

assistance?

D. Real-time OCT visual servoing and assistive telemanipulation

A real-time OCT visual servoing will allow surgeons to have a 3D visualization of the

retina region and also provides the robot control algorithm a virtual fixture to safely direct

the robot end-effector. To address this issue, we first design and integrate B-mode Optical

Coherence Tomography (OCT) imaging tools that allow measurement of distance from the
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retina and provide cross-sectional images of the retina. And then we design telemanipu-

lation algorithms that use information from OCT images to safeguard against inadvertent

trauma and guide surgeons in deployment of micro-stents and retinal interventions. The

detailed theoretical gap on this dissertation goal is defined as follows. How do we address

the requirement of accuracy and responsiveness in the visual servoing algorithm? How do

we improve the sampling rate of the real-time OCT image capturing? How do we combine

the 2-D microscope information with the OCT depth information to form a 3-D virtual

fixture?

1.4.4 Dissertation Outline

Chapter 2 summarizes the previous work done by former ARMA lab member Wei in

[1, 4] and presents new kinematic framework involved in the dissertation. A single arm

constrained ocular and intra-ocular telemanipulation architecture is presented in the chapter

and also in [228]. With a differential wrist (currently under development) that provides roll

and yaw motion on robot stem, a new single-arm 11-DoF robotic control algorithm (6 DoF

on parallel robot, 2 DoF on differential wrist and 3 DoF on IODR) needs to be carried out.

This redundant robotic system could be mainly used to perform surgical interventions that

require intraocular dexterity such as ILM membrane peeling. An application of this robotic

system on preliminary experiments in middle ear surgery is also presented.

Chapter 3 discusses the integration of the dual-arm OCT guided robot system. It starts

with the mechanical modification we implemented upon the design of the customized

Stewart-Gough parallel robot to improve accuracy and reduce unknown calibration param-

eters. The design of the differential wrist and the IODR is also presented in this chapter.

Then it moves on to briefly introduce the intraocular B-mode OCT probe developed by our

collaborating group. The feasible tilting angle towards the scanning object plane and work

space inside the eye is explored with the customized OCT probe. A combined forward-

imaging B-scan OCT probe and forceps design is carried out to put a gripper in line with

23



the scanning beam and the technical performance is provided. An OCT image segmenta-

tion algorithm involving speckle filtering, active contour, edge detection is explored. Then

we present the OCT and robot integration and introduce the control algorithm for dual rate

OCT visual servoing. An evaluation experiment to test visual servoing precision and la-

tency is presented. The chapter ends with the supporting electronics design for the overall

system.

Chapter 4 first presents a self calibration algorithm for the proposed Stewart-Gough

parallel robot. Then the chapter moves on to rapid hollow organ calibration including RCM

point calibration and rapid organ calibration. The calibration is analyzed with simulation

and noise analysis. An experimental setup is also proposed for future test. OCT image

calibration uses thin plate spline method with a copper grid as the calibration pattern.

Chapter 5 presents our pilot data about the influence of OCT guidance and robot assis-

tance on traditional manual retina interventions. This work has been presented in [229].

In this study, we construct comparison groups among manual intervention, robot-assisted

intervention, OCT-guided manual intervention and OCT-guided robot-assisted intervention

on two surgical tasks: retina approaching and phantom membrane peeling. Quantitative

data analysis proved that even without any virtual fixture law, the combination of OCT

feedback and robot assistance has already dominated any other comparison groups.

Chapter 6 discusses the telemanipulation architecture, microscope based 2D and OCT

combined 3D virtual fixtures. A dedicated robotics telemanipulator is designed for initial

study in open environment and video stream from both microscope and OCT is segmented

and fed back to control loop in real-time. The virtual fixture law is used to implement

an assistive telemanipulation that is demonstrated in several experiments. Tracking error

is reported on both microscope based and OCT guided virtual fixture. A semi-automated

micro cannulation is performed using the telemanipulator under 3D virtual fixture.

Chapter 7 summarizes all proposed work by chapters, draws conclusion on how this

work overcomes the theoretical and application gaps. There are also discussions on future
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work that could stem and benefit from the framework presented in this dissertation.
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Chapter 2

Kinematic Modeling Framework for Constrained Manipulation

In this chapter, we describe the mathematical background for our custom-built hybrid

robotic system (see the right arm in Fig. 1.7). The kinematic modeling is the fundamental

framework for path planning in different tasks. It not only guides the system integration

in Chapter 3, but also leads to control/telemanipulation framework in Chapter 3 and 6.

Thus experimental evaluations carried out in Chapter 5 and 6 are selecting different con-

trol modes developed in this chapter. The chapter starts with summarizing the previous

work on this robotic system and distinguishing this research by describing the main differ-

ences. Then this chapter will focus on developing a kinematic framework for task priority

redundancy resolution.

2.1 Prior Work

Wei and et al. [1, 4] presented a unified mathematical framework for modeling and

evaluating the kinematic performance measures of multiple robotic arms that manipulate

and operate within a hollow suspended organs. This framework was applied to the novel

two-armed hybrid robotic system that has been proposed in [1, 4]. Each robotic arm is

composed from a 2-DoF IODR (Intraocular Dexterity Robot in Fig. 2.1) and a 6-DoF

parallel robot. In [1], a deployable design of an IODR was not achieved and this proposal

will present a new design. This design will allow 5 DoF for the surgical tools inside the eye,

as compared to 4-DoF tools currently used. The 2-DoF IODR provides intraocular dexterity

while the parallel robot provides global precise positioning of the eye and the surgical tool

inside the eye. The repertoire of manipulation tasks in ophthalmic surgical procedures was

segmented into four cases of intraocular and orbital manipulations as shown in Fig.2.2. The
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Figure 2.1: CAD model of the IODR with XYZ robot and Vermex slides. Figure repro-
duced from [5]

four different cases are shown in Fig. 2.2 and are described as following:

1. Case 1: Intraocular operation with eye stabilization. This case quantifies the ability

of the robotic system to perform a specified surgical task inside the eye (Fig. 2.2(a)).

2. Case 2: Eye manipulation with constrained intraocular motions. This case evaluates

orbital dexterity, a measure of how well the robotic arms can rotate the eye, while

respecting kinematic constraints at the incision points and maintaining zero velocity

of the forceps relative to the retina (Fig. 2.2(b)).

3. Case 3: Eye manipulation with unconstrained intraocular motion. This case evalu-

ates the orbital dexterity without constraint of the forceps relative to the retina (Fig.

2.2(c)).

4. Case 4: Simultaneous eye manipulation and intraocular operation. This case mea-

sures the kinematic dexterity of simultaneous intraocular operation and orbital ma-

nipulation as the robot rotates the eye and operates inside it (Fig. 2.2(d)).

The kinematic nomenclature is shown in Fig. 2.2(e). However, the work presented only

the simulation results of the proposed manipulation cases. This thesis will be utilizing
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Figure 2.2: Kinematic demonstration of the four manipulation cases. Solid lines denote
the first arm, while the dotted lines denote the second arm; the thick lines and solid circles
denote the final position of the arms and the entry ports. Figure reproduced from [4]

the kinematic modeling of the previous work while diverging at several aspects according

to the specific applications. The main purpose of this thesis will be focusing on robotic

control and telemanipulation of the whole 22 DoF hybrid robotic system. Furthermore, the

integration of the robotic control algorithm will be implemented in Chapter 3 instead of

only having the simulation analysis. The main differences of this dissertation in kinematic

framework derivation includes:

1. A 3-DoF IODR will be redesigned and modeled for applications such as retina vessel

cannulation and internal limiting membrane (ILM) peeling.

2. Kinematic framework for a single-arm robotic system will be developed from the

proposed Case 1 in [4]. However two more DoF will be added between the IODR and

the parallel robot. The newly added robot will serve as a 2 DoF rotational actuator

which we call Differential Wrist. The design of this actuator will be discussed in

Chapter 3.

3. The kinematic modeling and algorithm for Rapid Hollow Organ Calibration will be

proposed in Chapter 4 to study an important research topic omitted from the previous

work in [4]. The main reason for this study is to address issues in the assumption

made in [4] that the robot knows the kinematic and geometric parameters of the
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unknown hollow organ.

2.2 Constrained Kinematics for a Single-arm Robot with a Rigid Tool

In [228], we presented a kinematic framework for a single-arm system with a rigid

gripper on the parallel robot moving platform. This kinematic modeling was carried out in

order to test the ability of the robot in performing intraocular and ocular manipulation with-

out intraocular dexterity. This simplified kinematic modeling is also the fundamental for

our real-time robotic control, telemanipulation, and future modeling of more complicated

intraocular dexterous robots.

Figure 2.3: Single-arm Robot with a Rigid Tool: 1 Custom-made cam driven gripper; 2
Parallel robot moving platform

2.2.1 Kinematic Nomenclature

Figure 2.4 depicts the eyeball and a single-arm robotic system. We define the following

coordinate systems to derive the system kinematics. The world coordinate system {w} is
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at an arbitrarily predetermined point with respect to the patient’s anatomy. The Stewart-

Gough base coordinate system {b} of the ith robot is at the center of the base platform of

the parallel robot. Without loss of generality, we assume that this frame is aligned with

the robot base frame {b}. The organ coordinate system {o} is at the center of eyeball.

The moving platform coordinate system of the parallel robot {m} is located at the center

of the moving platform. This frame is parallel to {b} when the parallel robot legs are at

a predetermined equal length defining its home configuration. The dimension of the robot

arm mdn varies for different tool sets. We assume that the origin of frame {d} lies at the

quick-change interface through which the stent deployment robot or other tools are de-

ployed. This frame is defined by rotating by angle θ about the x̂m axis. The end-effector

frame {n} is placed a the tip of the robot stem and it is parallel to {d}. For brevity of pre-

sentation, we will treat point n as the end effector of the robot, thus not explicitly modeling

the kinematics of the stenting robot, which was presented in [5]. We also define p as the

sclera incision point on the eyeball and p′ as its corresponding, instantaneously copunctal,

point on the robot stem dn. Henceforth, unless otherwise specified, all vectors are defined

in world coordinate system {w}. Also, we will use throughout this paper subscript s and m

to designate entities of the slave robot and the master interface, respectively.

2.2.2 Kinematic Modeling for Constrained Intraocular Telemanipulation

This telemanipulation mode allows the surgeon to command the robot’s gripper in-

side the eyeball while keeping the eyeball fixed. This is achieved by transforming the

commanded end effector twist (obtained from the master movement) into a kinematically

compatible desired end-effector twist.

Let tnm ∈ IR[6×1] and tns ∈ IR[6×1] be the unconstrained master command twist and the

constrained end effector twist of the slave robot. The unconstrained master twist is given
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Figure 2.4: Kinematic nomenclature of on robot arm with an eyeball

by the linear velocity vnm and angular velocity ωnm:

tnm = [vnm
T ,ωnm

T ]T (2.1)

Similarly, we define the telemanipulation slave twist tns = [vns
T ,ωns

T ]T . We assume that

the known parameters are the organ geometry, the robot configuration and the master end-

effector commanded twist tnm . The kinematic constraint due to the eye incision is expressed

by requiring that the velocity projections of point p′ and point p along the plane perpen-

dicular to the robot stem are equal. Since during this operation mode the eye is stationary,

vps = 0. This results in:

(I− ẑT
n ẑn)vp′s = (I− ẑT

n ẑn)vps = 0 (2.2)

where ẑn is shown in Fig. 2.4.

Equation (2.2) means that vp′s can have a velocity relative to {p} only along ẑn. Let

vp′m designate the unconstrained velocity of point p’ as given by the master interface. Also,
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Let vp′s designate the constrained velocity of point p’ as given to the slave robot high level

controller. Equating the component of vp′m along the robot stem to the component of vp′s

along the robot stem results in the following constraint filter in Eq.(2.3).

vp′s = (vT
p′m

ẑn)ẑn (2.3)

where vp′m is calculated using:

vp′m = vnm−ωnm× (n−p) (2.4)

Finally, the constrained end effector twist is given by:

vns = vp′s +ωns× (n−p), ωns = ωnm (2.5)

2.2.3 Kinematic Modeling for Constrained Ocular Telemanipulation

Though one needs at least two robotic stems to manipulate the eye [4], in this section we

model manipulating the eye using one stem assuming external constraint such as friction is

able to prevent unconstrained rotation about the axis connecting the eye center point o and

incision point p.

This telemanipulation mode allows the surgeon to tilt the eyeball about its center using

the robot stem. The kinematic constraint due to the eye incision is given by Eq.(2.2), which

requires that vp′s and vps share the same projection of velocity on the x̂n-ŷn plane. We also

prevent the robot stem from moving freely along ẑn direction as this may inadvertently

result in perforation of the retina. We thus specify zero slip velocity along the stem and the

kinematic constraint is:

vp′s = vps (2.6)

During constrained ocular telemanipulation the eye is purely rotating hence vT
ps

r̂= 0, where
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r̂ designates a unit vector pointing from the incision point to the eye center.

r̂ =
p−o
‖p−o‖

(2.7)

Thus from Eq.(2.6), vT
p′s

r̂ = 0. Thus, vp′s is obtained from projecting vp′m onto the tangential

plane of the eyeball at p, resulting in the constraint filter of Eq.(2.8). The constraint end

effector twist is also given by Eq.(2.5).

vp′s = vp′m− (vT
p′m

r̂)r̂ (2.8)

2.2.4 Experimental Evaluation

We used the glass eyeball model shown in (Fig. 2.5-a). This model was made from a

small light bulb (OD 34mm), whose top was cut by diamond knife, and replaced by a rapid

prototyped cover with three access holes of 1.5mm in diameter placed 9mm from top and

separated by 120◦. For eyeball tilting, we used the Constrained Ocular Telemanipulation.

We evaluated tilting about all three axes. Figure 2.6 shows tilting about the x–axis. During

these experiments the maximal linear and angular velocity of the robot were limited to

10 mm/sec and 10◦deg/sec. We also used translational and rotational scalings: kt = 0.15,

kr = 0.5. Theoretically, we must have two robot stems to fully constrain the eyeball. Since

friction acted symmetrically as we tilted the eyeball about the x and y axes we were able

to complete these motions. However, rotation about the z axis failed since this motion

suffers more unbalanced friction from the support bearing, which results in tilting in the

x and y directions. We also designed a membrane peeling experiment to demonstrate

the Constrained Intraocular Telemanipulation. We coated the bottom of the glass eyeball

model with agar layer [230] and used liquid bandage (NEW-SKIN 0.3 FL OZ. Liquid

Bandage) to create the membrane [231] (Fig. 2.5-b). We mixed 1g of agar with 50mL

distilled water, heated it to boiling for 1 min, cooled it down to 70◦ and then poured it
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Figure 2.5: Customized phantom eye model a) Customized top; b) Agar-coated (green)
glass eyeball with liquid bandage membrane (yellow)

Figure 2.6: a)∼c): Demonstration of ocular motion about the x–axis
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in the eyeball model. For OCT related experiments, the agar model needs to be opaque to

provide imaging contrast. We thus mixed 1.2g of coffee mate into the agar after boiling. Air

bubbles were eliminated using a sequence of de-airing cycles in a vacuum chamber while

agar model was cooling down. We used a custom-made cam actuation unit for controlling

an ophthalmic surgical gripper (BAUSCH+LOMB Storz vitreoretinal surgical gripper). A

full membrane peeling procedure including insertion, grasping, lifting and detaching is

shown in Fig. 2.7.

Figure 2.7: Membrane peeling experiment a) ∼ c) Membrane peeling procedures: insert-
ing, lifting, detaching.

2.3 Constrained Kinematics for a Single-arm Robot with an Intraocular Dexterous Tool

In surgical interventions, such as ILM membrane peeling, surgeons are limited by the

lack of intraocular dexterity with straight tools such as Alcon Grieshaber and Bausch Lomb

Stroz grippers. This is the main reason for driving us towards developing an intraocular

dexterous robot IODR. Since this is a highly redundant tool, during surgical interventions

such as micro cannulation and membrane peeling the robot stem, even incorporated with

the differential wrist and the IODR, will be treated as a straight tool in telemanipulation

to be guided to target point t on the eye retina. During telemanipulation, the differential

wrist and the IODR are both at the home configuration. Once the end-effector reaches the

target point, the surgeon will be able to release the software-implemented lock on differ-

ential wrist and the IODR and allow the adjustment inside the eye. The reason for this

arrangement is for the purpose of allowing the surgeon have a concise and straight-forward
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telemanipulation sequence. This section is focused on developing the fundamental kine-

matic structure of the proposed robotic system and a situation will be presented to show

the result of redundancy resolution. Future work will be focused on the path planning

discussed above.

2.3.1 Nomenclature

The basic nomenclature is similar to what we have discussed in Fig. 2.4, but with the

addition of a differential wrist and an IODR. Fig. 2.8 shows the new robot architecture.

The differential wrist will be implemented between frame {m} and {d}. We assume that

the origin of frame {d} lies at the center of the differential wrist actuation unit through

which the IODR or other tools are deployed. For the differential wrist, the frame {d} is

defined as rotating by angle β1 (ranging from 45◦ to 135◦) about the x̂m axis from the

frame {m} and then rotating by angle β2 (ranging from 0◦ to 360◦) about the new ẑd axis

in sequence. The end-effector frame {n} is placed at the tip of the IODR stem and it is

parallel to {d} when at the homing position. The 3-DoF IODR has one DoF controlling

the pre-shaped tube to allow the frame {n} to rotate about x̂d axis with −γ angle (red solid

line in Fig. 2.4(b), γ ranging from 0◦ to 90◦, the curvature of the preshaped tube is given

by κ = 1/ρ). The second DoF will be controlling a straight guiding tube (green solid line

in Fig. 2.4(b), the length of this guide wire is noted as s). The third DoF will be controlling

the opening/closing of the gripper in membrane peeling task or a thin guide wire in the

cannulation task. The tip of the supporting tube is {d1} and the tip of the bending tube is

{d2}. Although the Nitinol tube to build the robot stem is not rigid, we could assume that

points d, p, d1, d2 and n are all in the same plane. The approach angle is defined as the η ,

which is the angle between axis ẑn and the local tangential direction. σ is defined as the

angle of the robot stem rotating about the axis pointing from incision point p to the target

point t. The home configuration for the differential wrist is β1 = 30◦ and β2 = 0◦. The

home configuration for the IODR is γ = 0◦ and s = 0 as shown in Fig. 2.8.
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2.3.2 Kinematic Constraint

The kinematic constraint on the incision point has been discussed before in Eq. (2.2).

However in this kinematic derivation, we will treat the sclera constraint as a relation be-

tween the eyeball angular velocity and the joint speed. The other kinematic constraint is

based on the desired slave twist at end-effector n that drives the robot towards target point

t.

During the path planning of the surgical interventions, the controllable dimension for

the tool is decided according to the surgeon’s need. During ILM membrane peeling, we

choose three independent components as the control input. The first input is an angular

velocity η̇ , which changes the approach angle of the tool to the retina. The second input

is also an angular velocity σ̇ as shown in Fig. 2.8(b), which controls the rotation angle of

the robot stem about the axis pointing from the incision point p to the target point t. The

purpose of this second control input is to allow the surgeon to adjust the approach direction

of the tool to the membrane edge. The third input is the linear velocity of the guiding tube

ṡ.

The known parameters in this control algorithm includes:

1. Robot joint values:

(a) q1 ∼ q6 for parallel robot joint values.

(b) q7 and q8 for two independent control on differential wrist angle β1 and β2

respectively.

(c) q9 ∼ q11 for three independent control on the IODR of the pre-shaped bending

tube, the guiding tube and the gripper/guide wire.

2. All frames defined in robot base frame {b}: moving platform {m}, origin of the

differential wrist {d}, incision point {p}, eye center {o}, tip of the supporting tube

{d1}, tip of the bending tube {d2}, tip of the end-effector {n} and the target position

t = n.
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3. Augmented configurational space velocity ψ̇: ψ̇ , [vT
m,ω

T
m, β̇1, β̇2, γ̇, ṡ]T

4. Control input: ẋ = [vT
n ,ω

T
n ,ω

T
o ]

T

Figure 2.8: Kinematic nomenclature of on robot arm with an eyeball

2.3.3 Jacobian Derivation

The kinematic modeling presented in this section aims to find the Jacobian from the

joint space to the task space. Since the parallel robot resolved rates is usually solved

with closed form inverse kinematics, we choose the twist of the moving platform tm =

[vm
T ,ωm

T ]T instead of the parallel robot’s linear actuator velocity as our joint space input.

We first construct the direct kinematics of the IODR with the twist of frame {d} as the

input: td = [vd
T ,ωd

T ]T .

vd = vm +ωm× (d−m)

ωd = ωm + β̇1x̂d + β̇2ẑd

(2.9)
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Thus, the velocity between frame {d} and the input are:

vd

ωd

= Jd



vm

ωm

β̇1

β̇2


(2.10)

where Jd is a 6×8 Jacobian

Jd =

I3×3

[
−(d−m)×

]
03×1 03×1

03×3 I3×3 x̂d ẑd

 ∈ IR[6×8] (2.11)

Here notation
[

a×
]

is the cross product matrix.

Similarly, the twist at the frame {d1} obtained as a parallel translation from frame {d}

and show in Fig. 2.8(b) is:

vd1 = vd +ωd× (d1−d)

ωd1 = ωd

(2.12)

And rewriting the above equation in the Jacobian term:

vd1

ωd1

= Jd1



vm

ωm

β̇1

β̇2


(2.13)

Where

Jd1 =

I3×3

[
−(d1−d)×

]
03×3 I3×3

Jd ∈ IR[6×8] (2.14)
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The twist at the frame {d2} is:

vd2 = vd1 +ωd1× (d2−d1)+ργ̇ ẑd2

ωd2 = ωd1− γ̇ x̂d1

(2.15)

The twist at the frame {n} is:

vn = vd2 + ṡẑd2

ωn = ωd2

(2.16)

Combining the two equations above results in the twist at the frame {n}:

vn = vd1 +ωd1× (d2−d1)+ργ̇ ẑd2 + ṡẑd2

ωn = ωd1− γ̇ x̂d1

(2.17)

Thus rewriting Eq.(2.17) in matrix format results in:

vn

ωn

=

I3×3

[
−(d2−d1)×

]
ẑd2 ẑd2

03×3 I3×3 −x̂d1 03×1




vd1

ωd1

γ̇

ṡ


(2.18)

And from Eq. (2.13), by adding all the joint speed on the right side, we obtain:



vd1

ωd1

γ̇

ṡ


=

 Jd1 06×2

02×8 I2×2





vm

ωm

β̇1

β̇2

γ̇

ṡ


(2.19)
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So from Eq. (2.18) and (2.19), the overall Jacobian Jn can be written as following:

Jn =

I3×3

[
−(d2−d1)×

]
ẑd2 ẑd2

03×3 I3×3 −x̂d1 03×1


 Jd1 06×2

02×8 I2×2

 ∈ IR[6×10] (2.20)

with the relation between the joint speed and end-effector twist:

vn

ωn

= Jn



vm

ωm

β̇1

β̇2

γ̇

ṡ


(2.21)

The kinematic modeling above did not take into account the sclera incision constraint. The

RCM constraint requires the robot stem and the eye incision point to share the same velocity

projected onto the normal plane of stem axis (ẑd). This constraint could be summarized as

following:

x̂T
d vp = x̂T

d vp′

ŷT
d vp = ŷT

d vp′

(2.22)

Let matrix G be defined as:

G , [x̂d, ŷd]
T ∈ IR[2×3] (2.23)

The constraint equation Eq.(2.22) becomes:

Gvp = Gvp′ (2.24)

The instantaneous speed of the incision point on the stick p′ could be calculate from rigid
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body kinematics of the robot stem and the instantaneous speed of the incision point on the

eyeball p could be calculated from the angular motion ωo of the eyeball.

vp = ωo× (p−o)

vp′ = vd +ωd× (p−d)
(2.25)

And we could write these relation in matrix format:

vp =

[
−(p−d)×

]
ωo

vp′ =

[
I3×3

[
−(p−d)×

]]
Jd



vm

ωm

β̇1

β̇2


(2.26)

So the overall constraint equation is:

G
[

I3×3

[
−(p−d)×

]]
Jd



vm

ωm

β̇1

β̇2


= G

[
−(p−d)×

]
ωo (2.27)

Finally we define the following matrices, which will be used in the following section.

A , G
[

I3×3

[
−(p−d)×

]]
Jd ∈ IR[2×8]

B , G
[
−(p−d)×

]
∈ IR[2×3]

(2.28)

2.3.4 Redundancy Resolution

Combining Eq. (2.21) and (2.27), we have the overall Jacobian relating the control input

and output. The control input includes parallel robot moving platform twist, the configu-
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rational speeds of the differential wrist and the joint speeds of the IODR. The augmented

configurational space speed is defined as ψ̇. The control output includes the end-effector

twist and the angular velocity of the eyeball.

 Jn

A 02×2





vm

ωm

β̇1

β̇2

γ̇

ṡ


10×1

=

I6×6 06×3

02×6 B




vn

ωn

ωo


9×1

(2.29)

Based on the definition of ψ̇ and ẋ, the constraint equation (2.29) is rewritten as:

JAψ̇ = JBẋ (2.30)

2.3.5 Task Priority Redundancy Resolution for Intraocular Manipulation

Equation (2.29) presents nine equations with ten configuration speeds. While one could

use the minimum norm solution ψ̇ = JA
+JBẋ. This may not be the best approach. Instead,

we consider a task priority redundancy resolution [232] because the robot must satisfy the

scleral constraints and the safe eye manipulation task while using the remaining redun-

dancy to satisfy ene-effector motion within the eye. The other rationale is that the IODR

together with the wrist and the parallel robot can satisfy only five independent DoF within

the eyeball due to the incisional constraints imposed by the sclera. This suggests that vn

and ωn are not independent therefore reducing the number of independent equations in Eq.

(2.29) to 8 independent equations.

Following the task priority redundancy resolution in [232], the Jacobians could be de-
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fined as following:

J1 =

[
A 02×2

]
∈ IR[2×10]

J2 =

[
02×6 B

]
∈ IR[2×9]

J3 = Jn ∈ IR[6×10]

J4 =

[
I6×6 06×3

]
∈ IR[6×9]

(2.31)

The redundancy resolution will have:

First task (Sclera Constraint) : J1ψ̇ = J2ẋ = ẏ1

Second task (Eye Manipulation) : J3ψ̇ = J4ẋ = ẏ2

(2.32)

From the first subtask, we could have the solution to ψ̇, where k1 is the remaining redun-

dancy in the system for future subtasks.

ψ̇ = J1
+ẏ1 +(I−J1

+J1)k1 (2.33)

For the second subtask, we substitute J3ψ̇ = ẏ2 into Eq.(2.3.5) and get:

ẏ2−J3J1
+ẏ1 = J3(I−J1

+J1)k1 (2.34)

Let us define:

J̃3 = J3(I−J1
+J1) (2.35)

We could rewrite Eq.(2.3.5) as following:

ẏ2−J3J1
+ẏ1 = J̃3k1 (2.36)
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Then the solution to k1 is in Eq. (2.3.5) and k2 is for any more subtasks.

k1 = J̃3
+
(ẏ2−J3J1

+ẏ1)+(I− J̃3
+

J̃3)k2 (2.37)

We could get the relation in Eq. (2.3.5) from [233].

(I−J1
+J1)J̃3

+
= J̃3

+
(2.38)

Then from Eq.(2.3.5), (2.3.5) and (2.3.5), we obtain the solution for the second task as:

ψ̇ = J1
+ẏ1 + J̃3

+
(ẏ2−J3J1

+ẏ1)+(I− J̃3
+

J̃3)k2

= J1
+J2ẋ+ J̃3

+
(J4ẋ−J3J1

+J2ẋ)+(I− J̃3
+

J̃3)k2

(2.39)

In this redundancy resolution solution for two subtasks, joint limits is another important

constraint. Among configurational space velocities ψ̇ = [vm,ωm, β̇1, β̇2, γ̇, ṡ]T , β̇2 is the

only one without any joint limits. Let’s define a as the lower limit, b as the higher limit,

wh as the highest weight, wl as the lowest weight, and qi as the ith joint value. The weight

element for the ith joint will be given by a soft well function in Eq.(2.3.5) and the plot of

this function with different p value is shown in Fig. 2.9. p = 15 controls the shape of the

well.

Wi = wh−wl +
wh−wl

2
(1− tanh(p(q−b)))− wh−wl

2
(1− tanh(p(q−a))) (2.40)

The overall weight matrix is:

W = diag([Wi]) (2.41)
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Figure 2.9: Soft Well.

2.3.6 Simulation

In Figure 2.10(a), the robot was commanded to move to a target configuration. Figure

2.10(b) and (c) shows the result of the robot end-effector {n} converging to the target

configuration {t} in both translation and orientation.

2.4 Conclusions

In this chapter we summarized the previous work done by Wei in [1, 4] and pointed

out the missing parts for safe telemanipulation. We presented our telemanipulation frame-

work in [228] with straight tools and developed two constrained telemanipulation strategies

that enable safe ocular manipulation and constrained intraocular tool manipulation while

keeping the eye fixed. We introduced five more DoF into the robot system, with 2 DoF

controlling the roll and yaw motion of the tool stem and 3 DoF controlling the bending,

pushing and grasping at the stem tip. The Jacobian between the task space twist ẋ and the

augmented configuration space velocity ψ̇ is derived for this hybrid robotic system. Then

the constraint on sclera incision point is introduced as a Jacobian relating the eyeball an-

gular velocity ωo and ψ̇. A task priority redundancy resolution is implemented to perform
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Figure 2.10: Simulation setup with the robot converging from the original setup to the
desired setup.

resolved rates on the targeting tasks with the primary task to obey the sclera constraint

and secondary task for intraocular manipulation. Simulation shows good convergence us-

ing this algorithm. The kinematic nomenclature and kinematic modeling presented in this

chapter contributes to the evaluation study in Chapter 5 and the telemanipulation architec-

ture in Chapter 6
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Chapter 3

System Integration of OCT-guided Dual-arm Hybrid Robotic System

The purpose of this dissertation aims at presenting a dual-arm hybrid robotic system

that integrates the OCT imaging for ophthalmic surgery. Chapter 2 presents the background

kinematic modeling of the proposed robotic system. In this chapter, we focus on mechan-

ical design and overall system integration. The chapter starts with improving the existing

customized Stewart-Gough platform and designing the proposed IODR from Chapter 2.

Design parameters of the B-mode OCT probe customized by our collaborating group and

the integration of this OCT probe into our robotic system are presented. An experiment is

carried out to evaluate the latency and accuracy of our proposed OCT-guided visual servo-

ing. A customized multi-axes electric control box is also designed for this hybrid robotic

system but details are not included in this dissertation.

3.1 Hybrid Robot Integration

3.1.1 Redesign of a Mini Stewart-Gough Platform

Wei Wei and Jian Zhang who worked formerly in the ARMA lab presented the first

prototype of the Stewart-Gough parallel robot. The robot is a 6-SPS parallel robot with 6

custom designed linear actuators. The spherical joint are customized MBO bearings. The

actuation unit contains six Steinmeyer 3mm ball screws and it is actuated by Maxon RE13

motor assemblies. The robot homing position is determined by limit switches mounted on

each linear actuator.

The actual robot had several issues that resulted in mechanical assembly errors affecting

accuracy and rigidity. The key problems are summarized as the following:

1. The old design had all the spherical joints press fit into the moving and base platform.
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The disadvantage lies in three aspects: first, over time, the press fit will get loose

and the spherical joint could slide inside the hole thus destroying the calibration of

the robot; second, the press fit will result in the pressure on the ball bearing thus

increasing the friction on the spherical joint and making it harder to drive the robot

leg; third, the kinematic modeling assumed that the center of all the spherical joints

lie in the same plane and the center of all the joints determine the origin of the frame

attached to the moving and the base platform. If the spherical joint could slide inside

the hole, the assumption will no longer hold and a calibration algorithm has to be

integrated to calibrate the error along the sliding direction.

2. The old design had the linear actuator run by the Steinmeyer ball screw and the axial

transition was prevented by a friction clamp. The problem with this design is that

the clamp’s set screw may get loose through time resulting in backlash in the linear

actuator.

3. The old gear transmission from the motor to the gear on the ball screw had a gear

ratio of more than 2:1. The problem of this gear ratio is that both the output torque

on the gear attached to the ball screw and the resolution of control are worsened by

half.

With the problems listed above, we made modification to the linear actuators, the mov-

ing and base platforms of the robot to overcome all the issues that may negatively affect

the accuracy and rigidity of the robot. The new design is shown in Fig. 3.1. Some spec-

ifications and dimensions on this customized parallel robot is shown in Table 3.1 and Fig.

3.2.

The moving and base platform were redesigned and manufactured with accurate ma-

chined step that prevents the bearing from popping out. A moving platform lock plate and

screws with washers were added to lock the wall of the spherical joints against the step. Set

screws on the side have been added to adjust the friction between the ball and the wall of
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Figure 3.1: Stewart-Gough Platform assembly with 6 linear actuated legs and spherical
joints.

Table 3.1: Parallel robot design parameters

Design parameters
Base platform diameter 100mm

Base platform separation angle 20◦

Moving platform diameter 70mm
Moving platform separation angle 15◦

Leg stroke 120 to 180 mm
Maximum leg linear speed 10.356 mm/s

Leg moving resolution 5.89×10−5mm/count
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Figure 3.2: (a) Parallel robot moving platform dimensions. (b) Parallel robot base platform
dimensions

the ball bearing. To evenly distribute the pressure on the wall, 3 slots have been cut outside

of the ball bearing’s wall in 120 degrees separation. An M2 nut was added to the end of the

ball screw step to prevent the screw from being pulled out. A tiny amount of screw lock

glue was added and the M2 nut was adjusted well to avoid friction between the face of the

gear and the angular contact bearing. The three-gear design was carried out in Fig. 3.3

to replace the original two gear transmission. The input and output gear had a gear ratio

of 1:1, thus maintaining a higher output torque and controllable resolution. The distance

between the gears could also be adjusted (see Fig. 3.3).

3.1.2 Differential Wrist

A first version of the differential wrist was previously designed by former visiting stu-

dents at ARMA lab. The initial design concept was done by Brian Lawson during an

internship at ARMA lab. The design explored the possibilities including gear transmission

and finalized the design with a wire actuated robot. The design did not turn into an assem-

bled robot due to problems of transmission manufacturability and assembly. The proposed

redesign is shown in Fig. 3.4. The differential wrist design contains three bevel gears. If
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Figure 3.3: The input gear from the motor and output gear on the linear actuator has a gear
ratio of 1:1 to allow the maximum possible output torque. The distance between the gears
could all be adjusted as shown in the figure.

two input bevel gears rotate in opposite directions with the same angular velocity, the tool

frame will have a pure yaw motion. On the other hand, if two input bevel gears rotate at

the same angular velocity in the same direction, the tool frame will have a pure roll motion.

Any other case will result in a combined roll and yaw rotation on the tool axis. The key

challenges, as stated above, could be summarized in two aspects:

1. The intra-ocular dexterous robot has a weight of approximately 200 grams and the

center of mass sits around 50mm above the center of the differential wrist. Thus the

required torque to drive this robot will be approximately 100Nmm. So choosing the

correct motor assemblies and the timing belt assemblies will be very important.

2. The shaft design is essential for meeting two requirements. First, the center piece that

contains the three bevel gears should be assembled independently and the distance

between the gears should be adjustable. The reason for this requirement is that the

quick exchangeable plugin for the tool should be constrained well enough thus not

allowing any motion besides the input from the two bevel gears. If the two input
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bevel gears could slide along the axial direction, the tool to robot registration will

no longer be accurate. Second, the transmission box that contains the timing belt

assembly should be able to slide onto the differential gear box and the shaft position

should be adjusted to avoid over constraint on the design.

Figure 3.4: Differential wrist with 2 DoF controlling the roll and yaw motion of the tool
stem.

The overall differential wrist design is shown in Fig. 3.4 with the bottom plate being

attached to the Stewart-Gough parallel robot. Two RE16 motor assemblies (maximum

continuous output torque 200Nmm) were used to supply the actuation for the two input

bevel gears. The maximum continuous output torque for this motor assembly is sufficient

to drive the assembly with the IODR. Tools including IODR and the OCT probe could be

quickly attached to the center of the wrist box with a standard collet to hold the supporting

stem. Details about the timing belt assembly is shown in Fig. 3.4. The timing belt is chosen

from SDP-SI (GT2 Pitch 3mm, width 6mm, Kevlar reinforced Neoprene). The input pulley

wheel has a tooth of 12 and the output pulley wheel 16, thus making the gear ratio 3:4. Both

pulley wheels are customized to cut to a certain width for compactness. A tension wheel
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was mounted on the shoulder screw and could slide with a slot on the cover to provide

adjustment on the timing belt.

The shaft transmission is shown in Fig. 3.5. Each input bevel gear is mounted on

the shaft and fixed onto the cover with two deep groove bearings, a shaft step and a snap

ring. There are slots on the cover of the wrist box which allows sliding in the shaft axial

direction. These slots are for adjusting the distance between the input bevel gear and the

center bevel gear. Then the supporting box with the timing belt assembly was input onto

the shaft and the position was locked with two flanged deep groove bearings, a shaft step

and a snap ring. There are also slots on the bottom plate to allow adjustment on the shaft

position to avoid over constraint.

Figure 3.5: Cross-section view shows the shaft design.
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3.1.3 Intra-ocular Dexterous Robot

The Intra-ocular Dexterous Robot provides intra-ocular dexterity. This robot is able to

carry out different ophthalmic tasks based on different stems. In Fig. 3.6(a), the IODR

robot was mounted on top of the parallel robot and the stem was inserted into a customized

eye model. If we choose the stem as shown in Fig. 3.6(b), the IODR becomes the stenting

deployment robot and allows deploying micro stents into blood vessels. If we choose the

stem as shown in Fig. 3.6(c), the IODR controls a gripper. All the stems use set screws

to connect to the linear slider’s driving arm thus making it easy to be replaced. In the

stent deployment robot, three DoF are independently controlled: the guide wire 6 , the

stent pushing tube 5 and the angle-adjustment tube 4 . While the angle adjustment tube

provides intraocular dexterity enabling controlled angle of approach to the retina, the guide-

wire is used to guide deployment of the stent in blood vessels and the stent pushing tube

is used to deploy the pre-loaded stent into the blood vessel. In the IODR gripper, only two

DoF are controlled: the angle-adjustment tube 4 and push/pull on the customized gripper

9 to achieve opening and closing.

Figure 3.6: IODR. 1 Parallel robot moving platform; 2 stenting robot; 3 robot stem; 4
angle adjustment tube; 5 stent pushing tube; 6 guide wire; 7 stent; 8 eye model; 9
ophthalmic gripper
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The IODR utilizes a similar design presented as the linear actuator for the parallel robot.

The idle gear design transmits high torque and high resolution from the motor to the linear

leg. The arm that drives each individual stem has a close running fit on the straight tube

and the arm has a height of 30mm to avoid accuracy decrease resulted from the wobbling.

The 182g cylindrical actuation unit is 84mm long and has a diameter of 42mm. Additional

design specifications are shown in Table 3.2. The IODR connects to the parallel robot

using a quick-changeable tool with a collet in front.

Figure 3.7: IODR actuator design

Table 3.2: Stenting deployment robot design parameters

Max motor shaft speed Gear ratio Max leg linear speed
10.4 rps 1 6.34 mm/sec

Max continuous torque Resolution Stroke
30 Nmm 1.5x10-4 mm/count ±10∼ 15mm
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3.2 B-mode OCT Probe

3.2.1 Design Parameters

The detailed structure of the miniature 0.51 mm-diameter intraocular OCT probe was

described in [162]. Briefly, this probe has a cylindrical body that is 90 to 100 mm long

with a handpiece 12.7 mm in diameter and disposable 25-gauge extra-thin-wall probe tip

(outer diameter = 0.51 mm, wall thickness = 70 µm, and length = 34 mm beyond the

end of the handpiece). An electromagnetic linkage is embedded within the handpiece, to

drive the 125 µm single-mode fiber optic actuator within the 25-gauge probe tip. The fiber

can easily scan laterally up to 30Hz. The fiber scanning frequency was matched to the

acquisition rate of an available commercial very high resolution (VHR) spectral-domain

optical coherence tomography (SDOCT) system (870 nm, Bioptigen, Inc. Morrisville,

NC) which permitted real-time viewing with highest resolution B-scan generation at 5Hz

with 2000 A-scan lines per image. A sealed 0.35 mm diameter, 0.5 mm thick, < 1/4 pitch,

0.95 numerical aperture GRIN lens (Go!Foton, Somerset, NJ) within the probe protected

the fiber scanner and focused the scanning beam at the working distance 3 to 4 mm away

from the probe. The axial resolution was 4−6µm and the lateral resolution was 25−35µm

centrally and 32−45µm at the scanning edge periphery [162].

3.2.2 Exploring the Tilting Angle of the Probe

Because external OCT systems produce marked peripheral distortions with wide an-

gle lenses [234, 235], knowledge of the maximal tilt angle is important. The eye has an

oblate spheroid shape and the intraocular reach of all intraocular instruments are minimally

constrained with a flexible pars plana sclerotomy. In addition, the usual placement of two

flexible sclerotomy entry ports and performance of indentation of the peripheral retina will

minimize tilt relative to the retinal surface. However, a region of the retina may be imaged

at an angle using this probe. We tested the OCT probe in conditions whereby the probe’s
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imaging axis was at an angle θ from the image surface normal as the probe was tilted as

shown in Fig. 3.8(a). The probe’s tilting axis was perpendicular to the probe’s scanning

plane. Figures 3.8(b) and 3.8(c) show the OCT images of a cellophane tape roll with differ-

ent θ angles when scanning longitudinally. The probe achieved the best scanning quality

when the probe was −10◦ to the surface plane. The OCT image quality deteriorates as

the probe tilted in both positive and negative directions. Beyond 30◦, the image quality is

no longer usable for guiding the surgery. Figures 3.8(b) and 3.8(c), show that the imaging

surface is not flat. This distortion stems from the intrinsic lens and scanning parameters of

the probe. A real-time algorithm to calibrate these intrinsic parameters in order to correct

image distortion is presented in Chapter 4.

Figure 3.8: Diagram and images of a cellophane tape roll for different OCT tilts. (a)
Diagram of a positive angle θ tilt from the normal direction. (b) Images produced when
tilting longitudinally to the OCT scanning beam in (+) angle θ direction according to the
right hand rule about the probe tilting axis. (c) Images produced when tilting in (-) θ

direction according to the right hand rule about the probe tilting axis. (d) Resulting probe
scanning workspace inside the eye.

3.2.3 Combined Forward-imaging B-scan OCT Probe and Forceps Design

A miniature B-scan OCT probe uniquely combined with an ophthalmic surgical forceps

was designed with the probe positioned within the forceps rather than a forceps positioned

within or adjacent to the OCT probe (Fig. 3.9(a) and 3.9(b)). To produce the coupled

forceps, the front portion of the 25-gauge stainless steel tube (SST) was cut to form a

forceps with 3.5 mm long tips, and positioned so that the OCT beam scan intersected both

tips. The forceps tips were fabricated to be aligned with the cross-sectional center of the
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probe, and located 3.5 mm distal to the OCT tip to be at the best focal point position. The

forceps tips were mechanically aligned to match the scanning beam. A 23-gauge extra-

thin wall SST was used to slide up and down the outside of the 25-gauge tube to cause

opening and closure of the gripper manually (Fig. 3.9(a)). A manual gripper actuator was

concentrically assembled around the OCT probe handpiece and attached to the 23-gauge

tube to open/close the forceps (Fig. 3.9(b)). This actuator was designed and fabricated

from a 0.005” thick stainless steel sheet. The length of the handles was approximately

42 mm with an actuation distance of approximately 1.5 mm. The distal handles were

attached to the OCT handpiece with a hoop design. The proximal handles were attached to

a plastic ring which was connected to the 23-gauge extra-thin wall SST on the forceps to

actuate gripper closure. The OCT forceps may be used as either a hand-held instrument or

integrated within a robotic system. One frame of the OCT image appearance of the forceps

tips is illustrated in Fig. 3.9(c).

3.2.4 OCT Image Segmentation

The image segmentation technique used in this study includes speckle filtering, color

map transformation (gray to black and white image) and canny edge detection. Figure 3.10

shows the result of segmenting the top surface of the retina. This image segmentation result

will later be used on sending control feedback for assistive telemanipulation.

Speckle arises as a natural consequence of the limited spatial-frequency bandwidth of

the interference signals measured in the OCT [236]. It is the reason why raw OCT images

look noisy. However, speckle has a dual role as a source of noise and as a carrier of

information about tissue microstructure. For OCT image segmentation, it is very important

to remove the speckles from the image and at the same keep the original image information.

To evaluate the functionality of different speckle filtering methods, several metrics include

mean Squared Error, Minkowski Metric, Signal-to-noise ratio (SNR), Contrast-to-noise

ratio (CNR), Universal image quality index, structural similarity index were developed
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Figure 3.9: OCT-forceps probe design with OCT images of the probe’s tips. (a) Drawing
of the OCT-forceps probe design with an internal 0.51 mm diameter (25-gauge) stainless
steel tube (SST) with embedded scanning OCT fiber optic and a gripper cut in the front
portion. An external 23-gauge SST slides to open/close the forceps. The OCT beam scans
through both tips of the forceps. (b) An external manual hand piece actuator causes the
external 23-gauge SST tube to slide which opens/closes the forceps. (c) The unprocessed
OCT image appearance of the forceps’ tips is illustrated with real-time OCT imaging of
the forceps’ tips closing and opening demonstrated.

Figure 3.10: Image segmentation after dewarping, speckle filtering and edge detection
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by different groups. As we need real-time image processing, short filtering time is also

very important for ensuring minimal control latency. Spatial speckle filtering consists of

moving a window kernel across an image and applying algorithms to adaptively compute

the center pixel based upon the adjacent pixels. Within the kernel box, different algorithms

are performed to smooth the image and remove ”edges” and ”valleys”. The most common,

simple and fast speckle filtering methods are the mean filter and the median filter. The

mean filter replaces the center pixel value of any kernel box with the mean value in the

kernel box. Instead, the median filter replaces the value with the median value of the

neighbourhood. Both methods are fast in calculation, however the mean filter does not

remove the speckle but averages it into data and loses detail and resolution. Median filter

shows better capability in filtering the image and does not blur the edges of the regions

larger than the size of the window used. Thus the median filter is used in this segmentation

code.

Canny edge detector is a very commonly implemented algorithm to detect edges in

the image. It finds the intensity gradient map of the image to help determining the poten-

tial edges. Then the detection is finalized by suppressing all the edges that are weak and

not connected based on the threshold. This edge detector is available in both Matlab and

OpenCV. However, we developed a custom edge detector specifically for detecting the top

surface of the retina.

Other image segmentation techniques that have been explored include hough transform

to help detect straight lines and active contour to help find point clouds. The active contour

method [237] may be used in the future to help find the point clouds of the tool and the

blood vessel.

3.3 OCT-robot Integration

Figure 3.11 shows the conceptual setup and defines the key frames facilitating the defi-

nition of the problems addressed. Two frames are attached to the probe. Frame {s} defines
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the OCT scan plane such that xs and zs define the lateral and depth directions of the OCT

image. The origin of this frame is located arbitrarily at the tip of the OCT probe and ys

completes this frame as a right-handed frame. Frame {p} is the OCT probe frame. It is

defined with respect to a mechanical reference physically determined by the design of the

probe housing. For example, a locating pin and the OCT stem are used to determine the xp

axis while the OCT stem is used to determine the zp axis as shown in Figure 3.11. Axis

zp and axis zs are parallel to each other. And angle γ designates the orientation of OCT

scanning plane from the known pin direction, which is an important intrinsic parameter that

needs to be calibrated.

In addition to these frames, we also define frames of the surgical robot as shown. Frame

{b} is the base frame of the slave robot. Frame {m} is the frame of the moving platform

of the robot. Frame {n} is the end effector frame. More detailed robot frames are defined

in [228].

Figure 3.11: Conceptual setup and frames definition
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3.3.1 Dual Rate OCT Visual Servoing Control

Our OCT-guided visual servoing control architecture is shown in Figure 3.12. This

control architecture consists of four blocks. The name ”dual rate” comes from the different

real-time control rates in block C and D. Here are descriptions of each block:

1. Block A: Real-time OCT image acquisition from the scanning probe. The probe has

an intrinsic scanning frequency of 5Hz.

2. Block B: Grab the real-time OCT image and process the image based on different

control algorithms’ needs. This is a C++ & Qt & OpenCV combined program that

can run at 20Hz.

3. Block C: Based on the image processing results, the robot new reference config-

uration xre f is calculated at 15Hz. The reason for choosing this frequency is that

the real-time OCT image is acquired at 5Hz. So this block’s frequency should be

equal to or slightly over 5Hz. High frequency will result in transforming the high

frequency noise from the OCT image to the control system and low frequency will

result in slow and inaccurate control. bAOCT () is the affine transformation function

from OCT image frame to robot base frame {b}, ep is the position error vector to the

target in pixels from the OCT image and c is the pixel to mm scale of the OCT image

at the local point.

4. Block D: With the reference robot configuration, the robot is controlled to move after

high-level trajectory planning, inverse kinematics and low-level PID controller. This

is running at 1kHz in real-time. Detailed description was presented in [228].

3.3.2 Evaluation of Visual Servoing Precision and Latency

To evaluate the robustness of the visual servoing architecture in Fig. 3.12, an experi-

ment was designed to measure the latency and accuracy of visual servoing with the B-scan

63



Figure 3.12: OCT-guided Visual Servoing Control Architecture: A) Real-time B-mode
OCT image acquired from Custom-made miniature OCT probe (scanning frequency 5Hz);
B) Segment the image and calculate the error in pixels (Segmentation frequency 20Hz); C)
Calculate reference position (10 Hz) ; D) Trajectory planner and lower level PID controller
(Target computer running in 1000Hz)

OCT probe integrated in the control loop. The setup is shown Fig. 3.13(a). A linear slide

carried a piece of infra-red reflection paper and was programmed to move vertically in a

sinusoidal manner. The parallel robot carried the OCT probe above the infra-red (IR) re-

flective paper. The visual servoing law was written to control the robot to keep a constant

height above the IR reflective paper based on the measurement of the real-time OCT image.

The latency and accuracy test will record and compare the input motion of the linear actua-

tor and the output motion of the parallel robot and compare the motion to draw conclusion

on the robustness of the visual servoing control law.

Figure 3.13 shows the results of the cyclic motion tracking experiments. In Figure

3.13(b) the reference position of the linear actuator holding the IR paper was changed in

a step-wise manner therefore resulting in a sharp response of the linear actuator (shown

in blue trace). The motion of the linear actuator was governed by a PID controller and a

fifth-order polynomial trajectory planner with a desired motion time of 5 sec. The figure

shows in red trace the motion of the parallel robot holding the OCT probe while attempting

to maintain a fixed distance between the OCT probe tip and the OCT target. The latency of
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response of the OCT motion (parallel robot) relative to the motion of the IR paper (linear

actuator) is approximately 0.41s. The steady state error to a step input had a mean value of

0.011mm and standard deviation of 0.01mm. The maximal error of tracking was 0.078mm.

We similarly repeated the experiment using a sinusoidal trajectory planner for the linear

actuator holding the OCT target. Figures 3.13(c,d)) show the results of these experiments

for different amplitudes of motion (0.3mm and 0.7mm). In both figures, the frequency

of the sinusoidal motion was specified at 0.17Hz. The latency error for both experiments

was 0.6s. For the sinusoid input having 0.3mm amplitude the mean error in amplitude

was 0.024mm and its standard deviation was 0.014mm. When the amplitude of the IR

paper was increased to 0.7mm, the mean error in amplitude was 0.045mm and the standard

deviation was 0.021mm.

These experiments demonstrate the efficacy and limitations of the control and OCT

feedback method depicted in Fig. 3.12. The critical factor limiting the latency performance

of our system is the rate of OCT image acquisition and processing. We are currently ex-

ploring an upgrade of our OCT engine and the actuator of the optic fiber inside the OCT

probe with the aim of increasing the OCT acquisition frequency to at least 30 Hz. To fur-

ther provide an evaluation of the expected performance of our system within the context of

ophthalmic surgery, additional evaluation is provided in Chapter 6 while using automated

path tracking along a surface with curvature similar to that of the human retina.

3.4 Control Electronics

For the general purpose of controlling the dual-arm system, we designed and assembled

1 the control electronics for driving 16 axes of motors. All the components are enclosed

into a 8.75”H×19”W ×22”D box. Necessary components for the electronic setup include

16 Line driver cables to eliminate long cables’ defects, 16 Maxon LSC 30/2 amplifiers,

2 Contec CNT32-8M (PCI) encoder reading card, 2 Measurement Computing PCI-DDA

1Nima Sarli and Giuseppe Del Giudice from ARMA lab also contributed in the process.
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Figure 3.13: OCT guided visual servoing latency and accuracy experiment. (a) The setup
consisted of a parallel robot carrying the OCT probe when viewing a moving IR reflection
paper guided by a linear slide. (b) Slave robot responded to the step input from the linear
slide. (c),(d) Slave robot responded to the sinusoid input from the linear slide with an
amplitude of 0.3mm and 0.7mm respectively
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08/12 data acquisition board and 16 encoder protection channels. Any maxon motors with

or without differential encoder lines will become a 10pin connection after the line driver

cable. Motor plus, motor minus, 5V and GND are connected to the Maxon LSC 30/2

amplifier accordingly. The set voltage plus/minus on the amplifier will be connected to the

analog output on the measurement computing digital to analog board. The 6 channels of

TTL encoder readings will go into the encoder protection circuit made by the line receiver

chips and come out as only the channels without differential lines. These three differential

lines of A, B and I will then be connected to the Contec encoder board for reading. Both

the Measurement Computing and Contec cards are connected to the target computer that

runs real time Matlab xpc code through PCI slots. A 24V power supply was embedded into

the system to power all the amplifiers and the fan. A 5V regulator was designed to support

the encoder protection circuit and the pull up resistors for the I/O channels. For grounding

issues, both the digital and analog ground are connected together and linked to the ground

of the 24V power supply.

Several PCB boards have been custom designed and manufactured including: a break-

out board for all motors on robotic arms; a power distributor that takes 24V input and

output both 24V and 5V; an encoder protection circuit PCB; break-out board for all Maxon

amplifiers.

3.5 Conclusions

While many works addressed robot designs for robot assisted ophthalmic surgery, there

are no robotic systems capable of both ocular manipulation and intraocular dexterity. Wei

et al. [4] presented the idea of using actively controlled robot arms in ophthalmic surgery.

In this chapter we presented our progress towards building such a telemanipulation system

while focusing on describing our efforts to integrating a custom-made B-mode OCT probe

for image guidance. This chapter includes the modification of our custom-made Stewart-

Gough parallel robot, the design of a 2 DoF differential wrist, the design of 3 DoF IODR
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providing intraocular dexterity, and a custom made B-mode OCT probe. The differential

wrist provides roll and yaw motion on the straight part of the robot stem and IODR provides

three independent DoF that each controls bending, pushing and grasping at the robot stem

tip.

Optical coherence tomography imaging is valuable for identifying and diagnosing reti-

nal disorders in the clinic. External microscope-mounted systems have demonstrated use-

fulness in examining retinal changes immediately following a surgical procedure in the

operating room [137, 238, 142, 143, 144, 136]. However, it would be most valuable to

image critical portions of the operation in real-time with OCT cross-sectional imaging.

Microscope-mounted OCT systems have limitations in that normal metallic surgical in-

struments cast absolute shadows upon the underlying targeted tissues [137, 142, 143, 144]

and investigators have reported difficulty in tracking the positions of moving surgical in-

struments within the eye [137, 142, 143]. A combined 23-gauge forward-imaging B-scan

OCT-forceps was designed and developed for manual use or robotic-assisted integration

for pre-clinical retinal surgery. Unlike other miniature forward-imaging probes, this probe

has an internal scanning system so it can be held steady rather than moving the entire

probe back-and forth to produce a two-dimensional B-scan image. The size of the OCT-

forceps probe will permit passage through the current 23-gauge ports used in vitrectomy

procedures. An advantage of an intraocular OCT probe is that it overcomes some of the

problems associated with an external microscope-mounted OCT system. The probe by-

passes the corneal and lenticular opacities that will degrade an OCT image. The intraocular

probe can quickly be positioned and aimed at the areas of interest for imaging inspection.

Co-planar integration of the forward-imaging B-scan probe with a surgical instrument per-

mits constant tracking of the instrument tip without needing a tracking device embedded

in the instrument. In addition, the instrument’s position and approach to the tissue is pro-

vided with real-time feedback without requiring real-time layer segmentation or spatial

compounding unless semi-automatic robotic control is desired. Finally, placing the OCT
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imaging probe internal to the surgical tool improves the view of the desired target by re-

ducing instrument shadowing.

The OCT and robot integration shows the result of using the OCT probe for visual ser-

voing in Figure 3.12. A dual rate visual servoing control architecture has been implemented

to increase the stability and robustness. Both step and sinusoidal input has been tested on

the robot system.

The OCT-guided robotic system implemented from the combined work in this chap-

ter contributes to the experimental evaluation in Chapter 5 and the assistive telemanip-

ulation in Chapter 6. Especially, the dual rate visual servoing control is applied to the

OCT-microscope combined 3D virtual fixture to help guide assistive telemanipulation in

Chapter 6.
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Chapter 4

Calibration

In Chapter 2 and Chapter 3, we presented the kinematic modeling and design integra-

tion of the proposed robotic system. To improve the performance, this chapter focuses on

calibration of this robotic system. In the first section, we present algorithms for kinematic

calibration of the customized parallel robot. The parallel robot calibration uses recursive

least squares to solve for the mechanical uncertainties in the proposed robot and help im-

prove the task space accuracy. The calibration also includes a method for calibrating the

location of the incision points in the eye ball and the geometric dimension of the anatomy.

This step is essential for active robot-guided retinal surgery since the robot manipulation is

based on an estimated model of the eye. This calibration is a prerequisite process for model-

based constrained telemanipulation developed in Chapter 6. This chapter also discusses the

calibration related to our customized B-mode OCT probe. An OCT-robot integration has

been presented in Chapter 3 and also shown in Fig. 1.7. Due to the unconformity in man-

ufacturing and the intrinsic parameters of the scanning actuation unit in the B-mode OCT

probe, the B-mode OCT image usually has a distortion. Calibrating the OCT probe distor-

tion will improve the robustness of visual servoing algorithm from a perspective of safety.

The OCT image information is represented in OCT image frame, which is located in the

scanning plane of the OCT beam (Figure 3.11). A manual calibration algorithm is pre-

sented in this chapter to help find the registration between the locating pin on the probe

body and the scanning plane. An approaching algorithm is proposed for defining the OCT

scanning plane in robot frame with the total least square solution. However the actual ex-

periment was not included in the scope of this dissertation. The parallel robot calibration

is presented in [228]. Until the completion of this dissertation, OCT image distortion cali-

bration and OCT scanning plane registration contribute partly to an accepted journal paper

70



[239] and rapid hollow calibration is contributing to a working paper submission.

4.1 Parallel Robot Calibration

4.1.1 Parallel Robot Calibration Algorithm

Figure 4.1: (a)Parallel robot calibration setup, (b)calibration kinematic diagram

We calibrated the parallel robot to minimize task space errors. These errors stem from

uncertainty in the robot’s leg lengths at home position and in the vertical positions of the

robot’s spherical joints, which were press fit in the base and moving platforms. We thus

calibrated eighteen parameters (six leg lengths at home position and twelve vertical offsets

of the spherical joints). Figure 4.1-a depicts the experimental setup with marker frames

{u1} and {u2}, which were attached at exact known positions with respect to frames {b}

and {m}, respectively. These frames were tracked using a Polaris Vicra tracker (0.25 mm

RMS accuracy). The robot was moved to 150 randomized configurations within a work

space of ±15mm and ±20◦ of translation along and rotation about each axis. The robot

was stopped at each configuration to allow static acquisition of its pose.
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We henceforth use subscript i = 1 . . .6 to designate the ith robot leg and j = 1 . . .n to

refer to a calibration pose. We also define qhi as the assumed length of the ith robot leg at

the robot’s home position, ∆qenci, j as the encoder measured extension of the ith leg relative

to its home position when the robot is at its jth calibration pose. In addition, we define

qi, j as the vector pointing from the spherical joint at the base platform to its corresponding

bearing at the moving platform. Referring to Fig. 4.1-b, qi, j is given by:

qi, j =
bm j +

bRm j
mai− bbi ∈ IR[3×1] (4.1)

Furthermore, the spherical bearing locations given in the moving/base platform frames

are respectively designated by mai = [∗,∗,ai]
T and bbi = [∗,∗,bi]

T where ∗ are known

constants. So ai and bi designate the unknown errors in the vertical positions of the robot’s

spherical bearings.

We define fi, j as the ith leg’s loop closure error at the jth robot pose, Eq. (4.2), where

qei designates the unknown error in the homing length of the ith leg. The vector of loop

closure errors at the jth pose is defined as f j and given in Eq. (4.3).

fi, j ,
√

qi, jT qi, j− (qhi +∆qenci, j +qei) ∈ IR[1×1] (4.2)

for the jth pose we define the vector f j ∈ IR[6×1] as:

f j , [ f1, j, . . . , f6, j]
T (4.3)

Defining the vector of calibration parameters for ith leg as xi , [ai,bi,qei]
T , and the overall

calibration parameters for the robot as x , [xT
1 , . . . ,x

T
6 ]

T ∈ IR[18×1] one can cast the calibra-
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tion problem into this minimization problem:

x = argmin(M(x)), M(x),
1
2

F(x)T F(x)

where F(x) = [fT
1 , fT

2 , . . . , fT
n ]

T ∈ R[6n×1]
(4.4)

We carried out a calibration experiment with n = 150 calibration poses. Solving Eq. (4.4)

using iterative nonlinear least squares results in the following calibration vector (written in

mm):

x = [−0.97,−0.66,−0.72,−0.86,−0.33,−0.56,0.34,0.31,

0.46,−0.22,0.32,0.62,−0.38,0.43,0.27,0.52,0.55,0.38]T
(4.5)

Here we derive the Jacobians used for solving the iterative nonlinear least squares problem.

To use Newton’s method for nonlinear least squares minimization, a Jacobian that relates

M to x is derived from Eq.(4.4):

JM = ∇xM(x) = F(x)T JF ∈ IR[1×18] (4.6)

where JF is the Jacobian of F(x) with respect to x. By differentiating Eq. (4.2), Jacobians

of fi, j with respect to components of xi are given by Eq.(4.7)-(4.9) where, J1 is the third

column of bRm j .

Jai, j = ∇ai fi, j =
qi, j

T J1√
qi, jT qi, j

∈ IR[1×1] (4.7)

Jbi, j = ∇bi fi, j =
qi, j

T [0,0,−1]T√
qi, jT qi, j

∈ IR[1×1] (4.8)

Jqei, j = ∇qei fi, j =−1 ∈ IR[1×1] (4.9)

Hence we obtain for ith leg at jth robot configuration:

Ji, j = ∇xi fi, j =

[
Jai, j Jbi, j Jqei, j

]
∈ IR[1×3] (4.10)
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For all 6 legs at the jth configuration:

J j = ∇xf j = diag([J1, j, . . . ,J6, j]) ∈ IR[6×18] (4.11)

and the Jacobian for all 6 legs at all n calibration poses is:

JF = [JT
1 , . . . ,J

T
n ]

T ∈ IR[6n×18] (4.12)

Thus the iterative Newton update for the calibration vector is given by Eq. (4.13) where

W ∈ IR[18×18] is a positive definite diagonal weight matrix.

∆x = W−1JM
T (JMW−1JM

T )−1(−M(x)) (4.13)

4.1.2 Calibration Result

Before performing the parallel robot calibration, a simulation was coded to test the cali-

bration algorithm. In simulation, the robot was initialized by perturbing the real calibration

parameters and 300 poses were generated for calibration within the work space of ±20mm

in translation and ±15◦ in rotation in all directions. The calibration iteration was set to be

100 steps and the convergence ratio was set at α = 0.2.

The calibration algorithm guides the perturbed parameter to its real value and converges

the overall cost function to zero as shown in Figure 4.2(a). The calibration parameters also

converge to the initial value before perturbing as shown in Figure 4.2(b). Figure 4.2(c) and

(d) show the error on each leg throughout all calibration poses before and after calibration.

We choose the error on each leg to plot because it holds the same meaning as the error in

configurational space. Smaller joint space error means less task space end-effector error.

From Figure 4.2(c) and (d), the leg error converge to almost zero after calibration. The

whole calibration took 10 to 20 iterations to converge.

We also generate 300 poses for calibration on the real robot setup. The calibration
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Figure 4.2: Parallel robot calibration simulation: (a) The convergence on the cost function;
(b) The convergence on the calibration parameters; (c) and (d) Joint space leg error before
and after calibration.
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results are shown in Figure 4.3. The cost function shows a residual error in Figure 4.3(a)

since there are residual error in joint space after the calibration as shown in Figure 4.3(c)

and (d). From Figure 4.3(c) and (d), one could see the calibration brought the mean value

of leg error back to zero without being able to reduce the standard deviation of the error.

This is a result of solving the nonlinear problem using the recursive nonlinear least squares

and also because our measurements had uncertainty of ±0.25mm RMS.

Figure 4.3: Parallel robot calibration on real robot: (a) The convergence on the cost func-
tion; (b) The convergence on the calibration parameters; (c) and (d) Joint space leg error
before and after calibration.
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4.2 Rapid Auto-calibration of Anatomy in Dual-arm Micro-vascular Surgery

Ophthalmic surgery requires sclera conformance with the constraints of the incision

points. Traditionally, manually held surgical tools are operated similar to laparoscopic

surgery with reversed intra-ocular motion. Previous works focus on regulating the robot

intra-ocular movement by imposing remote center of motion (RCM) constraint which was

enabled by mechanically fixed RCM point, force feedback or software-imposed RCM mo-

tion. Software-imposed RCM motion offers superior performance on allowing ocular mo-

tion. However on the other hand, it also requires robot calibration and relatively accurate

knowledge of RCM point and eye dimension. This section presents a novel online calibra-

tion algorithm using small angular motion of eyeball from magnetic tracker as observation

to quickly update these information both pre-operatively and intra-operatively.

A common thought of solving this problem is to use force sensor to detect the contact

force between robot stem and sclera point. Using one commercially available force sensor

on the robot and outside of the eyeball could help develop a force-based virtual fixture that

regulates the intra-ocular motion. However, if the robotic stem makes contact with retina

surface, the virtual fixture degrades since the force sensor could not isolate the force on

two contact points. He, et al. [240] proposed a dual force sensing instrument based on

fiber bragg grating (FBG) with the ability of sensing the force on both tool tip and the

interaction force between the stem and the sclera. However, this instrument was paired

with a mechanically imposed RCM robot (the Steady Hand Robot [106]) and in the ocular

manipulation, the force sensing would not be able to provide a virtual fixture for constrained

motion.

Angeles proposed the method of calculating the screw parameters of rigid body motion

given three non-colinear points with finitely-separated positions [241] and infinitesimally-

separated positions (linear velocity)[242]. We could potentially adopt this method by rotat-

ing the eyeball in multiple directions and find the screw axes of each rotation. The closest

point to all the screw axes are the eyeball center of motion. However, Angeles’s method did
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not provide a way to calibrate the sclera incision points’ position. In addition we needed a

method that does not rely on large motion of the eyeball for safety. Angeles’s method was

also very sensitive to resolution and noise on position measurement. Hence we developed

an efficient online calibration algorithm based on the assumption of a calibrated robotic

system and the measurement of eyeball angular velocity. This algorithm would first cali-

brate the relative position of sclera incision point to the world frame and then calibrated the

eyeball center of motion and radius. Simulation with and without noise in measurement

were presented and calibration on phantom model was also carried out. We would also

compare this algorithm to Angeles’s method in finding the eyeball center of motion with

the same sensing technology.

4.2.1 Method, Assumptions and Setup

Figure 4.4: Mockup setup for rapid calibration algorithm nomenclature.

In this experiment, we keep only the 6 DOF Stewart-Gough platform for each robotic

arm and attach a rigid stick to each arm to mimic an ophthalmic tool stem (Fig. 4.4). The

stem inserted into the eyeball (or phantom model) through an ophthalmic trocar from the

sclera incision point. The two sclera incision points were made according to the suggestion
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from our ophthalmic collaborator. The eyeball in average was 25mm in diameter, and the

iris was approximately 12mm in diameter. Both sclera incision points were cut 3mm from

the edge of the iris and held an approximate angle separation of 120 degrees.

The calibration was based on three assumptions: both robot arms were calibrated with

the attached tools; both robots were registered in the same known world coordinate {w} and

all the corresponding frames including the eyeball frame {e} and the observer frame {ob}

could be defined in this world coordinate; the eyeball was rigid enough to hold shape and

small violation of sclera constraint would not tear the eyeball. The first assumption allowed

us to define the incision points position on the robotic stem thus reducing the dimension

of unknowns during part of the calibration process. And the calibration of this customized

parallel robot has been presented in [228]. The second assumption required knowledge of

the rigid attachment of both parallel robots to the base and the registration between the

measurement tool and the base frame. During ophthalmic surgery, the surgeon needs to

complete vitrectomy pre-operatively to remove the jelly-like substance filled inside the eye

and then during the surgery, an irrigation tube injects liquid into the eyeball to maintain the

inner pressure. Thus, the eyeball could hold a certain ocular shape during operation. On the

other hand, the initial guess on calibration parameters would violate the sclera constraint.

However, the eyeball is flexible, thus it could tolerate certain amount of tool tilting

The calibration required returning updated nine calibration parameters depicted in Fig-

ure 4.4.

1. The eyeball center of rotation (we ∈ IR[3×1]). Here we only assumed the location of

the origin of frame {e} as three unknowns and neglected the orientation part of frame

{e} because we could assume, when we first inserted the robot stem into the eyeball,

that the instantaneous eyeball frame {e} was parallel to the world frame {w}, thus

we had the ground truth to control the orientation of the eyeball.

2. The two radii from the origin of {e} to the two incision points (ri ∈ IR[1×1] and i =

1,2). Here we assume two different radii because the eyeball is only close to a sphere
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shape.

3. Two incision points polar and azimuthal angles (θi ∈ IR[1×1] and ψi ∈ IR[1×1] respec-

tively, i = 1,2). These angles were defined in the eyeball frame {e}.

Our algorithm relied on observing the eyeball motion according to the planned control

input under an initial guess of the calibration parameters and converged to the true value

of the calibration parameters. The algorithm used eyeball angular velocity (ωeye) as the

measurement. To be able to observe the eyeball angular velocity, we installed magnetic

trackers coils (Ascension MEDSAFE 0.5mm) on the trocar. The algorithm contained two

parts. The first part was called RCM point calibration in Section 4.2.2. In this part, we first

inserted both robotic stems and made initial guess of incision points along the stem axis.

Since the robot was already calibrated, the calibration parameter in this section was a one

dimensional position information along the stem for each arm. The result of this section

would return the scleral incision points position in the world frame. However we still could

not determine any of the nine calibration parameters. So based on the known sclera incision

points’ position, we could perform a rapid hollow organ calibration in Section 4.2.3. In this

section, by observing the reacting angular velocity of the eyeball and comparing it to the

input commanded angular velocity, we could converge two rotation axes and found the

eyeball center of rotation we. Then with the known incision points in the world frame,

the other calibration parameters could be calculated. Here we define several notations that

remain constant through out this section. Without further notation, all the variables were

defined in the world coordinate system {w} and thus we would neglect these superscripts.

The subscript g means ”guessed”, u means ”updated” and r means ”real”, which represent

the initial calibration parameter, updated calibration parameter during recursive calculation

and the true calibration parameter, respectively. The subscript i stands for the ith robot stem

and i = 1,2.

In Figure 4.5, a customized spherical joint was designed to mimic the eyeball motion.

The inner ring was 25mm in diameter with two scleral incision holes of 1mm in diameter
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Figure 4.5: Customized spherical joint for mimicking the eyeball motion
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and a mounting hole for a magnetic sensor. The setup of incision holes and magnetic

sensor were slightly different from the real setup on the eyeball. The incision points were

separated with 180◦ and the magnetic sensor was mounted at the anterior section of the

eyeball, which was not ideal in real setup. However these minor changes on the artificial

setup would not influence the evaluation of our calibration algorithm. In Figure 5.2(a), we

inserted two robotic stems into the sclera holes and mounted two magnetic sensors. One

magnetic sensor was mounted on the inner ring of the spherical joint and the other one on

the base of the spherical joint. The magnetic sensor tracking has a much better resolution

in orientation (0.5◦ or 0.0087 radians) than translation (1.4mm). The relative movement

between the two magnetic sensors would provide the measurement for our calibration.

Since the magnetic sensor was very fragile, we did not fix the position of the magnetic

sensor. Thus the magnetic sensor could possibly translate along and rotate about its axial

direction. In our proposed algorithm, we rely on the ẑ direction of the sensor to calculate

the instantaneous angular velocity of the eyeball model.

Figure 4.6: Experimental setup.
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4.2.2 RCM Point Calibration

When the two robotic stems were first inserted into the eyeball, the only known infor-

mation to the robot was that the incision points must sit on the robot stem axes. Thus,

we only need to calibrate one unknown to acquire the sclera incision point’s position in

the world frame. During RCM point calibration, we hold one robot stem steady and cali-

brate the other stem’s incision point by moving it under an initialized software programmed

RCM control. This RCM control has been presented previously as constrained intra-ocular

motion in [228]. If the guessed incision point’s position is not accurate, when we move the

second stick under the RCM constraint in a small motion, the eye ball will react in a slight

angular velocity around the stable stick.

4.2.2.1 Calibration Algorithm for the Location of Incision Points

The RCM calibration algorithm nomenclature is defined as Fig.4.7. In this setup, we

had two robot sticks −−→qini that could manipulate the eyeball, where qi and ni were the start

and end point of the stem. Each −−→qini intersects the eyeball at the incision point mir on the

eye ball. Here for instance, we calibrate the second arm’s incision point m2r by holding the

first arm steady and moving the second arm under RCM control. There was a third trocar

on the eyeball (green dot in Fig.4.7) for measuring the angular velocity of the eye ball. The

known parameters in the calibration are qi, ni, the initial guess of the distance from the

incision point m2g to qi on stick 2 and the angular velocity measured from the third trocar

ωeye.

Since the first stem is held steady, the incision point m1r does not move, so any eyeball

angular velocity must be along the axis −−→em1r. As shown in Fig.4.7, in the case of the

guessed RCM point m2g is inside the eye ball, if we move the second stick around m2g in

an angular velocity ωRCM along the z-axis of the world/eye coordinate (they were parallel

by definition), a resulting eye angular velocity ωeye would point in the direction shown in

Fig.4.7. On the other hand, if we have the guessed RCM point outside the eye ball, it would
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Figure 4.7: RCM calibration setup.
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result in an eye angular velocity in the opposite direction. This meant we could utilize the

dot product betweenωeye andωRCM to determine the direction of converging m2g onto m2r.

We defined the one dimension calibration parameter ηi to be the ratio between
∥∥∥∥mi−qi

∥∥∥∥
and

∥∥∥∥ni−qi

∥∥∥∥. Thus for the second stem, the ratio η2 based on the guessed calibration

distance is:

η2g ,

∥∥∥∥m2g−q2

∥∥∥∥∥∥∥∥n2−q2

∥∥∥∥ (4.14)

Similarly, the ratio η2 based on the calibration measurements is:

η2r =

∥∥∥∥m2r−q2

∥∥∥∥∥∥∥∥n2−q2

∥∥∥∥ (4.15)

The control law updates η2g to converge to η2r with the convergence criteria as the mea-

sured angular velocity ωeye converging to zero. The sign of the dot product between ωeye

and ωRCM gave the converging direction and k is defined as a ratio that controls the conver-

gence rate.

η2u = η2g− k
∥∥ωeye

∥∥sgn(ωT
eyeωRCM) (4.16)

The updated calibration parameter η2u would converge to η2r when the measured an-

gular velocity ωeye converged to zero. Since there is noise from magnetic tracker measure-

ment, we simulate this algorithm with noise level analysis.

4.2.2.2 Simulation and Sensitivity to Noise Analysis

The RCM calibration simulation presents the result of the calibration algorithm by per-

turbing the incision point with a distance (m2g) from the actual incision point (m2r). We

built a model (Fig. 4.7) with real parameters for the simulation to run and gave the robot

initial guessed parameters with 5% to 10% disturbance. Figure 4.8 showed the conver-
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gence on the calibration parameters (η). Figure 4.8(a) were results without noise in the

measurement, which showed perfect convergence. We chose the noise for the simulation

as a random noise between ±0.5deg/s on the tracker attached to the trocar. The conver-

gence criteria was based on relative convergence. The convergence criteria is shown in

Eq. (4.17), where ratio δ is the parameter change between two iteration steps divided by

the overall parameter change. Figure 4.8(b) also showed a bounded convergence with the

noise.

δ =

∣∣∣∣ηcur−ηprev
ηcur−ηg

∣∣∣∣ (4.17)

Figure 4.8: RCM calibration simulation result of (a) without (b) with noise.

4.2.2.3 Influence of Increased Noise Level to Simulation

The random noise level differs from the tracking system. Thus, we test the proposed

algorithm with respect to increased noise level. This also tells us, with a certain type

of sensor and a given resolution, how we can sample the measurement data to achieve

a converged calibration result. With the increment of the noise level from ±0.5deg/s to

±4.0deg/s, we find out that the simulation goes more and more unstable, which means

the chance of failed convergence increases. To be able to achieve stabile simulation result,
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we have to increase the relative convergence ratio δ (Eq. (4.17)), which will also increase

the converged error between guessed and real calibration parameter. Figure 4.9 shows the

distance error from converged to real RCM location with four different noise level. With

the noise level above ±4.0deg/s, it is hard to adjust δ to achieve a stable convergence and

also a relatively small convergence error. ±4.0deg/s noise level also means, with the given

magnetic tracker of 0.5deg resolution in orientation, one can sample the measurement at

most at 8Hz.

Figure 4.9: Convergence on the calibration parameter η with different noise level set. (a)
±0.5deg/s random noise with δ = 0.1% (Eq. (4.17)); (b) ±1.5deg/s random noise with
δ = 0.3%; (a) ±2.5deg/s random noise with δ = 0.6%; (a) ±4.0deg/s random noise with
δ = 0.7%.
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4.2.3 Rapid Hollow Organ Calibration

With the RCM point calibration (Section 4.2.2), we acquired the location of the sclera

incision point in the world frame (mir, i = 1,2). In this case, we could already perform

safe intraocular manipulation. However, we still need to calibrate the eye parameters to

perform ocular manipulation. The rapid hollow organ calibration would calibrate the initial

guess of the hollow organ dimensions including the center of the eyeball, the radius at the

incision points and the incision points’ polar and azimuthal angles. The calibration was

based on the existing results from RCM calibration. The idea was similar to calibrating

the RCM point in world frame, with the difference on controlling the robot under ocular

manipulation instead of intra-ocular manipulation. Similarly, we held one robot stem steady

and controlled the other stem to rotate eyeball around the steady stem. From the previous

section, we knew that any ocular motion generated with be along the axis pointing from

the eyeball center to the incision point on the steady arm. Thus from the measured angular

velocity we could locate the eyeball center on this axis. On the other hand, we switched

the role of the steady and moving arm and locked the eyeball center on the other axis. Thus

we could find the eyeball center of rotation by intersecting two axes. With known center

of rotation and incision points defined both in world frame, we could calculate the radius,

polar and azimuthal angles. The calibration nomenclature is shown in Figure 4.10, with

similar notation defined previously. The only difference is that mir are known parameters

as obtained from the previous section. Also, we would compare the simulation results to

the ones using Angeles’s method [241].

4.2.3.1 Proposed Algorithm

Similarly, we defined the initial guessed eye center as eg and the real center as er. The

polar angles, azimuthal angles and radius were θi, ψi, and ri, respectively. The cartesian

to sphere coordinate system transformation would build the relationship between cartesian

points e, mir and θi, ψi, and ri. Also, we made the assumption that when we first inserted
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Figure 4.10: Rapid hollow organ calibration setup.
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the robot stems, we defined the eye frame to be parallel to the world frame. This assumption

was important that, once the robot stem starts to move, we lose the accurate measurement

of the eye frame orientation. However, if we return both robot stems back to their initial

configuration (”home”), the eye frame would be again parallel to the world frame. The

sphere coordinate transformation were shown as the following and this equation was the

same format for both guessed parameter and the real parameter.

w−−→emir =
e −−→emir = [ri sinθi cosψi,ri sinθi sinψi,ri cosθi] (4.18)

The estimated parameters are θ1g, ψ1g, r1g, θ2g, ψ2g, and r2g and the real parameters are

θ1r, ψ1r, r1r, θ2r, ψ2r, and r2r. Here we first hold the first stick steady and tilt the second

stick around the first stick. Since we know m1r and eg, we generate an angular velocity

along this axis to rotate the eyeball. The commanded angular velocity is designated by

ωcmd , with a known scalar kg. kg is the scaling factor between vector w−−−→egm1r and ωcmd .

The commanded angular velocity is a function of kg, θ1g, ψ1g, and r1g. However kg and r1g

are always multiplied together, thus ωcmd is a function of three variables.

ωcmd = kg
w−−−→egm1r

= kg[r1g sinθ1g cosψ1g,r1g sinθ1g sinψ1g,r1g cosθ1g]

= f (kgr1g,θ1g,ψ1g)

(4.19)

Similarly, because of the geometric constraint, the measured angular velocity ωeye also

could be define in f () function with the same format. And kr was an unknown scalar.

ωeye = kr
w−−−→erm1r

= kr[r1r sinθ1r cosψ1r,r1r sinθ1r sinψ1r,r1r cosθ1r]

= f (krr1r,θ1r,ψ1r)

(4.20)
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Hence, the function f () contained three variables kr, θ and ψ . The Jacobian of this function

was given by differentiating it with respect to each individual variable.

J =


kr cos(θ)cos(ψ) −kr sin(θ)sin(ψ) sin(θ)cos(ψ)

kr cos(θ)sin(ψ) kr sin(θ)cos(ψ) sin(θ)sin(ψ)

−kr sin(θ) 0 cos(θ)

 (4.21)

And the total differential of f () is given by:

δω = J


δθ

δψ

δ (kr)

 (4.22)

Here δω =ωeye−ωcmd was the difference between commanded and measured angular

velocity. So the solution to the updated calibration parameters could be given through

recursive least squares: 
δθ

δψ

δ (kr)

= J−1
δω (4.23)


θ1u

ψ1u

kr1u

=


θ1g

ψ1g

kr1g

+α


δθ

δψ

δ (kr)

 (4.24)

where α controls the step size. Hence, we get the converged θ1r and ψ1r. The radius

r1r was not calibrated from this first step because it was multiplied with a scalar k. The

physical meaning of this was that rotating the eyeball around only the first stem would only

help us locate the eyeball center on the axis passing through m1r and along the direction

specified by θ1r and ψ1r. And where exactly along this axis could not be calibrated, which

was determined by r1r. This also meant we could update our initial guess of eye center eg
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to be on this axis with the distance r1g from m1r. We then repeat the same operation by

holding the the second arm steady and controlling the first stem to rotate the eyeball around

the axis pointing from the updated eg to m2r. Before this operation, both robot stems are

returned to ”home” configuration to make sure frame {e} aligned with frame {w}. After

repeating the calibration algorithm, we solve for θ2r and ψ2r.

Again, we returned all the robot stems back to ”home” to bring frame {e} parallel to

frame {w}. We obtain the following equations with the spherical coordinate transformation

on real parameters.

e−−−→ermir = [ri sinθi cosψi,ri sinθi sinψi,ri cosθi]

e−−−→ermir =
w −−→emir = mir− er

mir− er = [rir sinθir cosψir,rir sinθir sinψir,rir cosθir]

(4.25)

The radius rir and eyeball position wer could be calculated from solving Eq. (4.25).

4.2.3.2 Simulation Study

We carried out the rapid calibration simulation by perturbing the calibration parameters

such as eye center, the θ and ψ angles of each incision point. The simulation was similar to

the ones in RCM point calibration. Without the noise, the simulation converged as shown in

Fig. 4.11 with (a) to (d) representing θ1, ψ1, θ2 and ψ2 respectively. When a random noise

was introduced in the simulation (±0.5deg/s), the simulation result is shown in Fig. 4.12

with a bounded convergence on all angles. Figure 4.13 shows the convergence of distance

error between the calibrated center and the real center of the eyeball with respect to time.

The first convergence occurs when rotating the eyeball around the fixed first stem, which

corresponds to the convergence of θ1 and ψ1. And the second convergence corresponds

to the convergence of θ2 and ψ2. This simulation was repeated ten times with the same

setting of noise level. The converged distance error on eyeball center had a mean value of

0.1065mm and standard deviation of 0.0553mm.
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Figure 4.11: Simulation result of the rapid hollow organ calibration without noise.
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Figure 4.12: Simulation result of rapid hollow organ calibration with noise.

Figure 4.13: Convergence on the distance between the guessed and the real eyeball center.
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We also compared the results of our method with the method relying on estimating the

screw axis for finitely separated motions. The measurement was provided by the trans-

lational part of the magnetic tracker and the resolution was 1.4mm. If the simulation

was given perfect measurement, the Angeles’s method could locate the center of rotation

perfectly. With a disturbance to the position measurement with random noise between

±1.4mm, the simulation showed that Angeles’s method failed to calibrate the center of

rotation with a big error on converged eyeball center. Angeles’s method was not only sen-

sitive to noise from measurement, but also not suitable for our specific case since magnetic

tracker had bad performance on translational measurement.

4.3 OCT Image Calibration

The goal of the OCT image calibration is to find the dewarping function that converts

the warped OCT image frame {u,v} to unwarped world frame {x,y}. The result of OCT

image calibration will give us lateral and depth dewarping function x = Sx(u,v) and y =

Sy(u,v) which calculate the real position (x,y) in world frame for any given pixel point (u,v)

in the OCT image frame. Applying these two dewarping function on any real-time OCT

image will give us an uniformly scaled OCT image. It will also improve the robustness of

visual servoing algorithm from a perspective of safety and we can increase the maximum

tool tip velocity to a safe value that does not exceed the measure distance in mm from the

image. Other useful results from this application include: 1) we can measure the size of

blood vessels, cross section area during surgery, which can provide the guideline of which

tool we should use for specific surgery; 2) Ratio of diameter to wall thickness of vein can

be measured from the uniform image so as to indicate the vein health. Thin plate splines

(TPS) method has been used for ultrasound image dewarping and a detailed review about

related work has been summarized in Chapter 1. To the best of our knowledge, this is the

first work to adapt TPS to OCT calibration.
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4.3.1 Calibration Grid and Calibration Algorithm

In this section, we are aiming to dewarp the distortion of any given B-mode OCT probe

with unknown intrinsic parameters. This means the only measurement we have is the B-

scan OCT image itself. To calibrate our customized B-scan OCT probe, we created the

calibration pattern with known dimension in the world frame {x,y} and compare it to the

corresponding dimension in OCT image frame {u,v} to create a mapping between two

frames. The calibration algorithm is based on thin-plate spline interpolation and will be

discussed in detail in 4.3.2. The experimental setup for calibration pattern creation is shown

in Fig. 4.14(a). The B-scan OCT is used to view an EM grid (Fig. 4.15(c)) at different

height. The EM grid has the center of each line separated by 127µm and is viewed by

the scanning probe with the grid’s line direction perpendicular to the probe’s scanning

direction. The scanning pattern will be moved from up to down in a separation of 100µm

with respect to the scanning probe to create a full calibration pattern in both lateral and

depth direction.

Figure 4.15(d) shows the actual experimental setup for acquiring the calibration pat-

tern. The OCT probe was held by a rotary stage (Newport R©, M-481-A, Rotation Stage,

360◦Coarse, 5◦ Fine, Micrometer, Metric) and the whole assembly was fixed onto microm-

eter XYZ stage (Newport Corp.). The rotary stage allows us to adjust the scanning direction

to be perpendicular to the gird lines. The X and Y adjustment on the XYZ stage allows us

to adjust the focus point of the probe to see as many grid points as we could. Once every-

thing was adjusted well, we lock the rotary stage and the XY direction. We then move the

probe from low to high with a separation of 100µm (relatively, the grid was moving from

up to down with respect to the OCT probe) to create a full pattern.

Figure 4.15 shows the OCT image of the EM grid at 400µm from the top. The material

of the EM grid is copper. When the OCT probe is used to view metal material like the grid

lines, only the highest point of each line will have the reflection and this reflect will create

a bright scattered line in lateral direction as shown in Fig. 4.15. The horizontal lines in this
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figure resulted from the strong reflection of the copper surface. 17 different OCT images of

the EM grid were taken, which gave us a full range of the OCT probe’s depth penetration of

1.6mm. As the probe moves further from the grid plate, more grid points start to show up

because the scanning range increases. Post image segmentation on these figures will help

us find the center of these white dots and create a full pattern on OCT image frame {u,v}.

Figure 4.14(b) shows all the grid points at different height in one image. The 17 images

were processed after median filter and gray-to-black-white filter. The center of each grid

point was plotted in red dots and points from the same height was connected with a read

line. There are a total number of 119 points on this image.

Figure 4.16(a) shows all the grid points in the OCT image frame {u,v} with a 640 by

480 drawing canvas. Fig. 4.16(b) shows the corresponding points in blue dots with a 640

by 480 drawing canvas. Each blue dot on the same line is separated by 63.5 pixels and

between different height the distance is 50 pixels. This ratio corresponds with the actual

dimension in the calibration pattern of 127µm separation in lateral direction and 100µm

separation in depth direction. Each point in OCT image frame is written as Pi = (ui,vi)

and each point in the world frame is Qi = (xi,yi). A mapping function that transfers all the

control points Pi to Qi will be the dewarping function for this particular OCT probe. This

function will have two parts as following:

x = Sx(u,v) (4.26)

y = Sy(u,v) (4.27)

4.3.2 OCT Image Dewarping Based on Thin-plate Spline Interpolation

To find the dewarping function that transfers OCT image point Pi to its corresponding

point Qi in world frame, we choose to use the thin-plate spline interpolation method. Since

the grid’s absolute position is unknown, we need to choose an origin point to expand the
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Figure 4.14: Conceptual setup for OCT image calibration with the calibration pattern. (a)
Calibration pattern creation, the EM grid has a known dimension and is moved from up to
down in a known step. (b) OCT image of all the calibration patterns at different height in
one image. The image was processed with a median filter and a gray to black-white filter.
Red dots represents the center of each white point cloud. The red line denotes that the
points are at the same height in world frame {x,y}. (c) The EM grid under the micro scope.
(d) Experimental setup for the calibration pattern creation with XYZ stage and rotary stage.

Figure 4.15: OCT picture of the EM grid at a certain height.
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Figure 4.16: Grid pattern in both OCT image frame and world frame with a total number of
119 sample points. (a) Grid points in the OCT image frame. Each line is separated by 100
µm and each point on the line is separated by 127 µm (b) Grid points in the world frame.

grid pattern and register the grid points in two frames together. The center point of the

first line is chosen as the origin P0 = (u0,v0) as shown in Fig. 4.16(a). So the grid points’

position Qi = (xi,yi) in world frame is given by adding the separation of 63.5 pixels in

lateral direction and 50 pixels in depth direction onto the origin position Q0 = P0.

Hence we created a set of n = 119 control points for thin-plate spline interpolation.

Here we take the mapping function in lateral direction x = Sx(u,v) as an example. From

the control points, we know in ideal situation xi = Sx(ui,vi). Thin-plate spline interpolation

gives us the function Sx in the form like this:

Sx(u,v) = a1 +a2u+a3v+
n

∑
i=1

wiT (|Pi− (u,v)|) (4.28)

Pi (i= 1 · · ·n) are the control points from the OCT image frame. a1+a2u+a3v defines a flat

plane that best matches all control points. The last term corresponds to the bending forces

provided by all the control points. This part of the function is determined by a coefficient

wi for each control point and a function T (r) = r2log(r2). |Pi− (u,v)| is the distance from

any point in the OCT image frame to the ith control point. The remaining unknowns in
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this function are the coefficients wi and a1 ∼ a3. Hence we define the coefficient matrix

C = [w1 · · ·wn,a1,a2,a3] ∈ IR[1×(n+3)]. From [243], we know that the coefficient matrix C

is calculated as following:

CT = L−1Y,∈ IR[(n+3)×1] (4.29)

Y = [x1,x2, · · · ,xn,0,0,0]T ,∈ IR[(n+3)×1] are the control points’ height, which are the corre-

sponding control points’ lateral position in the world frame.

P ,



1 x1 y1

1 x2 y2

· · ·

1 xn yn


,∈ IR[n×3] are the control points’ position in the OCT image frame.

Let’s define ri, j , |Pi−Pj| as the distance between ith and jth control points.

Matrix K ,


U(r11) U(r12) · · ·

U(r21) U(r22) · · ·

· · · · · · U(rnn)

 ,∈ IR[n×n]. The matrix L in Eq. 4.29 is given

by:

L =

 K P

PT 0

 ,∈ IR[(n+3)×(n+3)] (4.30)

From Eq. 4.29 to 4.30, we could calculate the coefficient C = [w1 · · ·wn,a1,a2,a3] ∈

IR[1×(n+3)] and acquire the function x = Sx(u,v). Similarly, we also acquired the function

for depth direction y = Sy(u,v). All the control points and the resulting thin-plate spline

interpolation plane are plotted in Fig. 4.17.

To verify the accuracy of this fitting plane, we applied the dewarping function onto

the grid points in OCT image frame (red star points in Fig. 4.18(a)) and got the resulting

points in world frame (blue circle points in Fig. 4.18(a)). By comparing these blue circle

points in Fig. 4.18(a) to the blue points in Fig. 4.16(b), we could find the error of each

point by calculating the distance of the corresponding points. The error shows a mean

value of 2.6107e-10 pixels and standard deviation of 1.5846e-10 pixels. We also applied
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the dewarping function onto the OCT image shown in Fig. 4.15 and the result is shown in

Fig. 4.18(b). We could see that all the grid points were moved back onto the same level and

had the same separation distance from each other. Since the material is copper, the original

picture in Fig. 4.15 views the grid points as scattered lines in lateral direction, the resulting

figure shows the grid points in a huge dot. Also because of the reflection, we have the bent

lines in the dewarped image. We also applied this dewarping function onto an OCT image

of the infra-red reflection paper. The result is shown in Fig. 4.19.

Figure 4.17: Thin-plate Spline Interpolation result. (a) Sx. (b) Sy

4.4 OCT Probe to Robot Registration

4.4.1 Calibration of Scanning Plane in OCT Base Frame

4.4.1.1 Calibration Algorithm

Figure 4.21(a) shows a conceptual representation of the calibration phantom and cali-

bration setup. The calibration phantom consists of three copper wires embedded in a planar

matrix with accurately manufactured groves with a known opening angle 2α . The calibra-

tion setup is shown in Fig. 4.21(b). The red lines are the embedded copper wires with

angle α fabricated to 7.5◦. The green line represents the scanning direction of the OCT
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Figure 4.18: Dewarping result using the thin-plate spline interpolation. (a) Apply the trans-
form function onto the grid points in red star and acquire the distorted points in blue circle.
(b) Apply the dewarping function onto Fig. 4.15.

Figure 4.19: OCT image of the infra-red reflection paper before and after dewarping.
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Figure 4.20: Top view of the probe showing the scanning plane and the probe frame

probe. The scanning line makes three intersection point with the copper wires as black

dots in the figure and it was separated to be two different segments y1 and y2. The basic

concept behind the calibration procedure is that the angle of the OCT scanning plane with

respect to each tube determines length of y1 and y2 in Fig. 4.21(b). If the OCT probe has a

perfectly calibrated lateral and depth scales from the OCT Image Calibration, then y1 and

y2 should have the same length when the scanning plane is perpendicular to the tube. With

this approach we assume that the lateral scaling as a function of the image coordinates has

been characterized as described in OCT Image Calibration. The OCT probe scanning plane

is determined by the intrinsic parameters of the OCT probe, which in turn are dependent

on specific fabrication parameters. Figure 4.20 illustrates the OCT probe and its scanning

plane. This plane is determined by intrinsic and specific fabrication parameters. Knowing

the accurate angle (γ) of the scanning plane defines the transformation between frames {s}

and {p}.

Angle θ in Fig. 4.20 designates the probe tilting from the normal direction, which is

the angle between retina surface normal direction and the axis zs. It is not crucial to find

the accurate θ value since in 4.4.2, θ is an automatic result. However, changing angle θ
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Figure 4.21: (a) OCT probe manual calibration setup; (b) Manual Calibration schematic.

will result in different image qualities. We tested the OCT probe image quality with respect

to the angle θ in [229]. The result shows that when θ exceeds 30◦ from the object normal

direction, the image will become blurred.

The scanning plane calibration schematic is shown in Fig. 4.21(b). Three red solid

lines are copper wires separated by 2α angle. The green solid line is the probe scanning

direction, which is the intersection line of the scanning plane and the object surface plane.

The black solid line is perpendicular to the bisector line and represents the optimal scanning

direction. Angle σ is the tilting angle of scanning direction from the optimal direction. On

the dewarped OCT image, the three copper wires will have the separation y1 and y2. We

define the manual calibration success metric as f = y1/y2, where f is the ratio between the

two distances. f = 1 designate a successful calibration. σ and α are two variables in this

calibration.

The experiment to calibrate the OCT probe’s scanning plane was carried out as the setup
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in Fig. 4.21. The OCT probe was fixed onto a rotary stage to allow us to change the angle

σ . The whole assembly was mounted on an XYZ stage. We had a rough estimation of

the scanning plane’s direction and continuously rotated the OCT probe from σ =−45◦ to

σ = 45◦. The OCT image of the three copper wires is shown as Fig. 4.22(a). The position

of the points were distorted and we shall apply the dewarping function Sx from the OCT

Image Calibration to dewarp the image. After dewarping, we calculated f = y1/y2 based

on the undistorted data and plotted out f = y1/y2 with respect to time in Fig. 4.22(b). The

noise in this figure is a result from the noise in the OCT stream. When the scanning plane is

perpendicular to the bisector line of the 2α angle, we will have f = 1 from the figure. This

ratio will be displayed in real-time with the OCT image while performing the calibration.

Figure 4.22: (a) OCT image of the three copper wires with the red star as the center of each
point; (b) Success metric f = y1/y2 change while rotating the OCT probe from σ =−45◦

to σ = 45◦ with the rough estimation of the scanning direction.

4.4.1.2 Calibration Error Analysis

Error analysis is to find out the sensitivity of success metric f to the changes of the

variables σ and α so that we can decide the robustness of this calibration.y1 =
|OP2|sinα

cos(σ+α)

y2 =
|OP2|sinα

cos(σ−α)

(4.31)
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From Eq. (4.31), the success metric can be derived to this form:

f =
cos(σ −α)

cos(σ +α)
(4.32)

The full differential of success metric is:

d f =
∂ f
∂σ

dσ +
∂ f
∂α

dα

=
−sin(σ −α)cos(σ +α)+ sin(σ +α)cos(σ −α)

cos2(σ +α)
dσ

+
sin(σ −α)cos(σ +α)− sin(σ +α)cos(σ −α)

cos2(σ +α)
dα

=
sin(2α)

cos2(σ +α)
dσ +

−sin(2α)

cos2(σ +α)
dα

(4.33)

When the scanning direction is close to the optimal direction, σ ≈ 0, so (4.33) becomes:

d f =
sin(2α)

cos2(α)
dσ +

−sin(2α)

cos2(α)
dα

= 2 tan(α)dσ −2 tan(α)dα

(4.34)

Assuming a fixed value for angle α = 7.5◦ (dα = 0), the resulting full differential will be:

d f = 0.2633∗dσ (4.35)

dσ means the resulting accuracy we want to achieve with this experimental setup. With

probe resolution of 2µm, the possible measurement we will be able to achieve is the probe

resolution divided by the glass tube nominal diameter, which is d f = 2/200 = 0.01. So the

dσ = 2.17◦ is measurement accuracy we will have.
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4.4.2 Defining the OCT Scanning Plane in Robot Frame

4.4.2.1 Approaching Algorithm

Manual Calibration will only help us roughly find out the scanning plane direction,

while to acquire a more reliable scanning plane in robot frame, we developed the following

algorithm to help registering the scanning plane to robot base platform frame {b}. The

OCT probe is held stable in the air. The parallel robot with a needle registered to its moving

platform is used to approach the scanning plane. When from the OCT image we first see

a white dot, which represents the needle tip, we move the robot back and approach again.

Do this step for 3 to 4 times until we get the smallest white dot. Then record the needle tip

position with respect to the robot base platform frame. Then we move the robot to another

place to find the next point. The point clouds we acquire will help us define the scanning

plane in robot frame by using the total least squares.

4.4.2.2 Total Least Squares

With the point clouds we acquired from the approaching algorithm, we define the scan-

ning plane in robot base platform frame {b} by using the Total Least Squares. Define the

scanning plane equation as

Ax+By+Cz+D = 0 (4.36)

and for possible plane normalization we can define A2+B2+C2 = 1. The point clouds are

bpi = (xi,yi) with i = [1 · · ·n]. So the distance of point i to the plane is written as

di =
Axi +Byi +Czi +D√

A2 +B2 +C2
(4.37)

The objective error function will be defined as:

J =
n

∑
i=1

di
2 =

1
A2 +B2 +C2

n

∑
i=1

(Axi +Byi +Czi +D)2 (4.38)
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To simplify the equation above, we define centroid


x = 1

n ∑
n
i=1 xi

y = 1
n ∑

n
i=1 yi

z = 1
n ∑

n
i=1 zi

(4.39)

So the demeaned points are written as:


x̃i = xi− x̄

ỹi = yi− ȳ

z̃i = zi− z̄

(4.40)

Define D̃ = D+Ax̄+Bȳ+Cz̄. Eq. 4.38 is rewritten as:

J =
1

A2 +B2 +C2

n

∑
i=1

(Ax̃i +Bỹi +Cz̃i + D̃)2

=
1

A2 +B2 +C2 [
n

∑
i=1

(Ax̃i +Bỹi +Cz̃i)
2 +

n

∑
i=1

D̃2

+2AD̃
n

∑
i=1

x̃i +2BD̃
n

∑
i=1

ỹi +2CD̃
n

∑
i=1

z̃i]

=
1

A2 +B2 +C2

[
∑

n
i=1(Ax̃i +Bỹi +Cz̃i)

2 +∑
n
i=1 D̃2

]
(4.41)

From Eq.4.41, we can easily decide that two requirements need to be matched to minimize

J. First, D̃ = 0, which means the plane always passes through center of mass. Under this

new condition, the optimization problem is simplified to be:

J = min
[

1
A2+B2+C2 ∑

n
i=1(Ax̃i +Bỹi +Cz̃i)

2

]
(4.42)

Define optimization parameter Ξ= [A,B,C]T ∈ IR3×1 and the measurementH =


x̃1 ỹ1 z̃1

...
...

...

x̃n ỹn z̃n

∈
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IRn×3. So Eq.4.42 can be written as:

J = min
(
ΞT HT HΞT

ΞTΞ

)
(4.43)

Hence the optimal solution is the singular vector corresponding to the minimal singular

value of HT H.

4.5 Conclusions

The integration and deployment of a dual arm system as the one depicted in Fig. 1.7

requires calibration of geometric and optic/imaging distortion. The calibration result should

provide an accurate robotic system with well registered tools that could help improving the

performance of task priority redundancy resolution proposed in Chapter 2 and assistive

telemanipulation study proposed in Chapter 6.

4.5.1 Parallel Robot Calibration

This chapter has presented our algorithm for calibrating the parallel robots. Calibra-

tion parameters has been chosen based on the mechanical design uncertainties including

the z direction offsets of the spherical bearing position and the linear leg homing error.

We carried out calibration on both real parameters and simulation parameters. The sim-

ulation parameter shows a perfect convergence. However the kinematic noise index and

observability index should be discussed in the future work following the work by Nahvi

and Hollerbach in [244]. The calibration on real robot did not show a good result of cal-

ibration convergence. This experiment was carried out on our first generation of parallel

robots without the modification on mechanical assembly errors. In the modified design of

parallel robot, we could avoid the uncertainties on the z direction offsets of the spherical

bearing position on both moving and base platform thus reducing the calibration param-

eters to only the linear leg homing error. This will help reducing the nonlinearity of the
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system and new experiments will be performed.

4.5.2 Rapid Hollow Suspended Organ Calibration

The robot calibration also includes the rapid hollow suspended organ calibration. The

calibration algorithm was divided into two parts: RCM calibration and rapid organ cali-

bration. Both parts require knowing eyeball angular velocity which will be measured from

the magnetic tracker attached to the trocar. Simulations are performed on both calibration

algorithms with and without noise on the perfect simulation measurement. Without the

noise, simulation shows perfect convergence on the calibration parameters. With the noise,

the calibration brings the calibration parameter to a bounded convergence close the real

value. An experimental setup with a customized spherical joint as eye ball was designed

with magnetic sensor used as the measuring tool for angular velocity. More discussions

on the robustness of the calibration algorithm with respect to the increased noise level are

still being explored. With a full simulation study and discussion about the feasibility of the

calibration algorithm on real setup, this work will be submitted to a journal paper.

4.5.3 OCT Probe Distortion Correction

We detailed rudimentary calibration of the OCT probe by including how to build the

calibration pattern and how to perform the calibration experiments. A thin plate spline fit-

ting algorithm is used to dewarp the OCT image. Results show that the calibration removed

the distortion and corrected the image scale. Discussion about the computational cost for

this algorithm also was discussed and dewarping the OCT image in real time is not realistic.

Instead, for the purpose of guiding the robotic control, we shall perform image segmenta-

tion first and acquire important information such as tool position, blood vessel position and

retina surface in the image frame. Then OCT image calibration will be performed only on

these selected points thus reducing the computational cost.
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4.5.4 OCT Scanning Plane Registration

In the last section of this chapter, we proposed two methods of defining the OCT probe

scanning plane in OCT probe attached frame (defined by the locating pin) and robot base

frame, respectively. An experimental evaluation was carried out for the first method by

scanning a customized calibration pattern. However the experimental evaluation for the

second method was not included in this dissertation work. This could potentially lead

to a new area of robotic and OCT integration study that registers the OCT probe to the

robotic tools. A common approach of this research topic is ”hand-eye” calibration which

has already been adapted to similar imaging technology such as ultrasound. More detailed

discussion of this future work could be seen in Chapter 7.
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Chapter 5

Evaluation of Microsurgical Tasks with OCT-guidance and/or Robot-assistance

Ophthalmic retinal surgery is carried out under a microscope visualization. The visual-

ization is achieved by dilating the patient’s iris and by tilting the eyeball sideways to allow

visualization of peripheral regions of the retina. One of the challenges facing surgeons is

the ability to gauge depth via narrow baseline stereo visualization. The challenge often

requires surgeons to use visual cues such as the tool shadow to discern distance from the

retina. In addition, certain anatomy such as the internal limiting membrane or the epiretinal

membrane are thin and transparent to the naked eyes. Surgeons have resorted to visualiza-

tion aids through the use of triamcinolone powder to help visualize the first instant when

the gripper disturbs the membrane. This chapter addresses one fundamental question: what

is the relative importance of robotic assistance with and without depth feedback using OCT

visualization? To answer this question we design a study that tests different combinations

of robotic assistance and OCT feedback and compare surgeon performance with and with-

out robot or OCT visualization aids. The following chapter was published in [229]. It

is organized as the following. First we present a seven DoF modular robot arm designed

for this evaluation task. Then we propose the experimental design and layout. Finally we

present the data analysis and discuss about experimental result and draw conclusions.

5.1 Robotic Setup and Operation

The combined B-scan OCT-guided robot for ophthalmic microsurgery was first pre-

sented in [228]. Figure 5.1(a) shows an early embodiment of a seven DoF modular robot

arm composed from a custom-designed six DoF Stewart-Gough parallel robot and a cam-

actuated surgical gripper. The parallel robot is driven by a seven DoF haptic master device
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(Force Dimension Omega 7 R , Nyon, Switzerland). This device tracks and transmits the

surgeon’s hand movements along with the variable opening and closing angle of the 7th

DoF controlling the gripper’s desired grasping motion. To use the robotic system, the

surgeon sat in front of the robot and held the master device and activated a foot pedal to en-

gage and maintain telemanipulation. A scale of 0.02 was used for converting translational

hand movements to commanded robot-assisted forceps movements. In the current study,

rotational movements of the forceps along its center axis were not scaled.

Figure 5.1: Robotic design and layout. (a) A 7 DoF robot was used in this experiment with
6 DoF parallel robot and 1 DoF gripper. (b) The 6 DoF parallel robot also controlled the
OCT-forceps probe. (c) Demonstration of the remote center of motion (RCM) located at
the sclerotomy in the phantom model eye.

To ensure that the instrument’s motions respected the limitations of operating through

a sclerotomy, a remote center of motion (RCM) constraint was integrated into the tele-

manipulation framework [4, 228]. Initially, the surgeon telemanipulated the pre-registered

gripper tip mounted on the robotic arm to digitize the RCM point in the robot base frame.

The location of the RCM point was saved in the high-level control algorithm. After digi-

tizing the sclerotomy, the surgeon guided the robot to insert the gripper through the sclero-

tomy. During this phase, the telemanipulation was carefully performed without imposing

RCM constraints. After the robot-assisted gripper was inside the eye model, the RCM con-

straints were enabled. The assisted telemanipulation automatically maintained the scleral

constraints while allowing the surgical instrument to move with four DoF (pitch/yaw and

translate/roll along the longitudinal axis of the tool) (Fig. 5.1(c)).
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5.2 Experimental Design

The two tasks designed for evaluating the performance of manual manipulation and

robot-assisted telemanipulation were: 1) controlled approach and touch of the forceps’ tips

to a surface, and 2) peeling of a surface membrane. In the first task, the surgeon was asked

to bring the surgical forceps towards the surface of a gelatin model (20 g Knox Gelatine

powder (Kraft Foods Global, Inc., Northfield, IL)), and 60 g Coffee-mate (Nestle USA,

Glendale, CA) in 250 ml hot water) or the surface of a goat ex vivo retina. The goal was

to touch the gripper tip to the surface with minimal penetration into the phantom or retinal

tissue. Although the OCT probe was capable of imaging retina through vitreous in an

intact cadaver goat eye as shown in Fig. 5.3(a)-(c), we chose the ex vivo model to enable

side-view recording of the instrument touching the surface. For the membrane peeling

task, the surgeon lifted a uniform phantom membrane which was created using New-Skin

Liquid Bandage (Medtech Products, Inc., Irvington, NY) placed on the gelatin surface

based upon the protocol of Iyer, et al. [231]. The thickness of this phantom membrane was

approximately 10 µm. This phantom membrane was thinner than an epiretinal membrane

averaging about 61 µm [87]. However, it was greater than the average internal limiting

membrane thickness of 2.5 µm. Formation of artificial membranes upon cadaver goat retina

was not uniform as seen in Fig. 5.3(d)-(f), with variability ranging from a thin coating Fig.

5.3(d), to non-adherence due to retinal surface moisture Fig. 5.3(e), to contraction of the

retina surface Fig. 5.3(f). Therefore, this model was not used to compare the techniques

since nonuniform membrane formation was a confounding variable.

5.2.1 Experimental Layout and Experimental Conditions

Figure 5.2 shows the experimental setup for both manual manipulation and robot-

assisted telemanipulation. The phantom retinal platform consisted of a plastic-molded

sclerotomy and the gelatin surface (Fig. 5.1 (c)). A side-viewing microscope (Omano E-
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Figure 5.2: Experimental layout for manual and robot-assisted tasks. (a) For manual ma-
nipulation, the surgeon held an ophthalmic forceps or B-scan OCT-forceps and manipulated
the forceps through a mockup sclerotomy constraint above the gelatin retinal phantom. (b)
For robotic manipulation, the surgeon held the robot master device and controlled the slave
robot to manipulate a customized ophthalmic forceps. (c) Layout with a small side-view
OCT screen to improve visualization of real-time OCT feedback.

Figure 5.3: (a-c) The OCT probe with approximately 2mm scan length is capable of imag-
ing retina through vitreous in an intact cadaver goat eye. (d-f) Ex vivo goat retina was
used to enable application of artificial membranes. Nonuniform (d) tight adherence, (e)
loose adherence, or (f) retinal contraction developed. Scale bars indicate the length of the
images.
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ZVU/V-15 Digital Microscope, Japan) with attached camera (Dragonfly 2 R©, Point Grey

Research Inc., Richmond, Canada) recorded an external video of the gripper tip’s motion.

These images were not visible to the surgeon, and were used for post-processing analysis

of the forceps’ motions.

When performing the manual tasks (Fig. 5.2(a)), the surgeon held either a standard

Grieshaber Revolution DSP MaxGrip intraocular forceps (Alcon, Fort Worth, TX) or the

23-gauge combined B-scan OCT-forceps. During the robot-assisted modes (Fig. 5.2(b)),

the surgeon held the master device and activated a foot pedal to enable the robotic telema-

nipulation coupling. When real-time OCT feedback was introduced into the experimental

conditions, the surgeon worked with two visual inputs: 1) the surgical binocular microscope

and 2) a large distant real-time OCT video screen. Repeated redirection of the eyes from

the binocular microscope to visualize the OCT images can significantly diminish hand sta-

bility. Therefore, to reduce the impact of this distraction, a small 7” screen (SMART USB

Monitor, Model: DS-70U, DoubleSight Displays, Costa Mesa, CA), which displayed the

real-time OCT images, was positioned adjacent to the binocular microscope (Fig. 5.2(c)).

Less ocular movement was required to view this small screen for real-time OCT feedback.

Table 5.1 lists the experimental conditions with the approaching task evaluated with

both the gelatin model and goat ex vivo retinas, and the membrane peeling task evaluated

with the gelatin model. Membrane peeling with the ex vivo retinas was not performed due

to difficulty in replicating identical membranes on this tissue (Fig. 5.3(d)-(f)). The gelatin

phantom approach experimental conditions were: (A) manual surgical forceps, (B) robot-

assisted forceps, (C) manual B-scan OCT-forceps, (D) robot-assisted B-scan OCT-forceps,

and (E) manual B-scan OCT-forceps with OCT-image side screen. The ex vivo retinal sur-

face approach experimental conditions were:(F) manual surgical forceps, (G) robot-assisted

forceps, (H) manual B-scan OCT-forceps, (I) robot-assisted B-scan OCT-forceps, and (J)

manual B-scan OCT-forceps with OCT-image side screen. The phantom membrane peeling

conditions were: (K) manual surgical forceps, (L) robot-assisted forceps, and (M) manual
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B-scan OCT-forceps with OCT-image side screen. The effect of the small adjacent monitor

regarding OCT feedback was determined by comparing conditions (E) to (C) and (J) to

(H).

Table 5.1: Experimental models and conditions used.

Task
Exp.

#
Model Manual

Robot-
assisted

OCT
Feedback

OCT Side
Screen

A Gelatin X

B Gelatin X

Approach C Gelatin X X

D Gelatin X X

E Gelatin X X X

F Goat retina X

G Goat retina X

Approach H Goat retina X X

I Goat retina X X

J Goat retina X X X

K Gelatin X

Peeling L Gelatin X

M Gelatin X X X

5.3 Experimental Results

5.3.1 Experimental Data Analysis

Matlab image toolbox (Matlab R©, MathWorks, Natick, MA) was used to process the

videos from the side-viewing camera. Figures 5.4(a)-(e) show one frame corresponding

to experiments(A) to (E), respectively (Table 5.2). Each video was segmented when the

forceps reached its lowest point. Typically, the gripper tip was slightly embedded into the

gelatin, but the plane of the gelatin could not be determined. However, the video contained

the forceps’ reflection from the gelatin’s surface. Since the distance that the gripper tip was

embedded could not be measured directly, a template for both the forceps’ image and the

reflected forceps’ image was prepared to estimate the location of both. In Fig. 5.4(a)-(e),

the red line was the segmented outline of the gripper with the red dot indicating the lowest

point of the gripper and the blue line was the outline of the reflected gripper with the blue

dot indicating the highest point of the reflection. We registered the blue and red outlines
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manually onto each picture. Half of the distance between the red and blue dots was used

to estimate the gripper excursion depth in pixels into the gelatin substrate. The distance

was then converted to microns by using the actual gripper length of 812 µm and its pixel

length in each image to calculate the image scaling factor (γ(microns/pixel)) for each trial.

Results are listed in Table 5.2 and described in section 4.2.

Figures 5.4(f)-(j) show one retinal touch attempt for each of the respective experimen-

tal conditions (F) to (J). The gripper shape was segmented in red outline and the blue line

indicated the blood vessel surface’s location before the gripper touched it. Since there was

no clear reflection from the goat retina, the blood vessel was the reference in calculating

the excursion depth beyond the retinal surface. This distance was likewise calculated in

microns from the forceps’ tip (red dot) to the corresponding pre-touch blood vessel surface

(blue dot). The experimental results are listed in Table 5.3 and described in detail in section

4.2. Representative side-viewing videos are presented for the (A) manual forceps touch-

ing gelatin, (B) robot-assisted forceps touching gelatin, (H) manual OCT-forceps touching

retina, and (I) robot-assisted OCT-forceps touching retina.

Additional segmentations of the externally viewed motion of the gripper tips during

one cycle of approach and retraction from the gelatin with manual surgical forceps (Fig.

5.4(k) and with robot-assisted forceps (Fig. 5.4(l) were performed. These videos were

automatically segmented using the template-matching method. The red points represented

instrument approach while the blue points represented instrumental retraction. Qualita-

tively, greater lateral movements occurred with the manual forceps rather than with the

robot-assisted forceps as expected. In addition, an example of real-time B-scan OCT imag-

ing for four of the OCT-guided surface-touching conditions, including (C) manual B-scan

OCT-forceps approaching gelatin retinal phantom (Fig. 5.5 (a), (D) robot-assisted B-scan

OCT-forceps approaching gelatin retinal phantom (Fig. 5.5 (b), (H) manual B-scan OCT-

forceps approaching a goat ex vivo retina (Fig. 5.5 (c), and (I) robot-assisted B-scan OCT-

forceps approaching a goat ex vivo retina (Fig. 5.5 (d) are illustrated.
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Figure 5.4: Side-view image segmentation examples of the lowest point in one approaching
attempt for each experimental condition. The red outline determined the lowest point of the
gripper and the blue outline located the highest point of the reflected gripper. (a) through
(j) are correlated with experiments (A) through (J). Corresponding videos are presented
for the (a) manual forceps touching gelatin, (b) robot-assisted forceps touching gelatin, (h)
manual OCT-forceps touching retina, and (i) robot-assisted OCT-forceps touching retina.
(k, l) Examples of approaching(red) and retraction(blue) paths of the forceps’ tips motion
with (k) manual control and (l) robot-assisted control with obvious reduction in lateral
movement with robot-assisted control.
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Figure 5.5: Real-time B-scan OCT imaging examples for the OCT-guided conditions.
(a) Manual B-scan OCT-forceps approaching gelatin phantom. (b) Robot-assisted B-scan
OCT-forceps approaching gelatin phantom. (c) Manual B-scan OCT-forceps approaching
goat ex vivo retina. (d) Robot-assisted B-scan OCT-forceps approaching goat ex vivo retina.
(e) Real-time B-scan OCT imaging of peeling membrane phantom from gelatin

Peeling of the membrane phantom was possible with all 3 conditions (K) through (M).

The number of attempts required for a successful membrane removal were recorded. The

results of these experiments are listed in Table 5.4 and described in detail in section 4.2.

An example of successful peeling with each of the conditions: (K) manual surgical forceps

(Fig. 5.6 (a)), (L) robot-assisted forceps (Fig. 5.6 (b)), and (M) manual B-scan OCT-

forceps with OCT-image side screen (Fig. 5.6 (c)) is illustrated (Fig. 5.6). An example of

real-time B-scan OCT imaging of peeling membrane phantoms from the gelatin surface is

presented (Fig. 5.5(e) during condition (M) using the manual B-scan OCT-forceps with the

OCT-image side screen.

5.3.2 Experimental Data Results

The results of approaching the gelatin phantom model are listed in Table 5.2. For total

completion time, manual procedures were faster than robot-assisted procedures. This is be-

cause the speed of the robot was regulated to 1/50 of the surgeon’s hand speed for stability
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Figure 5.6: Sid-view images of successful membrane phantom peelings from the gelatin
surface. (a) Condition (K) using the manual surgical forceps. (b) Condition (L) using
the robot-assisted forceps. (c) Condition (M) using the manual B-scan OCT-forceps with
OCT-image side screen.

purposes. The last column provides the average depth ± standard deviation (S.D.) of the

depth of excursion into the gelatin substrate. All distances were converted into microns.

The non-parametric Kruskal-Wallis One Way Analysis of Variance (ANOVA) on Ranks

demonstrated a statistically significant difference (p < 0.001) among the 5 groups. The

smallest depth of penetrance of 13± 8 µm by the Tukey test (p < 0.05) was obtained when

the surgeon used the robot with OCT feedback (D) (Fig. 5.7(a)). The comparisons among

the groups are illustrated in Fig. 5.7(a) with significantly different (p < 0.05) comparisons

identified. Figure 5.7(a) shows that there was no significant difference between the data

acquired in experiments (A) and (B). This means that without OCT feedback, robotic as-

sistance does not improve manual ability in depth judgment beyond the limitation of the

surgical binocular microscope. When OCT feedback was introduced, manually holding the

OCT-integrated forceps with the OCT image projected on a distant standard monitor did

not have any improvement on the ability of performing the task due to the requirement of

shifting gaze from the microscope to the distant screen. A small adjacent side screen as

shown in Fig. 5.2(c) allowed the surgeon to limit eye movements for the OCT feedback

and significantly improved the depth perception compared to the distant screen task (C),

although it was not quite statistically superior over the manual forceps alone (24 µm vs 28

µm, p > 0.05, Tukey test). Finally, the robot-assisted OCT integrated forceps (D) produced
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the best results than any other experimental condition in touching the gelatin with minimal

penetration into the substrate.

The results of approaching and touching the goat retina are listed in Table 5.3. Again,

manual procedures were faster than robot-assisted procedures. The last column provides

the average depth ± standard deviation (S.D.) of the depth of excursion into the retina.

All distances were converted into microns. The non-parametric Kruskal-Wallis One Way

Analysis of Variance (ANOVA) on Ranks demonstrated a statistically significant differ-

ence (p < 0.001) among the 5 groups. Comparisons among the groups are illustrated in

Fig. 5.7(b) with significantly different (p < 0.05) values identified. The smallest depth

of penetrance of 21 ± 11 µm again was obtained when integrated robot-assist and OCT

feedback (I) was used (Fig. 5.7(b)), although it was not statistically different than the depth

of 34 ± 17 µm produced by the manual integrated OCT-forceps with the small side view

screen. Again, without OCT feedback, robotic assistance did not improve depth judgment

significantly. OCT feedback reduced penetrance in the retinal touch task.

Demonstration that a first-generation prototype integrated OCT-forceps was capable of

lifting a thin yet visible phantom membrane of Liquid Bandage upon gelatin was under-

taken. Table 5.4 lists the membrane peeling results in experimental conditions manual (K),

robot-assisted (L) and manual integrated OCT-forceps (M). The averages and standard de-

viations were plotted in Fig. 5.7(c). The nonparametric Kruskal-Wallis One Way Analysis

of Variance (ANOVA) on Ranks (p = 0.236) indicated that the differences in the aver-

age values among the treatment groups were not statistically significantly different. The

prototype integrated OCT-forceps was equally capable of peeling the membranes despite

having smooth tips rather than commercial specialized tips with teeth. The total time for

completing the task was also least with the integrated OCT-forceps (Table 5.4).

Besides the data documented in Tables 5.2-5.4 and Fig. 5.7, it was also observed that

the robot-assisted manipulations were more stable than the manual manipulations. More

lateral movement occurred with manual (Fig. 5.4(k)) than with robot-assisted (Fig. 5.4(l))
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movements. Since the tasks designed in this study evaluated the accuracy in depth percep-

tion, the obvious stability advantage of the robot did not manifest itself in the results of this

study.

Table 5.2: Results of approaching task on gelatin phantom model.
M. = Manual; R. = Robotic; O. = OCT feedback; S.S. = Small Screen; S.D. = Standard
Deviation

Exp.
#

M. R. O.
M.
+

S.S.

# of
Attempts

Total
Completion

time (s)

Average depth
(S.D.) (µm)

A X 40 449 28(9)

B X 40 470 31(6)

C X X 40 171 36(16)

D X X 40 522 13(8)

E X X X 40 142 23(13)

Table 5.3: Results of approaching task on ex vivo retina.
M. = Manual; R. = Robotic; O. = OCT feedback; S.S. = Small Screen; S.D. = Standard
Deviation.

Exp.
#

M. R. O.
M.
+

S.S.

# of
Attempts

Total
Completion

time (s)

Average depth
(S.D.) (µm)

F X 40 114 65(41)

G X 40 220 66(24)

H X X 40 162 50(27)

I X X 40 319 21(11)

J X X X 40 147 34(17)

Table 5.4: Results of membrane peeling task of liquid bandage on gelatin phantom.
M. = Manual; R. = Robotic; O. = OCT feedback; S.S. = Small Screen; S.D. = Standard
Deviation.

Exp.
#

M. R. O.
M.
+

S.S.

# of
Attempts

Total
Completion

time (s)

Fail to
peel

Average (S.D.)
attempts for

successful peel
K X 85 1603 0 2.1 (2.5)

L X 85 1534 3 1.5 (0.9)

M X X X 85 1422 0 1.8 (1.2)
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Figure 5.7: Averages and standard deviations of the data with significantly different groups
marked with * (p < 0.05). The x-axis labels the experimental condition as described in
Table 5.1. The y-axis indicates the means and standard deviations of the measurements.
(a) The approaching task to the gelatin phantom model (A to E); (b) The approaching task
to the ex vivo goat retina (F to J); (c) The membrane peeling task on the gelatin phantom
model (K to M).

5.4 Conclusions

A series of experimental conditions to evaluate the potential benefits of using robotic

assistance and OCT-feedback was performed. Two benchmarking tasks included touching

a gelatin phantom surface and an ex vivo goat retinal surface while avoiding penetration into

the substrates. They were performed under five different experimental conditions, which in-

cluded manual and robot-assisted performance with and without 23-gauge forward-imaging

B-scan OCT feedback to the user. Compared to previous robotic works [113], our study fo-

cused on evaluating control of depth penetration instead of the lateral steadiness superiority

that is expected with robotic systems.

The results demonstrated that when operating through the sclerotomy constraints of the

phantom eye model, the robot alone did not improve the surgeon’s depth judgment in touch-

ing the gelatin phantom or the ex vivo goat retinal surface. When the OCT feedback was

introduced, manually holding the OCT probe tool initially worsened performance, because

the surgeon had to shift his vision between the surgical microscope binoculars and the dis-

tant large OCT image screen. Addition of a small side-view monitor next to the microscope

binoculars for real-time OCT image display greatly improved the manual performance of
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the approaching tasks which emphasized the need for improved monitors for intraoperative

OCT viewing. Tao, et al. recently described projecting an OCT image through a surgical

microscope ocular which may even further improve performance [138]. When the real-

time feedback from the 23-gauge OCT-forceps was combined with robot-assist control,

the surgeon’s performance was dramatically improved compared to the other experimental

conditions. This is consistent with prior robot-assisted studies which demonstrated im-

proved microsurgical performance by significantly reducing hand tremors [106, 107, 113].

Similar reduction of lateral drift with the approach tasks was observed with the robot-assist

forceps compared to the manual forceps as depicted in Fig. 5.4(k) and 5.4(l).

The membrane peeling task demonstrated that the first-generation integrated OCT-

forceps prototype was equally capable of peeling membrane phantoms despite having smooth

tips compared to the other forceps designed with special tips for grasping membrane edges.

Additional system improvements will be to optimize the tips of the forceps for grasping thin

membranes. In addition, an ideal future phantom model would contain a standardized thin

membrane barely visible en face through the surgical microscope to better compare the

capabilities of the system with and without both real-time OCT imaging and robotic assis-

tance. Although a cadaver animal retina unfortunately has variable retinal thickness and

nonuniform responses to artificial membrane placement to preclude quantitative compar-

isons of membrane peeling, it was useful for demonstrating initial preclinical feasibility.

A vitrectomized living ocular model will be the next step in the preclinical evaluation of

the intraocular OCT-forceps probe. Rotational movements of the forceps will be scaled

in future experiments to increase mobility. Algorithms as developed by Huang and Kang

[245] will minimize reference fixed pattern artifact and saturation artifacts. In addition, an

OCT engine with faster real-time acquisition rate should improve the quality.

In conclusion, real-time intraocular B-scan OCT visualization of tissue microstructure

and feedback of surgical maneuvers is a desired ophthalmic feature. Real-time manual

OCT-forceps feedback with a small side monitor and real-time robot-assisted OCT-forceps
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feedback improved depth perception accuracy. Future studies will examine whether more

intricate sub-retinal and retinal vascular maneuvers can be performed with the intraocular

robot-assisted OCT-forceps to permit the improvement of current vitreoretinal procedures

as well as the development of new techniques. The work on this statistical study together

with the proposed OCT integrated gripper in Chapter 3 has been published in [229].
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Chapter 6

Assistive Telemanipulation

The integration of OCT image feedback to guide robots during telemanipulation con-

trol assistance is a new approach to combine the benefits of robotic precision and OCT

perception of anatomical structures. While there have been studies dealing separately with

robotics (e.g. [246, 105, 247, 106, 107, 108, 26]) or OCT guidance (e.g. [151, 152]), there

is a sparsity of works presenting solutions enabling the combination of both technologies

(e.g. [227, 228]). This chapter aims to address a gap in knowledge on robotic image guid-

ance and assistive control using intraocular B-mode OCT imaging.

Simpler A-scan probes are being developed by several groups for ophthalmic surgery

(e.g. [227, 158, 160]). However, A-scan OCT probes only provide one dimensional depth

information when the probe is fixed. By scanning the entire probe, these A-scan probes

could be used to provide 3D scans of the retinal structures [248]. This movement constraint

precludes the ability to simultaneously image attached tools and underlying anatomy for the

purpose of real-time image feed-back. Joos et al. presented in [249] a miniature intraocular

B-mode miniature OCT probe that provided a real-time cross-sectional images of the retina

and the tool. This probe offers a unique opportunity for robotic assistance since it provides

high-resolution cross-sectional images of the retina for a fixed probe location.

Virtual fixtures (VF) [250] have been used by several groups for vision-guided micro-

manipulation and tremor filtering. Previous works [115, 114, 251] have demonstrated com-

puter vision VF to improve the accuracy of ophthalmic interventions. However, the VF of

these works was limited to assistive guidance in the directions lateral to the tool tip due to

limited depth perception when using the microscope. In the depth direction, tremor filtering

has been guided by A-mode OCT measurements as presented by Song, et al. [252, 253].

The work in this chapter is inspired by these previous investigations and aims to extend
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them by offering a control framework for VF laws using computer vision for lateral mo-

tion adjustment and B-mode OCT information for depth sensing in order to develop 3D

VF that enforce motion boundaries and at the same time guide the robotic tool to the tar-

geted position. A VF law will be developed based on the feedback from these two imaging

techniques.

This work extends previous works on microscope-based VF to include the B-scan OCT

assistance. We carry out the first stride towards developing real-time visual servoing tech-

nology combining a microscope, an intraocular B-mode OCT and robotics. A microscope

and OCT combined 3D VF control law enables assistive telemanipulation. Micro-injection

on phantom blood vessel model demonstrates the proposed VF. The majority of the work

presented in this chapter has led to the following journal paper [239].

6.1 Telemanipulation Integration Architecture

Figure 6.1: Telemanipulation integration architecture of eye parallel robot

Figure 6.1 shows the 1-arm telemanipulation integration architecture. The Host com-

puter keeps querying the master device and communicates with the Target computer over

a Local Area Network (LAN) via User Datagram Protocol (UDP). The reference pose

(position and orientation) of the slave robot is input to a trajectory planner that interpo-
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lates the instantaneous desired slave robot poses at 1kHz control loop frequency. Since

this frequency is higher than the UDP communication rate (125 Hz) the trajectory planner

smoothes the motion of the slave robot. Each interpolated pose is then fed into an inverse

kinematics block that calculates the desired value of each joint and sets it as a reference to

a joint-level PID controller.

To initiate telemanipulation, a foot switch is used to engage the master. At the first

instant of foot switch press, the system acquires the homogenous transforms representing

the master and slave robot initial configurations H∗m and H∗s , respectively. Movement of the

master stylus from H∗m is used to calculate the unscaled motion reference to the slave robot:

∆Rm = R∗m
T Rmcur , ∆pm = pmcur −p∗m (6.1)

where subscript cur stands for current values. Position and rotation scaling is first im-

plemented by transforming ∆Rm into its exponential map representation ∆Rm = eγm[η̂m×]

where γm and η̂m represent the rotation angle and rotation axis. Here [η̂m×] is the cross

product matrix of vector η̂m. The reference configuration of the slave robot (subscript re f )

is:

Rsre f = R∗s ekrγm[η̂m×], psre f = p∗s + kt∆pm (6.2)

where, kr and kt are rotation and translation scaling constants.

The path planner smoothes the slave motion by interpolating the desired slave poses

using its current tracking error. The current slave pose, Hscur , is fed back after a unit delay

from trajectory planner output, Hsdes , and it is used to calculate the slave tracking error

(subscript e) Hse .

pse = psre f −pscur , Rse = Rsre f R
T
scur

(6.3)
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The slave desired (subscript des) twist tsdes is calculated using the slave tracking error:

vsdes = αtvmax
pse

‖pse‖
, αt ∈ [0,1]

ωsdes =
αrωmaxη̂se

sin(γse)
, αr ∈ [0,1]

(6.4)

where Rse = eγse [η̂se×]. Hence, the desired interpolated slave pose is:

psdes = pscur +vsdes∆t

R>
sdes

= Rscur +(ΩsdesRscur)∆t
(6.5)

where ∆t is the control loop timestep and Ωsdes = [ωsdes×] is the desired skew symmetric

spatial angular velocity such that Ṙscur = ΩsdesRscur . The matrix R>
sdes

needs to be renor-

malized to maintain a proper rotation matrix. Renormalization is achieved in each iteration

step using Gram Schmidt orthogonalization.

Given psdes and Rsdes , we invoke the inverse kinematics of the parallel robot which has

a simple closed form expression.

6.2 Microscope and OCT Guided 3D Virtual Fixtures

6.2.1 Robot Manipulator for Visual Guided Virtual Fixture

Figure 6.2, shows an overview of our robotic telemanipulation slave including a cus-

tomized Stewart-Gough parallel platform, the tool connector, an injection tool with linear

actuation unit, 20 µL syringe (Innovative Labor Systeme Microsyringes 20µL) and a cus-

tom bent glass micro-pipette (World Precision Instruments µ TIP TIP1-TW1-L), the B-scan

OCT probe, and a phantom of agar gel with an embedded channel. The tool connector holds

the actuation unit, the micro-syringe and an adjustable connecting part to the OCT probe.

The adjustable connecting part allows aligning the position of the B-scan OCT probe to

view the tip of the micro-pipette.
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The rationale for the co-planar micro-pipette and OCT probe stems from the need to

visualize the micro-pipette tip for real-time control. In [254], a gripper coaxially aligned

with the OCT probe was presented and in [255] an injection pipette was placed adjacent

to the OCT probe axis. To gain the best OCT image quality, the OCT probe is optimal

perpendicular to the substrate. A straight glass micro-pipette was bent using heat to provide

a bending of 30◦. During injection into a channel, the micro-pipette should approach the

phantom surface at an appropriate angle of approximately 30◦ between the micro-pipette

tip and the local tangent of the surface [118].

Figure 6.2: The robotic manipulator design included: a parallel robot, tool connector,
micro-syringe, micro-pipette, micro-syringe actuator, a OCT probe and an agar model with
the phantom blood vessel.

6.2.2 Real-time Image Segmentation

To develop the visual based VF law, online image segmentation of both the B-mode

OCT stream and the microscope video (Fig. 6.3(a)) are necessary. For OCT image seg-

mentation, a median filter was used to diminish noisy points and then segment the tool tip,

the top layer of the retina and the blood vessel. Segmentation of the microscope images

was carried out by marking the tip of a micro pipette with color as a fiducial point (Fig.
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6.3(a)). The relative offset between the micro pipette tip and the center of the fiducial point

is constant. Thus, color-based segmentation of the fiducial point provides the location of

the micro pipette tip. For simplicity, the orientation of the micro pipette is kept at a constant

orientation and the robot is translated in an open environment setup (Fig. 6.2). A Qt dialog

was created to acquire the B-mode OCT stream and perform an OpenCV based color seg-

mentation at 20 Hz. The segmented fiducial points are marked green in Fig. 6.3(c). The

target (e.g. line or phantom blood vessel) in the microscope image vary in different ex-

periments. We apply similar color segmentation to generate target point clouds. A median

filter and threshold are applied on these point clouds to remove noise. The closest point on

the target from the segmented tool tip is found using a local search algorithm. In Fig. 6.3,

the distance from the tool tip to the closest point on the target is defined as dtip and n̂tip

defines the unit vector pointing from the tool tip to the closest point. The perpendicular

direction of n̂tip designates the direction of the local tangent at the closest point. This Qt

dialog also has the functionality of sending the real-time segmented image information to

the slave robot using UDP package send command.

6.2.3 Microscope Based 2D Virtual Fixture

As a first step to vision-based VF, the registration of the microscope image frame to the

robot frame must be carried out. In Fig. 6.3(c), frame {c} represents the microscope image

frame and frame {b} designates the robot base frame. A planar agar model was used as a

surrogate for representing an approximation of a very small patch of the retina. The planar

agar model was aligned parallel to the x-z plane of the robot frame. Registration of the

image frame to the robot frame was achieved by commanding the robot to move in its x̂b

and ẑb direction and recording from the microscope the motion of the micro pipette tip to

define x̂b and ẑb in frame {c} as shown in Fig. 6.3(c). Since the microscope does not view

the retina model exactly from a perpendicular direction, the image is slightly distorted.

Nevertheless, the resulting transformation bRc obtained using the method above is a good
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Figure 6.3: Microscope image segmentation: (a) the microscope stream was captured in
real-time; (b) a program was written for tracking the micro-pipette tip and the blood vessel;
(c),(d) the online segmentation showed tracking results of the micro-pipette tip, the closest
point on the blood vessel from the tip and the local tangential direction along the blood
vessel.
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Figure 6.4: Microscope and OCT guided 3D virtual fixture law: (a) 2D microscope image
based virtual fixture: the unconstrained slave twist will be projected along the local tan-
gential direction and the velocity along n̂tip will be governed by the distance error dtip. (b)
OCT image based virtual fixture: the height from the tool tip to the retina surface or the
vessel hole could be servoed for target tracking.

approximation to the affine transformation - especially when one deals with small motions

typical of retinal procedures.

The 2D microscope-based VF law assists the user by applying an attractive field that

brings the tool back to its intended path of motion (e.g. a blood vessel). The VF law

(Fig. 6.4(a)) allows the surgeon to move freely along the blood vessel line while correcting

the motion perpendicular to the blood vessel line with the tip offset dtip. The microscope

feedback information is sent by the Qt dialog through UDP packet to the telemanipulation

slave robot controller. The UDP packet contains the gripper tip position cptip and the

unit vector pointing from the gripper tip to the closest point on the target curve cn̂tip (the

left superscript c indicates that these vectors are described in frame {c}). In addition,

the distance between the gripper tip and the closest point on the blood vessel dtip is also

included in the UDP packet. For example, these entities are shown in Fig. 6.3(d)). For

brevity, we henceforth assume that all vectors have been transformed into a representation

in frame {b} through the use of bRc.

Let the symbol t be henceforth used for designating end effector twist such that the
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linear velocity ẋ precedes the angular velocity ω (i.e. t =
[
ẋT,ωT]T. During telemanipula-

tion, the twist of the telemanipulation master is designated tm. Similarly, the corresponding

commanded slave robot twist is designated by ts. The twists tm and ts are typically related

by a diagonal motion scaling matrix ms , [diag(msx,msω)] such that ts = mstm.

The VF telemanipulation law relating tm to ts overrides the value of ts and replaces it

with a corrected value t′s. To accommodate direct image feedback for assisting the user to

follow the path despite integration errors, a proportional velocity gain gimage having units of

mm/(sec∗ pixel) is used to relate the offset dtip to a corrective translational speed bringing

the tool tip back to the desired path. The following equation defines the VF for a planar

curve:

t′s =

msx

(
I− n̂tipn̂T

tip

)
0

0 msω

 tm +

gimagen̂tip

0

dtip (6.6)

During telemanipulation, we found that using msω = I is preferred by the users. Since

our experiments were carried out in an agar open environment, we used msω = 0 to enforce

translational motion of the device so as to keep the OCT probe perpendicular to the mockup

retina surface.

6.2.4 Real-time B-scan OCT Probe Based 3D Virtual Fixture

The OCT probe can image the retina within a small tilting range of ≈ 30◦ relative to

the local surface normal n̂p [254]. After fixing the position of the OCT probe with respect

to the injection syringe, the real-time OCT images are acquired and segmented. The OCT

VF law regulates the gripper velocity in the depth direction in a manner that does not

violate the motion constrain specified by Eq. 6.6. A proportional gain goct is used to define

corrective gripper velocity maintaining the tool at a desired distance hdes from the retina.

This corrective velocity is proportional to the height difference between the desired height

hdes and the measured height hoct . Given the OCT depth direction n̂depth in robot frame
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(Figure 6.4), goct is used to obtain a corrected gripper twist command t′′s .

t′′s = t′s +

goct
(
n̂T

pn̂depth
)

n̂p

0

(hdes−hoct) (6.7)

The term
(
n̂T

pn̂depth
)

scales the proportional gain goct as a function of the OCT probe tilt

relative to the local tissue normal n̂p. Assuming that the world z-axis ẑw points upwards in

the same hemisphere containing n̂p, the estimate of n̂p is obtained using:

n̂p ≈ sgn
(
(χ̂× n̂tip)

T ẑw

)
(χ̂× n̂tip) (6.8)

where χ̂ is a unit vector locally tangent to the desired gripper path, n̂tip is the unit vector

pointing from the gripper’s tip to the closest point on the desired gripper path. Both χ̂ and

n̂tip are approximated using observations from the microscope.

6.3 Experimental Evaluation of Assistive Telemanipulation

The evaluation experiments presented herein aim to achieve three goals. The first goal

is to characterize the expected control performance of our proposed system when using

combined OCT and vision-based feedback. The second goal is to provide preliminary

verification of the proposed approaches for VF as presented in section 6.2. The third goal

is to demonstrate the feasibility of semi-automating sub-retinal injections.

The first evaluation experiment captures the performance of our system in automated

tasks (i.e. without user input contaminating system performance) when using OCT feed-

back to control the distance of robot tip from a 3D surface. The experiment elucidates

the effect of time lag in obtaining low-frequency OCT feedback. The second evaluation

experiment demonstrates the VF law for following curves in 3D while evaluating tracking

performance in the depth and lateral directions. Since the goal is to obtain preliminary

verification, we limit the scope of this work to obtaining early evaluation with a single user.

Finally, a third experiment is designed whereby the vision-based VF is used to control lat-
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Figure 6.5: Experimental setup for assistive telemanipulation on tracking a curved line in
space. (a) User telemanipulated the robotic manipulator under VF law. (b) The proposed
robotic manipulator (Fig. 6.2) moved above a piece of bent paper

eral motion and OCT user feedback is used to assist the user in targeting a micro-pipette

for a mockup sub-retinal injection.

Figure 6.5(a) shows the experimental setup. A rapid-prototyped adaptor was designed

to align the OCT probe to image the tip of the end effector in a manner similar to Fig. 6.2.

The end effector in the following experiments was either a thin wire or a micro-pipette tip.

The experimental setup was used with the control and telemanipulation framework shown

in Fig. 3.12. For experiments in sections 6.3.1 and 6.3.3 no telemanipulation was used.

6.3.1 Quantifying the Tracking Results in Depth Direction

In Figure 6.6(a), we set up the experiments to quantify the tracking accuracy in depth

direction. The tracking surface was made from a rapid prototyped sinusoidal curve with

a wavelength of 16mm and amplitude of 1.5mm. The robot was commanded to move

one full cycle from left to right under different constant speed varying from 0.1 to 1.6

mm/s. Part 1 of the multimedia extension and Figure 6.6(a) show the post-segmented tip

path under three different velocities. The tracking error was converted from the pixel error
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Figure 6.6: Experiment results of tracking a sinusoidal curve surface using only OCT feed-
back to quantify the tracking accuracy (Part 1 of multimedia extension). (a) Experimental
setup of OCT probe and tool tip above the sinusoidal curve. Three tip paths represent a con-
stant speed of 0.2mm/s, 0.8mm/s and 1.6mm/s. (b) Descriptive box plot of experimental
results under different speeds.

measured by the real-time OCT stream with a scale acquired from the OCT calibration

in the previous section. The error we present here is the real-time tracking error instead

of a steady state error. Figure 6.6(b) shows the descriptive box plot of the experimental

data under different speeds. The effect of the low OCT feedback rate can be seen clearly in

figure 6.6 where tracking performance degrades as the tool tip horizontal speed is increased.

With the robot moving around 0.1 mm/s, we could achieve a real-time maximum tracking

error of 0.087mm and 25% quartile of 0.022mm. We note that tool tip speeds of around

0.1mm/s were observed in [256]. Also, in [253] a hand-held micro-gripper with OCT

control feedback for tremor cancellation in the depth direction demonstrated a tracking

error of 0.350mm during grasp attempts. Although 0.087mm maximum tracking error is

still large, we believe that further speedup of the OCT data acquisition rate from 5Hz to at

least 30Hz will contribute to a significant improvement in tracking performance.
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6.3.2 Evaluation of Assistive Telemanipulation for Tracking 3D Curves on a Surface

The task for this experiment was to trace a curve on a 3D surface while maintaining

a fixed distance from a curved paper. While in the previous experiment the robot was

commanded to move at a constant horizontal speed, in this experiment the robot was tele-

manipulated by a user. For example, Fig. 6.5(b) shows the task of following a curve on a

bent paper.

During the experiment, the user telemanipulated the robot with an Omega-7® master

device (Force-Dimension, Nyon Switzerland). More details on the telemanipulation frame-

work are available in [228].

Part 2 of the multimedia extension and Figs. 6.7 (a) and (b) show the result of line tool

tip tracking in top and side views. The top view was obtained using a boom microscope

(Omano E-ZVU/V-15®) and the side view was provided by a Dino-Lite® microscope. The

blue dots in the figures and multimedia extension show the tool tip motion trace.

The same experiment was repeated for following a 16 mm circle on a bent piece of

paper. The experiment is shown in Part 3 of the multimedia extension and in Figs. 6.7 (c)

and (d).

Finally, the experiment was also performed on a rubber eye model with painted blood

vessel lines (GWB International®, 062411). These experiments are available in Part 4 of

the multimedia extension and in Figs. 6.7 (e) and (f).

For the line experiment, 957 points were segmented along a single pass following the

line. The mean tracking error was 0.073mm with a standard deviation of 0.052. The maxi-

mal error was 0.159mm. For the circle following experiment 10,150 points were segmented

along multiple passes of the motion path and deviation of the tool tip from the circle was

calculated also based on color-segmentation. The tracking error had a mean of 0.065mm,

a standard deviation of 0.062mm and a maximal error of 0.300mm. For the mockup blood

vessel tracking experiment, it is not easy to acquire a pixel to mm image scale. We seg-

mented 6,002 data samples and the tracking pixel error had a mean of 3.4444 pixels, a
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standard deviation of 1.9991 pixels and a maximal error of 10.9060 pixels.

Figure 6.7: Experimental results for assistive telemanipulation on tracking 3D structures
with microscope view on the top and side camera view on the bottom (Parts 2-4 of multi-
media extension). (a)-(b) Tracking a line on a curved paper. (c)-(d) Tracking a circle on a
curved paper. (e)-(f) Tracking phantom blood vessel on an eye model.

6.3.3 Semi-automated Micro-injection

Micro-injection into a 200µm phantom blood vessel channel embedded under an agar

model was chosen to evaluate our VF law. Since our group is still developing segmentation

algorithms for the B-mode OCT image, in this evaluation we only enabled the microscope-

based VF and allowed the user to control the penetration depth. We adjusted the OCT

probe scanning direction to be along the blood vessel line since, otherwise, the tool tip

would always block the view beneath it. Initially, the robot was enabled with microscope

based VF and the micro-pipette tip was automatically locked onto the phantom vessel.

Then the user commanded the robot to move in depth direction to approach the phantom.

Part 5 of the multimedia extension and Figure 6.8 show the steps of injection from the real-

time B-mode OCT image stream. Once the tool tip was inserted into the phantom vessel,

the injecting tool was actuated to deliver milk. The phantom vessel changed from empty to

filled from Fig. 6.8(b) to (d).
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With the microscope based VF enabled in this experiment, we could easily lock the tool

tip onto the blood vessel. The same experiment was repeated four times by the same user.

The microscope VF law successfully located the blood vessel every time and delivered the

milk.

Figure 6.8: B-mode OCT images of injecting milk into phantom blood vessel (Part 5 of
multimedia extension). (a) The micro-pipette tip location was fixed in the OCT image and
the phantom blood vessel channel started to show while approaching. (b) The micro-pipette
tip touched the top surface of the phantom and the phantom channel was empty with air.
(c) The micro-pipette tip was inserted into the phantom vessel. (d) After injection, the
micro-pipette tip left the phantom and the channel was filled with milk.

6.4 Conclusions

This chapter first introduces the telemanipulation integration architecture from the mas-

ter device to the slave robot. It contains the design of an UDP protocol for communication

between host and target computer, scaling down the motion, calculating the desired twist,

a high level path planner and a low level PID controller.
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Then we discussed the OCT and microscope combined 3D virtual fixture and its con-

tribution to assistive telemanipulation. For 2D microscope based virtual fixture, the control

law regulates the desired slave twist to be a projection speed onto the virtual fixture plane

and a correction speed along the error direction from the tool tip to the target. When B-

mode OCT image is introduced. The newly calculated twist is projected onto the perpen-

dicular plane of the depth direction and the depth motion is servoed by the fixed distance

from the tool tip to the object plane. Both microscope and OCT feedback is acquired at a

dual rate discussed in Chapter 3.

Experiments have been conducted to track 3D curves such as line, circle on curved pa-

per and artificial blood vessel in rubber eye model. We also carried out experiments on

semi-automated micro-injection. The experiments show good tracking results and success-

ful delivery of milk into phantom blood vessels. Statistical analysis was also performed on

recorded tracking results. When the robot was commanded to follow a 3D surface while

maintaining a fixed distance and moving at different horizontal speeds, the results showed

that with increase of horizontal speed the tracking errors increased. However, the tracking

errors for speeds typical of micro-surgical retinal tasks (usually around 0.1mm/s) revealed

maximal errors of less than 0.087 mm. We believe that increased OCT data acquisition

frequency will result in further improved performance therefore our future work will focus

on improvements of OCT probe internal actuation and data acquisition frequency.

The work proposed in this chapter has been accepted to a journal article [239] together

with the OCT dewarping, OCT registration from Chapter 4 and the dual-rate visual servoing

algorithm from Chapter 3.
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Chapter 7

Conclusions

This dissertation has presented our efforts to design and integrate the first system with

online OCT feedback for assistive robotic intervention in retinal surgery. In the course of

achieving this goal, the dissertation has presented technological and theoretical contribu-

tions. The following is a summary of the contributions of this work, lessons learned and

recommendations for future research and improvements.

The first theoretical contributions presented in this dissertation include a kinematic

modeling framework for constrained telemanipulation. This kinematic framework builds

on the earlier work of [4] and expands this work by adding a telemanipulation framework

and redundancy resolution for supporting safe ocular and intraocular operations. This work

is the first of its kind to offer a modeling framework enabling constrained telemanipulation

of the eyeball with simultaneous intraocular manipulation capabilities.

In addition to the above contribution, we have presented a modeling framework for

calibrating a partially constrained eyeball being manipulated by surgical tools subject to

scleral incision constraints. The modeling framework takes into account limitations of

the clinical setting and the types of measurements that may be obtained using existing

technologies. Compared to prior works on estimation of instantaneous screw motion from

velocity or position measurements (e.g. [241, 242]) the approach presented offers more

robust calibration estimates. The orbital calibration approach presented allows the use of

minute motions through a process of exploratory manipulation to discern the estimate of

the center of rotation of the eye and the location of the incision points in the eye in each

robot frame.

The problem of OCT image calibration and dewarping to support safe integration of

OCT control feedback has guided our efforts in a new direction that has not been previ-
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ously explored. To the best of our knowledge, this work presents the first adaptation of a

thin plate spline interpolation algorithm for calibration and image dewarping and scaling.

This approach allows for calibration of custom-made OCT probes that may have nonlinear

behaviours due to actuation artifacts and optical artifacts in a manner that extends beyond

previous works which typically focus on calibrating OCT probe intrinsics. We also pre-

sented several approaches for calibrating the OCT image plane in robot frame and in probe

frame. The problem of automated hand-eye calibration of an OCT probe however remains

challenging.

From the technological standpoint, the dissertation has presented a comprehensive sys-

tem integration effort of a first system using online B-mode OCT feedback for retinal

micro-surgery. This required addressing mechanical design issues, design of new actua-

tors for microsurgery - including a new modular unit for intraocular dexterity. In addition,

critical issues such as fabrication and calibration of parallel robots to achieve high level

of performance as required by the surgical setting have been presented. At the system

level, we have presented modifications of virtual fixture control laws to allow use of both

B-mode OCT information and computer vision information. Although conceptually sim-

ple, these assistive virtual fixtures have proved to be indispensable for tasks such as micro

blood vessel cannulation. To achieve this working telemanipulation system we have de-

vised a multi-rate control approach that uses low rate feedback from the OCT probe and a

high rate joint feedback for position control. This approach has been tested for automated

surface tracking performance, despite slow OCT feedback rate. The OCT feedback con-

trol approach has also been verified for helping semi-automate injection in mockup retinal

blood vessels.

In the course of our study, we have carried out an extensive experimental study for eval-

uating the value of each feedback or assistance modality during key retinal micro-surgery

tasks. This evaluation included agar phantom models of the retina and enucleated goat

eyes. In a first effort of its kind, we have shown that OCT visual feedback to the user
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during approach tasks is key to improving task performance. However, when compared to

robot assistance alone or robot and OCT feedback it was shown that robot and OCT feed-

back can significantly improves performance. This points to the need to continue efforts

to merge these two co-dependent technologies to continue improving and expanding the

repertoire of tasks that surgeons can carry out in microsurgery.

Recommendations for future research efforts for completing this effort include focus

on the development of combined OCT probes and tools in a manner that extends the work

of [255]. Other areas of research include the development of algorithms for hand-eye cal-

ibration of OCT probes. A recent progress by [257] for Ultrasound hand-eye calibration

offers a theoretical solution that theoretically could work if one could make an imaging

phantom small enough for an OCT setting. The approach however will suffer from scal-

ing artifacts by which errors in fabricating the imaging phantom relative to the phantom

size increase as the size of the phantom is decreased. We therefore believe the future re-

search is warranted to offer additional solutions approaches to address this problem. Using

the combined B-scan OCT probe and forceps [254] presented in Chapter 3 shall further

strengthen the proposed assistive telemanipulation algorithm in Chapter 6. So far we have

only proved the concept of OCT and microscope guided 3D virtual fixture in open envi-

ronment. Preliminary results show the feasibility of semi-automated surgical interventions.

Future work should repeat the invivo experiments using the OCT integrated gripper [254]

and OCT integration needle [255].
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