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Chapter I

Introduction

I.1 Planar X-ray Imaging

I.1.1 Traditional X-ray Attenuation

On November 8, 1895, Wilhelm Roentgen discovered x-rays [1]. Since then, x-ray imaging has

become an important method for non-invasively examining the internal structures of both biological

and non-biological specimens. The creation of an x-ray image entails the placement of the x-ray

source on one side of the specimen and an x-ray detector on the other side. The x-rays are produced

for a period of time by the x-ray source and travel through the specimen to the detector as shown

in Figure 1.1 [2].

Figure 1.1: Projection radiograph of a compound object producing an attenuation image with an
intensity profile I. Adapted from [2].

Within the specimen, some x-rays interact with the specimen’s internal composition while other

1



x-rays pass through onto the detector where the x-ray image is formed. Internal interactions take the

form of x-ray absorption and scattering and collectively are labeled as attenuation. Since different

internal components will in general absorb and scatter x-rays differently, the x-ray image is an image

of the differential attenuation of the incident x-ray beam within that specimen. This form of x-ray

imaging is called projection (or sometimes planar, absorption, contact or conventional) radiography

in that the image produced is a two-dimensional projection of the specimen’s three-dimensional

attenuation properties.

I.1.2 Limitations in Attenuation X-ray Imaging

Although the utility of x-ray projection imaging was readily apparent, there are two significant

image quality limitations: low-contrast and structural overlay. As described above, a projection

radiographic image is a two-dimensional projection of a specimen’s three-dimensional attenuation

properties. The contrast that arises within the radiographic image is due to non-negligible differential

attenuation between the internal components. However, if the internal components have similar

attenuation properties then the image contrast will be negligible. Additionally, there could be

considerable structural overlap within the radiographic image due to the complex internal nature of

the specimen.
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Figure 1.2: Attenuation radiograph of a partial head of broccoli.

Figure 1.2 was obtained using a nominal 50 µm focal spot size resulting in a conventional at-

tenuation image. As can be seen in Figure 1.2, there is low-contrast between the broccoli bulbs

and the surrounding air. In the central portion of this figure, there is structural overlap of the

broccoli stems. From this radiographic image, it is impossible to resolve the structure of most of the

individual stems.

I.1.3 Phase-contrast Radiography

Phase-contrast radiography has been proposed as a potential method for improving contrast

sensitivity specifically in objects composed of materials with similar attenuation properties. Phase-

contrast radiography differs from attenuation radiography in that it does not rely solely on the

differential attenuation of x-rays for image formation. Instead, it also relies upon interference effects

due to the differential phase shifts that the x-rays experience as they pass through different materials.

A phase-contrast radiograph may be produced using a partially-coherent, small focal spot x-ray

source with a non-zero object-to-detector distance (R2). As illustrated in Figure 1.3, an intensity

3



Figure 1.3: Phase-contrast image formation of a homogeneous object embedded in air with a source-
to-object distance R1 and an object-to-detector distance R2. Since x-rays refract in the opposite
direction as that of visible light, there is greater intensity just outside the object’s edge and lesser
intensity just inside the object’s edge. This results in an edge enhancement or edge effect. Adapted
from [3].

variation can be created from the interference of phase-shifted x-rays that originate from within

the object and the non phase-shifted x-rays from the source [3]. This intensity variation shows

both constructive and destructive interference effects occurring at the edge of the object resulting in

enhanced visualization of the object’s boundary. Thus, for similarly attenuating materials adjacent

to one another, phase-contrast radiography’s edge enhancement may allow one to discern individual

objects that could not be distinguished with an attenuation radiograph [4]. Figure 1.4 is a phase-

contrast image of the same broccoli head as in Figure 1.2. In this figure, one can clearly delineate

the broccoli bulbs’ edges.

This edge enhancement effect may be quantified by using the edge enhancement index (EEI).

The EEI measures the “relationship of the edge enhancement effect relative to the absolute change

in intensity from absorption differences across the edge” [24]. The EEI is given by the following

formula:

EEI =

(

P−T
P+T

)

(

H−L
H+L

) (1.1)

where P and T are the peak and trough intensity values at the edge and H and L are the average

values from the high and low intensity regions adjacent to the edge. Figure 1.5 illustrates the EEI
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Figure 1.4: Phase-contrast radiograph of a partial head of broccoli.

variables:

Some potential medical applications for phase-contrast radiographs that have been described

previously are:

• Vascular Imaging: Phase-contrast imaging has been used to resolve approximately 30 µm

diameter blood vessels in a rat liver by using physiological saline as a contrast agent and

approximately 50 µm diameter blood vessels in a mouse liver without using a contrast agent

whereas attenuation x-ray imaging was unable to discern this diameter of vascularity [5, 6].

• Muscloskeletal Imaging: It is also now possible to visualize cartilage abnormalities associated

with the initial stages of joint disease or osteoarthritis with phase-contrast imaging whereas
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Figure 1.5: Edge Enhancement Index. Adapted from [24].

attenuation x-ray imaging is only sensitive in the advanced stage where there has already been

a loss of cartilage [7, 8].

• Pulmonary Imaging: In the case of lung imaging, attenuation radiography has had limited

success in detecting the early stages of lung disease. Also, it can sometimes show normal chest

radiographs even in the advanced stages of interstitial lung disease [9]. However, with the

air-tissue interface, phase-contrast imaging could be used to improve lung imaging as has been

shown in the radiographs of mice and rabbit lungs [10, 11].

• Breast Cancer Imaging: The use of attenuation radiography in systematic screening for breast

cancer has been limited due to the weak attenuation contrast found in differentiating soft

tissues, especially between normal and abnormal breast tissues at small scale [12]. Techniques

involving phase-contrast imaging have been developed to visualize the microstructures of soft

biological tissues with low radiation doses for mammography applications [13–18].

I.1.3.1 Physical Origins of the Phase-Contrast Effects

Assume there is an incident electromagnetic wave (whose speed in vacuum is c and wavelength

is on the order of the atomic dimensions) impinging upon a medium containing many atoms. The
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interaction of the electromagnetic wave with a medium will result in reflected, transmitted, and

scattered waves. If we restrict ourselves to only the forward scattered wave, then the sum of the

forward scattered waves from all the atoms and the unscattered incident wave together produce an

electromagnetic wave differing in phase compared with the incident wave. This resultant wave passes

through the medium with a modified phase-velocity and it is this modified phase-velocity that is

the source of the edge enhancement effects seen in a phase-contrast radiograph [19]. This modified

phase-velocity (vφ) is given by the formula

vφ =
c

n (ω)
(1.2)

where c is the speed of light in a vacuum and n (ω) is the index of refraction of the medium as a

function of the incident electromagnetic wave’s angular frequency.

The index of refraction can be written as

n (ω) = 1− reλ
2

2π

∑

a

na

[

f0
r,a (ω)− if0

i,a (ω)
]

(1.3)

where na is the electron number per unit volume for element a, re is the classical electron radius, λ

is the vacuum wavelength, f0
r,a and f0

i,a are the real and imaginary parts of the atomic scattering

factor for element a respectively and the sum is taken over all the different types of atoms present

in the medium [19, 20]. The real and imaginary parts of atomic scattering factor, f0
r (ω) and

f0
i (ω), have been tabulated for all elements from hydrogen to uranium at photon energies from 50

eV to 30 keV for f0
r (ω) and 10 eV to 30 keV for f0

i (ω) [21]. After distributing the constants

through, the last two terms in the index of refraction can be rewritten as

δ (ω) =
reλ

2

2π

∑

a

naf
0
r,a (ω) (1.4)

β (ω) =
reλ

2

2π

∑

a

naf
0
i,a (ω) (1.5)

Thus the index of refraction can now be expressed as

n (ω) = 1− δ (ω) + iβ (ω) (1.6)

where δ (ω) is the decrement of the real part of the refractive index that characterizes the phase
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shifting property and the imaginary part β (ω) characterizes the attenuation property of the

material. The origin of phase shifting is due to a separate material property different from the

material’s attenuation property. This separation has a potential benefit in that, unlike

conventional radiography which relies solely upon the attenuation of x-rays to create image

contrast, there is no radiation absorption involved in the production of the edge enhancement.

In addition to δ (ω) and β (ω), the complex atomic scattering factors may be used to define the

atomic absorption cross-section and an analogous atomic phase cross-section [22]:

σabs (ω) = 2reλ
∑

a

f0
i,a (ω) (1.7)

σphase (ω) = 2reλ
∑

a

f0
r,a (ω) . (1.8)

The ratio of σphase to σabs can be found using the values of the complex atomic scattering factors

obtained at 30 keV for various biologically relevant elements as seen in the following table [21]:

Table 1.1: Absorption and Phase Cross-Sections for Biological Elements at 30 keV.

Element Z f0
r f0

i σabs [m2] σphase [m2]
σphase

σabs

H 1 1.00 4.40× 10−8 1.02× 10−32 2.32× 10−25 2.27× 107

C 6 6.00 4.43× 10−4 1.03× 10−28 1.40× 10−24 1.35× 104

N 7 7.00 9.39× 10−4 2.19× 10−28 1.63× 10−24 7.45× 103

O 8 8.00 1.81× 10−3 4.22× 10−28 1.86× 10−24 4.42× 103

Ca 20 20.1 1.08× 10−1 2.52× 10−26 4.68× 10−24 1.86× 102

As can be seen from Table 1.1, the ratio indicates at least a factor of three orders of magnitude

increase in the phase cross-section (σphase) over the absorption cross-section (σabs) at this keV value

for the lighter elements (H, C, N and O) that make up soft tissue. Phase-contrast imaging has the

potential to offer an improvement in the detection of soft tissue masses over conventional attenuation

imaging. However, for the heavier element (Ca), phase-contrast imaging may not show as much an

improvement over conventional attenuation imaging.
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I.1.4 Experimental Factors Effect Upon Phase-Contrast

I.1.4.1 Temporal or Longitudinal Coherence

Temporal or longitudinal coherence relates directly to the finite frequency bandwidth of the

source. Thus it is a measure of the monochromaticity of the x-ray beam. Early (as well as some

current) investigators in phase-contrast imaging used x-ray sources with accompanying monochro-

mator crystals to obtain quasi-monochromatic radiation capable of producing interference effects [4,

7, 8, 13–17, 23]. A monochromator is a near perfect crystal consisting of parallel planes of lattice

points called Bragg planes. Crystals have different Bragg planes depending upon which groups of

lattice points are used to define the Bragg plane.

Figure 1.6: Crystal lattice with three different Bragg planes. Adapted from [26].

In Figure 1.6, D represents the interatomic spacing and di for i = 1, 2, 3 represents the distance

between particular Bragg planes [26]. X-rays that are scattered at equal angles from two lattice

points in different Bragg planes will be in phase only if the difference in their path lengths is an

integral number of wavelengths. This is known as the Bragg condition and is given by:

2di sin θ = mλi (1.9)
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where λ is the x-ray wavelength and m is an integer. The Bragg condition is graphically represented

in Figure 1.7.

Figure 1.7: Bragg Condition. Adapted from [26].

Ideally, depending upon which Bragg plane is used, a unique x-ray wavelength can be chosen,

thus creating a true monochromatic x-ray beam. In reality, a small range of x-ray wavelengths are

created and a quasi-monochromatic x-ray beam is produced. To further reduce the spread of x-ray

wavelengths, a second monochromator (with its Bragg planes aligned with the first monochromator’s

Bragg planes) is typically used as an incident crystal for the first monochromator’s exit x-ray beam.

While a monochromator (or dual-monochromator) can provide a quasi-monochromatic beam, it

has been shown that this is not necessary for phase-contrast imaging [27]. Additionally, there are

certain difficulties to using monochromator crystals such as obtaining near perfect crystals, aligning

the crystals’ Bragg planes (for dual monochromator use), the loss of x-ray flux that does not meet

the Bragg condition and crystal overheating from a synchrotron source [28].

I.1.4.2 Lateral or Spatial Coherence

Lateral or spatial coherence relates directly to the finite spatial extent of the source. Two point

radiators on an x-ray source, separated by a distance that is larger than the x-ray wavelength, will

in general have no phase correlation between their respective emitted x-rays. This is especially true

for distances close to the source; however farther away from the source, phase correlation can be
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achieved between two laterally spaced points in the x-ray field. To quantify this correlation, the

spatial coherence length is given as

Lcoh =
λR1

f
(1.10)

where Lcoh is the spatial coherence length, λ is the wavelength of the radiation, R1 is the distance

from the source to the point where the spatial coherence length is to be measured, and f is the focal

spot size of the x-ray source [24]. The points along the spatial coherence length are in phase with

each other and are capable of producing interference effects. The advantage of spatial coherence is

that it does not require any monochromator crystals. This allows for the use of a polychromatic

x-ray source such as a conventional x-ray tube. The spatial coherence length for a polychromatic

source could be modified to allow λ to represent a weighted sum of x-ray wavelengths [24].

I.1.4.3 Source-to-Object Distance (SOD or R1)

Since equation (1.10) provides no constraints on the size of R1, it seems reasonable to expect

the achievement of any desirable spatial coherent length by simply increasing R1 (keeping all else

constant). However, there are two disadvantages to increasing R1 to an arbitrary amount. First, it

may not be physically possible to increase R1 due to limitations imposed by where the phase-contrast

imaging unit is housed. The second disadvantage manifest itself in the form of the inverse square

law which is a consequence of the conservation of energy principle. The inverse square law states

that the intensity or irradiance at a point a distance R1 from the radiation source is proportional

to the inverse square of R1. Thus larger values of R1 will result in a smaller x-ray intensity that is

available to image an object. This in turn would require longer lengths of exposure time leading to

increase dose deposition to the object and possible motion blur.

I.1.4.4 Focal Spot Size

In addition to the limitation placed on R1 by the intensity decrease due to the inverse square law,

there is also an intensity limitation due to the size of the x-ray focal spot size f . The smaller the x-

ray focal spot, the less x-ray output intensity is produced. However, this limitation is not due to any

physical principle but due to current heat-dissipation technology used to manufacture x-ray tubes.

Should future advances in x-ray tube design allow for a higher output than that currently available,

a larger spatial coherence length or compensation for the inverse square law can be achieved.
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Figure 1.8: Inverse Square Law. Adapted from [31].

I.1.4.5 Object-to-Image Distance (OID or R2)

As can be seen in Figure 1.3, R2 is the distance from the object to the detector. While R2 ≈ 0

is used in the formation of a contact radiograph, a non-zero R2 is necessary for the formation of

a phase contrast radiograph. X-rays exiting the specimen need this distance in order to generate

the interference effects between waves of different phase shifts. Additionally, an advantage that a

non-zero R2 can also provide is scatter rejection without the aid of an anti-scatter grid. This may

allow for a reduction in dose without any perceivable loss in image quality when compared to a

conventional radiograph using an anti-scatter grid since the use of an anti-scatter grid is usually

accompanied by a longer exposure time.

I.1.4.6 Geometric Unsharpness

Geometric unsharpness is a blurring of an object in a radiograph due to the finite spatial extent

of the x-ray source. As can be seen on the left of Figure 1.9, there is no blurring when the x-ray

source is a point source. However, when there is a spatial extent to the x-ray source, blurring occurs

at the edges of the object. This blurring is not only a function of the finite x-ray source size but also

of R1 and R2. The length of the geometric unsharpness, Lg, associated with an object is equal to

Lg = f
R2

R1
(1.11)
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Figure 1.9: Geometric unsharpness due to the finite size of the x-ray source. Adapted from [32].

where f is the focal spot size, R1 is the source-to-object distance and R2 is the object-to-image

distance. From equation 1.11, a small focal spot size will help to minimize the geometric unsharpness

and therefore reduce the blurring seen in the radiograph.

I.1.4.7 Magnification

With a non-zero R2 necessary for the formation of a phase contrast radiograph, magnification of

the specimen will naturally occur. Magnification is given by the equation:

M =
d

c
=

R1 +R2

R1
= 1 +

R2

R1
(1.12)

where all variables are defined in Figure 1.9. While geometric unsharpness will blur the image of an

object, it has been reported in the literature that magnification will increase the image sharpness

due to a rescaling of the spatial frequency at the detector [29].
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I.1.4.8 Phase-Space Shearing Length

It has been argued in the literature that the lateral coherence length is not the sole measure of

phase-contrast visibility [30]. In addition to the lateral coherence length, the phase-space shearing

length should also be included. This particular length takes into consideration the diffraction of

the x-ray as it leaves the specimen and travels toward the detector. The magnitude of phase-space

shearing length is given by

Lshear =
λR2 |u|

M
(1.13)

where λ is the monochromatic wavelength of the x-ray, R2 is the object-to-image distance, and |u|

is the spatial frequency of the object’s structural component of interest. If a polychromatic source

is used, then the monochromatic wavelength may be replaced with the average x-ray wavelength. It

was argued that the ratio of the phase-space shearing length to the lateral coherence length is what

actually determines the edge enhancement visibility. This ratio is given as

Lshear

Lcoh
=

R2f |u|
MR1

=
(M − 1) f |u|

M
(1.14)

where all variables have been previously defined [30]. Values for this ratio and the physical meaning

are given in Table 1.2.

Table 1.2: Ratio of Phase-Space Shearing Length to Lateral Coherence Length

Lshear

Lcoh

Comments

<< 1 The x-ray wave is almost fully coherent over the shearing length.
The edge enhancement for the structural component of interest is visible.

< 1 The x-ray wave is partially coherent over the shearing length.
The edge enhancement visibility increases with decreasing Lshear.

≥ 1 The x-ray wave is not coherent over the shearing length.
The edge enhancement is not visible.

I.1.4.9 kVp

Conventional radiography relies upon the absorption of x-rays to produce the contrast seen

within radiographic images. This absorption of x-rays leads to radiation dose being deposited in the

specimen that may eventually lead to considerable physical or biological damage. This absorption

process, known as the photoelectric effect (described in Appendix A), decreases as the x-ray energy

14



increases approximately proportional to E−3 where E is the x-ray energy. For phase-contrast imag-

ing, however, the contrast is produced by the transmission and interference of x-rays and not through

their absorption. It has also been shown that the x-ray energy dependence of δ is proportional to

E−2 [23]. This suggest that the use of higher energy x-rays would be possible and could result in a

lower radiation dose to the specimen. Research has shown that the phase-contrast edge enhancement

is relatively independent of x-ray tube voltages ranging from 30 kVp to 110 kVp [24, 25].
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Chapter II

Production of Phase-Contrast
Planar and Tomographic Images

II.1 Planar Phase-Sensitive Image Production

In general, as the incident x-ray traverses an object, not only does the x-ray experience attenua-

tion but the phase of the x-ray experiences a shift. An x-ray image may contain this phase shift, φ,

in one of three different forms: as the direct measure of φ, as the gradient of φ, or as the Laplacian

of φ. These three phase shift variations respectively correspond to the following three methods of

planar x-ray image production: interferometric, diffractometric or gratings-based, and free-space

propagation [1].

II.1.1 Phase Imaging

II.1.1.1 X-ray Interferometric Method

The early development of x-ray phase-contrast imaging was based on the use of x-ray interfer-

ometry. This technique was pioneered by Bonse and Hart in 1965 and has been refined by Momose,

Takeda, and Sutter [2–5]. X-ray interferometry is the most sensitive method for detecting minute

changes in the refractive index. These minute changes in the refractive index correspond to minute

physical density variations in the sample and thus the images obtained can be interpreted quantita-

tively as electron density maps.

The typical configuration for an x-ray interferometer is given in Figure 2.1 and is sometimes

known as the triple Laue-type (LLL) x-ray interferometer. This configuration corresponds to that

of the Mach-Zehnder interferometer.
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Figure 2.1: An x-ray interferometer with three perfect crystals. Adapted from [5]

Through Laue diffraction (which is equivalent to Bragg diffraction and is a transmission phe-

nomenon rather than a reflection phenomenon), the first crystal acts as a phase-coherent beam

splitter for the incident monochromatic x-ray beam. The two emergent coherent x-ray beams are

spatially separated before their arrival at the second crystal called the mirror. Again under the Laue

condition, four coherent x-ray beams are generated from the two incident coherent x-ray beams. Two

of the four generated x-ray beams will overlap at the third crystal called the analyzer. An object

placed in one of the convergent x-ray beams will cause phase shifts in that x-ray beam and distort

its wavefront. The undistorted reference beam interferes with the distorted x-ray beam and an inter-

ference pattern corresponding to the phase shift due to the object is observed at the detector placed

behind the analyzer crystal. The recorded interference patterns can not be used immediately because

the interference fringes can not be directly linked to a projection of the object and an intrinsic fringe

pattern (due to the interferometer or the sample environment) is always present. A phase-mapping

image is obtained by adding a set of interference patterns recorded at different phase shift positions

between the distorted and undistorted x-ray beams. Using this, the attenuation contrast effects are

removed and the intrinsic phase patterns are compensated [6, 7]. This method works best for small

or smooth phase gradients since the interference fringe spacing is inversely proportional to the x-ray

beam deflection. When the phase varies sharply, the fringe spacings become too fine and are thus

unresolvable.

X-ray interferometry is sensitive to density variations on the order of 10−3 g
cm3 [6]. This sensitivity

demands strict requirements on the alignment and stability of the crystals used, generally on the
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order of 10−2 nm [1]. To achieve such requirements, the x-ray interferometer is usually cut from a

perfect, single crystal monolithic block of silicon. This provides the necessary alignment and stability

requirements mentioned above. However, the maximum size of such a monolithic crystalline block

limits the potential field of view to approximately 3 cm x 3 cm. This field of view is smaller than that

used in clinical applications such as mammography (18 cm x 23 cm to 24 cm x 29 cm). Recently,

there has been a new x-ray interferometric configuration called the skew-symmetric two-crystal x-ray

interferometer that is capable of doubling the field of view of the monolithic x-ray interferometers [8].

This capability of doubling the field of view comes at the expense of an increase in the mechanical

rigidity and stability of the skew-symmetric two-crystal x-ray interferometer.

II.1.2 Phase Gradient Imaging

II.1.2.1 Diffraction Enhanced Imaging Method

Diffraction enhanced imaging (DEI) is an x-ray imaging technique that provides images in which

the contrast is proportional to the gradient of the phase, ∇φ (x, y), and to that of the projected

electron density, ∇ρe (x, y). The technique of imaging the refractive index gradient was first used by

Forster and colleagues and was referred to as the Schlieren method [6]. Slightly different variations

of the Schlieren method have been used and the utilization of Bragg diffraction from a crystal

analyzer as a very sensitive angular filter is the method now known as DEI. Compared with the

attenuation contrast found in conventional radiography, DEI enhances the image quality by one or

more combinations of different contrast mechanisms such as attenuation, scatter rejection (sometimes

referred to as extinction) and refraction.

An example of an experimental DEI setup is shown in the following figure.

Figure 2.2: (Left): Experimantal Setup for DEI. (Right): A Rocking Curve. Adapted from [1]
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A crystal monochromator is first used to select a narrow band of x-ray energy before traversing

the object. As the x-ray beam traverses the object, the beam can be absorbed, scattered coherently

or incoherently, or refracted through very small angles due to the variations in the refractive index.

After traversing the object, the x-ray beam is analyzed with a tunable perfect crystal. The beam

will satisfy this crystal’s Bragg condition for reflection (Equation (1.9)) only for a narrow range

of incident angles, typically on the order of a few microradians. X-rays that have been scattered

outside this narrow range will not be reflected; however, those within this narrow range will be

reflected and contribute to the image formation on a detector. The plot of the amount of reflectivity

obtained versus the narrow range of acceptable incident angles is called the crystal’s rocking curve

(see Figure 2.2).

When the analyzer is aligned to reflect the peak of the rocking curve, it will filter out any x-rays

that are scattered or refracted by more than a few microradians. The resulting image will resemble

an x-ray absorption radiograph except it will have enhanced contrast due to scatter rejection. If the

analyzer is tuned to either of the rocking curve tails, it becomes possible to reject the unrefracted x-

rays and select the scattered x-rays for image formation. If the image was obtained from an untuned

analyzer, then it will include both absorption and refraction effects. By combining images obtained

on either side of the rocking curve, these effects can be separated and used to produce images of

pure refraction and images of scatter rejection since they rely on different contrast mechanisms.

An intense monochromatic x-ray beam is essential for acquiring a diffraction enhanced image

within a reasonable exposure time. This is the main challenge in developing DEI as a viable medical

imaging modality since the only radiation source capable of supplying such an x-ray beam is from a

synchrotron. These are unsuitable for widespread clinical use due to their limited availability, large

dimensions, maintenance and high operating costs [6]. Although research has been done involving

tissue specimens and laboratory animals using a monochromatized radiation from an x-ray tube,

the low intensities involved would require unacceptably long exposure times [9, 10].

An alternative method of measuring the contrast generated by ∇φ is through the use of a Tal-

bot interferometer. Talbot interferometry is based upon the Talbot effect which is a self-imaging

phenomenon by a periodic object, such as a transmission grating, under spatially coherent illumina-

tion [11]. The self-imaging phenomenon is understood as a result of Fresnel diffraction or multi-beam

interference between diffraction orders caused by the periodic object [12]. This interference gener-

ates fringes that corresponds to contours of constant differential phase. The experimental set-up is

shown in Figure 2.3.

In this set-up, the first grating (G0) is placed after an incoherent x-ray source. This grating
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Figure 2.3: X-ray Talbot Interferometer Experimental Set-up. Adapted from Reference [13]

creates an array of individually coherent (yet mutually incoherent) sources. The beam then travels

through the object where the phase shift is introduced. Beyond the object, the beam encounters

the second grating (G1). This grating (whose lines show negligible absorption but substantial phase

shift) is a phase mask that imparts a periodic phase modulation onto the transmitted x-ray wave.

This phase modulation is transformed into an intensity modulation on the plane of the third grating

(G2). This third grating (with absorbing lines) is an absorption mask and is placed immediately in

front of the detector at a position on the optical axis so that the self-image of G1 is formed on G2.

The grating G1 or G2 is scanned along a direction transverse to the x-ray wave propagation over the

period of the grating and an image is taken. The phases of the intensity oscillations in each pixel

are proportional to ∇φ [14–17]. While this method needs neither a synchrotron source nor crystal

optics, it still has drawbacks in the form of possible inefficient dose delivery due to the two gratings

downstream of the sample and the fabrication of better absorption grating (G2) due to the high

penetration power of hard x-rays [5].

II.1.3 Phase Laplacian Imaging

II.1.3.1 Free Space Propagation Method

In this imaging method (used throughout the rest of this dissertation), the resultant image is

dependent upon the observation of an interference pattern between diffracted and non-diffracted

waves. When |∇φ| and
∣

∣∇2φ
∣

∣ are large, the resulting interference patterns are strong. As a spatially

coherent x-ray wave travels through a sample, the x-ray wave experiences a phase-shift. When this
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phase-shifted, or refracted, x-ray wave interferes with the unrefracted x-ray wave, an observable

intensity change occurs depending upon the object-to-detector distance (ODD) (see Figure 2.4).

Figure 2.4: Experimental Set-Up for Free Space Propagation (note: R2 is the ODD). Adapted from
[1]

This distance maybe divided into four regions of space (as seen in Figure 2.5).

Figure 2.5: Object-to-Detector Distances. Adapted from [18]

In Figure 2.5, z is the ODD, λ is the x-ray wavelength, and d is the object size. When z = 0, the

resultant image is pure attenuation due to the lack of propagation distance for the refracted x-ray

beam. When z < d2

λ , the resultant image contains observable light-dark fringes occurring at the

interfaces between the structures within the sample. When z ≈ d2

λ , the resultant image contains

more and wider fringes with increasing object-to-detector distance. Finally, when z > d2

λ , the

resultant image contains ringing artifacts due to even larger interference fringes and thus degrades

the image quality. The image contrast between the z < d2

λ region and the z ≈ d2

λ region is
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proportional to the Laplacian of the phase or ∇2φ. This is also proportional to the Laplacian of

the projected electron density, ∇2ρe. Thus this region is particularly suitable for increasing the

conspicuity of edges or boundaries since the Laplacian becomes very significant. The attenuation

contrast is still present (except for a pure phase object) such that the two types of imaging

methods are complementary thereby providing further information on the sample in comparison to

only an attenuation image [6].

The simple design of the free space propagation method is an advantage since it does not rely

on crystal optics or gratings and it already resembles clinical radiography systems. Furthermore,

this imaging method does not need to use a synchrotron as the x-ray source. Instead, it may use

a conventional micro-focus x-ray tube because the focal spot size is small enough to provide the

necessary spatial (or lateral) coherence to the incoming x-ray wave. Polychromatic x-rays may

be used because the geometric features of the image contrast are wave-length independent. An

additional benefit of the wave-length independence is that the x-ray source may be operated at

a higher energy leading to a potential reduction of dose deposited to the sample. However, the

simplicity of the design also contains some drawbacks including the finding of the appropriate source-

to-object and object-to-detector distances to avoid the consequences of the inverse square law and

provide enough spatial coherence to the incoming x-ray wave. In using the conventional x-ray source,

the focal spot size should be on the order of microns.
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Table 2.1: Summary of the X-ray Planar Phase-Contrast Imaging Modalities

Method Phase shift Advantages Disadvantages
Interferometric φ Most sensitive method Strict mechanical

for measuring φ. and thermal stability
requirements.

Excellent for smooth Unable to resolve sharp
φ changes. φ changes.

Limited field of view.
Diffractometric ∇φ Measures phase gradients. Requires synchrotron

source for reasonable
exposure times.

Images may contain one or Alignment of crystal optics.
a combination of phase, absorption

and scatter information.
Talbot ∇φ Measures phase gradients. Specialized grating

Interferometric fabrications.
Uses mono- or polychromatic source. Brilliant x-ray source

required.
No crystal optics needed.

Free Space ∇2φ Measures phase Laplacian. Correct geometrical
Propagation settings.

Enhances boundaries. Small focal spot size
for conventional x-ray

sources.
Simpler experimental design. Low output flux

for conventional x-ray
sources.

Proportional to the electron
density Laplacian.

II.2 Three Dimensional Tomography

Regardless of the production method, any internally complex object’s planar phase-contrast

radiograph will show a superposition of regions and boundaries. To overcome this visual impedance,

one may resort to the tomographic reconstruction methods of computed tomography or digital

tomosynthesis. These methods require multiple planar phase-contrast radiographs from different

angular views of the object and are computationally reconstructed to produce a volumetric image.
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II.2.1 Computed Tomography

Computed tomography (CT) was the first of the modern slice-imaging modalities using ionizing

radiation to non-invasively acquire axial images of the inside of an internally complex object that

were not biased by the superposition of the object’s internal structures. The fundamental problem

of computed tomography deals with how to reconstruct an object from its x-ray projections. These

x-rays, as they pass through an object, are attenuated and the amount of attenuation depends upon

the orientation of the object’s internal structures relative to the x-ray beam. Thus, one projection is

not adequate for the object’s reconstruction. For a proper determination of the structure, it becomes

necessary to irradiate the object from various angles (see Figure 2.6).

Figure 2.6: CT Image Acquisition. Adapted from [27]

As can be seen in Figure 2.7, there have been basically four distinct generations of computed

tomography that have emerged [20]:
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Figure 2.7: The Four Different CT Generations with Approximate Acquisitions Times Noted.
Adapted from [28]

• Pencil Beam Rotation-Translation The first generation of CT consisted of a highly col-

limated x-ray beam called an x-ray pencil beam. This x-ray pencil beam was then passed

through an object where a single detector would register the transmitted x-ray beam. In syn-

chrony, the x-ray pencil beam and the detector would move linearly across the object until

a one-dimensional radiograph was obtained. The x-ray pencil beam and detector would be

rotated through some angle and the process would be repeated until a rotation of 180 ◦ had

been achieved.

• Fan Beam Rotation-Translation The second generation of CT is similar to the first gen-

eration CT except that, instead of an x-ray pencil beam, an x-ray fan beam was used. This

also necessitated the replacement of the single detector with a detector array that allowed for

shorter acquisition times per radiograph.

• Fan Beam Rotation, Wide Aperture Fan Beam The third generation of CT was an

extension of the second generation’s concept of an x-ray fan beam. The third generation CT

substantially increased the x-ray fan beam angle and lengthened the detector array. This has

allowed for the potential to simultaneously x-ray the entire field-of-view for every angle. As a

result, a complete abandonment of the need for the linear displacement of the detector array

had been achieved and it also led to a greater reduction of acquisition times when compared
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to the second generation CT. The majority of CT scanners currently in clinical use are third

generation.

• Fan Beam Rotation, Fixed Closed Ring Detector The major difference between the

fourth and third generation CT systems lie in the closed, stationary detector ring that is used

in the fourth generation. The x-ray fan beam either rotates outside or inside the detector ring.

As a result of this configuration, fourth generation CT systems established inverse fan beams

that are centered on the detectors rather than on the x-ray source.

Therefore, the reconstruction of the internal structure of the object comes from using multiple

x-ray projections. Though the mathematical framework for CT imaging was derived in the early

20th century by the mathematician Radon, it was not until the development of modern computer

technology in the later half of the 20th century that allowed for its viability [19]. There are basically

three different methods of image reconstruction [29]:

• Analytical Reconstruction: Analytical reconstruction methods treat the object as a con-

tinuous function, f (x, y), as well as its measured projection data, g (θ, L). This allows for the

reconstruction to be set-up as an integral equation where an exact or approximate solution

can be obtained. Some common analytical methods include [35]

– Backprojection: The backprojection is a simple approach to reconstruction. The re-

constructed image starts off as an empty matrix and then, after pre-processing of the

projection data, the backprojection is formed by smearing each view back through the

image in the direction corresponding to the x-ray path. This is illustrated in Figure 2.8.

Although simple to comprehend, the backprojection method results in a blurry image of

the object being scanned.

– Fourier: This reconstruction method takes advantage of the Fourier or Projection-Slice

Theorem. This theorem states that the one dimensional Fourier transform of an object’s

projection is a slice of the two dimensional Fourier transform of the object (as illustrated

in Figure 2.9).
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Figure 2.8: (Left) Three views from a CT acquisition of a small circular object. (Right) Backpro-
jection image formation. Adapted from [33]

Figure 2.9: Fourier Slice Theorem. Adapted from [34]

The Fourier method takes the one dimensional Fourier transform of each projection and

then inserts it into the two dimensional Fourier plane with the corresponding angle.

Then the inverse Fourier transform is performed to produce the reconstructed image.

The Fourier method is not widely used in CT due to the problem of interpolating the

polar data onto a Cartesian grid.

– Filtered backprojection: This reconstruction method corrects the blurring encountered in

the backprojection method by filtering each view before it is backprojected. This filtering

is done by convolving the projection data with a convolution kernel to create a filtered
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view. These filtered views are then backprojected to provide a reconstructed image that

accurately reflects the object being scanned. This method is usually the preferred method

on CT scanners.

Figure 2.10: Filter Backprojection of the object in Figure 2.8. Adapted from [33].

The advantage of the analytical reconstruction methods is that the algorithms used are robust

in their convergence in the presence of noise and the computational times are reduced when

compared to the other methods.

• Algebraic Reconstruction: Algebraic reconstruction methods treat the object as a discrete

instead of a continuous function. For this method, the measured projection data will be

expressed as a summation of the object’s voxel values that lie along a given ray. This method

produces a matrix equation

g = M · f (2.1)

where g represents the measured data, f represents the unknown object and M represents

the weighting values experienced by the object’s voxels. The algebraic reconstruction method

attempts to solve for f through either a straightforward (though time consuming and error-

prone) matrix inversion or through an iterative process.

• Statistical Reconstruction: Statistical reconstruction methods model the measured projec-

tion data statistically. This is accomplished by iteratively applying the maximum likelihood

method which is a statistical estimation method where the image obtained is one that matches

32



the measured projection values best, taking into account the measurement statistics of the

x-ray photons. This method is typically used in situations where the number of x-ray quanta

on the detectors is quite small and noise can dominate the reconstructed image such as in PET

and SPECT imaging. The goal of the maximum likelihood (ML) method is to find the expecta-

tion value µ that optimizes the Poisson log-likelihood function, L (µ). Various algorithms have

proposed to optimize L (µ) such as ML-expectation maximization [21], ML-convex [22, 23]

or ML-paraboloidal with a conjugate gradient Polak-Ribiere search strategy [24]. It is also

possible to define some prior probability function that penalizes the L (µ) and suppresses the

noise. Those penalty functions yield maximum-a-posteriori (MAP) algorithms [25]. Two such

penalty functions that are commonly used are the hyperbolic potential and the anisotropic

total variation (TV) norm [26]. Although most clinical CT scanners use analytical methods

for image reconstruction, iterative reconstruction techniques have demonstrated the benefit of

potential dose reduction and it is believed that there will be a gradual shift toward iterative

image reconstruction in the future [20, 30].

II.2.2 Digital Tomosynthesis

Before the advent of CT, tomographic imaging was performed using analog geometric tomog-

raphy. In analog geometric tomography, the x-ray source and screen-film move in synchrony on

opposite sides of the object. The motion of the x-ray source and screen-film may be linear, circular,

elliptical, figure 8 pattern, trispiral or even hypocycloidal, see Figure 2.11 [32].

The placement of the x-ray source and screen-film with respect to the object will define a fulcrum

plane or slice about which this motion will occur. The resultant longitudinal radiographic image

will contain points that are in focus within this fulcrum plane and those points that lie outside of

the fulcrum plane or slice are blurred, more so at greater distances. This blurred information that

is above and below the fulcrum plane does not disappear but is superimposed on the focused image

of the fulcrum plane. This tomographic blur obscures detail in the fulcrum plane and limits the

contrast enhancement in the focused image. While analog geometric tomography allows for depth

localization and improved conspicuity by removing overlying structures, it is also limited by the fact

that only one fulcrum plane can be acquired at a time. This limitation could lead to an excessive

patient dose and exposure time during the acquisition of enough radiographic data to produce a

volumetric image [31].

Digital tomosynthesis improves upon analog geometric tomography in that it allows for any
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Figure 2.11: The possible motions available in a tomography system. Adapted from [32].

number of fulcrum planes or slices to be generated from a finite set of projection radiographs acquired

from a single motion of the x-ray source and detector. The reason for this improvement lies in the

technological advancements in both detector design and computer processing power. The switch

from screen-film to digital flat-panel detectors that were capable of producing high quality images

at rapid read-out represented a significant step toward the implementation of tomosynthesis. The

increase in computer processing power allows for the retrospective reconstruction and digital post-

processing for any number of planes [20, 31].

The conventional reconstruction algorithm used in digital tomosynthesis is the shift-and-add

algorithm (SAA). This algorithm creates a set of slice images from the summation of a set of shifted

projection images acquired at different orientations of the x-ray tube. Objects within the sample that

are at different heights above the detector will be projected at different positions on the detector as

the x-ray tube moves. It then becomes possible to shift and add images such that certain structures

in a plane are all lined up and are thus in focus and those structures in other planes are distributed

over the image and are blurred.

As seen on the left in Figure 2.12, a sample with two embedded objects labeled A and B is imaged

at three different x-ray tube locations. The right shows how either object may be brought into focus
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by shifting and adding the appropriate projection images. Notice how the structures outside the

fulcrum plane are spread or blurred across the resultant image.

Figure 2.12: (Left) Three Projection Image Acquisition. (Right) Shift-and-Add Reconstruction.
Adapted from [31]

Most tomosynthesis systems have the x-ray tube and detector moving anti-parallel to each other.

This motion guarantees that magnification in the focal plane remains constant in all projection im-

ages. However, there are certain acquisition geometries where this parallel motion is not maintained

such as that of a C-arm device. For this case, the motion of the x-ray tube and detector rotate

around the isocenter of the system. This type of motion is called an isocentric motion and shall be

used throughout the rest of this dissertation (see Figure 2.13).
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Figure 2.13: Isocentric Motion. Adapted from [31]

Isocentric motion poses two problems [31]:

• The image receptor is not traveling parallel to any plane within the object.

• The angle of the x-ray tube’s focal spot varies with respect to the plane being imaged.

These difficulties have been overcome by the development of the multiple projection algorithm [36].

Figure 2.14 shows the experimental set-up used in the description of the multiple projection algo-

rithm.

The point of rotation is located at the isocenter C and the tilt angle is labeled as α. This

configuration has projected line CA onto the image receptor forming image CiAi. The problem is

to convert the projected data of CiAi onto a horizontal surface parallel to the plane containing CA.

This projected horizontal surface contains the line segment ChAh and to perform this procedure is

the transformation equation

h =
id

d cosα− i sinα
(2.2)

where h represents the distance from the origin in the horizontal projection plane Ch, d is the

source-to-image (SID) distance, and i represents the distance from the origin in the image receptor
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Figure 2.14: Multiple Projection Algorithm. Adapted from [31].
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plane Ci with the origin defined as the projected locations of the isocenter C. This transformation

represents a stretching of the image data. For any angle α, it can be shown that the projected line

segment ChAh is constant and that there is no distortion of the projected line CA as a function of

angle. Thus, a series of transformed projection images may be added together to form a focused

plane of structures that contains the isocenter.

Should a focus plane not contain the isocenter, then a slightly different transformation is required.

In Figure 2.14, line segment QP in the plane at a distance a above the isocenter is to be the focus

plane. The steps to forming this focus plane is to

1. perform the h transformation as above,

2. shift the horizontal projection image by an amount equal to the line segment length ChQh,

3. adjust the scale of the projected and shifted data to account for the differences in magnification

as the system rotates.

These last two steps can be summarized together as a single equation:

r =

(

h− ad sinα

b cosα− a

)

(

1− a

b cosα

)

(2.3)

where r is the location in a fictitious plane containing QrPr of an object projected at location h in

the horizontal plane. As in the case of a plane containing the isocenter, the fictitious plane that

contains QrPr has the property that QrPr does not change its length as a function of α. Thus a

series of transformed projection images may be added to give a focus plane containing QP in the

object [31].
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III.1 Abstract

Purpose

Phase-contrast (PC) edge enhancement occurs at the boundary between different tissues and is

an interference effect that results from the differential phase-shifts that the x-rays acquire while

traversing the two tissues. While observable in planar phase-contrast radiographs, the impact of

digital tomosynthesis on this edge enhancement effect has not been previously reported. The purpose

of this work is to demonstrate: (1) that phase-contrast digital tomosynthesis (PC-DTS) is possible

with a conventional x-ray source, (2) that the reconstructed tomosynthesis images demonstrate and

retain edge enhancement as compared to planar phase-contrast radiographs and (3) tomosynthesis

improves object contrast by reducing the effects of superimposed structures.

Methods

An unmodified, commercially available cabinet x-ray system (Faxitron LX-60) was used. The sys-

tem contains a tungsten anode x-ray tube that was operated at 24 kVp and 3 mAs for each PC

radiographic image taken, with a nominal focal spot size of 0.010 mm. The digital detector uses

CsI\CMOS with a pixel size of 0.054 mm x 0.054 mm. Objects to be imaged were attached to a

computer-controlled rotating motor and are rotated ±25 ◦ about a central position in one degree

increments. At each increment, three phase-contrast radiographs are taken and then averaged to re-

duce the effect of noise. These planar images are then used to reconstruct a series of 56 longitudinal

tomographic images with an image offset increment of about 0.7 mm.

Results

Tomographic z-plane resolution was measured to be approximately 4 mm. When compared to planar

PC images, the tomosynthesis images were shown to retain the PC boundary edge enhancement in

addition to an improvement in object contrast.

Conclusions

Our work demonstrates that PC digital tomosynthesis retains the edge-enhancement observed in

planar PC radiograph and further improves soft-tissue conspicuity by reducing the effects of super-

imposed tissue structure.
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III.2 Introduction

A number of laboratories have previously reported the creation of planar phase-contrast radio-

graphs using a partially coherent x-ray beam from a conventional x-ray tube [1–6]. Planar phase-

contrast radiographs are characterized by an edge enhancement that results from differential phase

shifts that the x-ray beam experiences as it passes through different tissues. These differential phase

shifts lead to a characteristic edge enhancement at tissue boundaries due to the interference of the

original beam and the diffracted x-rays. In addition to the improved conspicuity provided by edge

enhancement, there is also considerable enthusiasm for phase-contrast imaging due to its potential

for improved sensitivity of soft-tissue mass detection. The potential for improved mass detection

sensitivity is due to the fact that the cross-section for the tissue phase shifts is approximately 1000

times greater than the absorption cross-section for x-ray energies within the range of 10 - 100 keV [7].

Due to the random three-dimensional nature of biological materials, planar phase-contrast ra-

diography often results in a complex and frequently confusing pattern of superimposed structures

and boundaries. The goal of our work was to demonstrate that phase-contrast radiography can be

combined with digital tomosynthesis to preserve boundary conspicuity due to the edge enhancement

and, in addition, minimize the confusion of superimposed structures.

The result of this work suggests that phase-contrast digital tomosynthesis deserves further in-

vestigation as a potentially new approach for improving soft-tissue lesion detectability in clinical

mammography.

III.3 Materials and Methods

The x-ray source used for our work was a conventional small focal-spot, tungsten anode x-ray

tube (Faxitron LX-60, Wheeling, IL). In this work, the tube was operated at 3 mAs and 24 kVp

with the tube potential being chosen from previous work performed by our group. The nominal

focal spot was 0.010 mm. The digital detector employed by this system uses CsI\CMOS elements

with 2048 pixels x 2048 pixels across a 110 mm x 110 mm field of view that results in a pixel size of

0.054 mm x 0.054 mm. Additional details about the x-ray system and detector have been previously

published by Donnelly et al [3].

Two phantoms were used in the study: the first phantom (Figure 3.1) was a 50 mm long, 13

mm diameter cylinder made from fiberglass resin (Bondo Corporation, Atlanta, GA) with three 2

mm diameter holes, approximately 15 mm, 17 mm, and 19 mm in length, drilled into one end. The
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second figure (Figure 3.2) phantom was a rectangular acrylic phantom (1 cm x 8 cm x 10 cm)with

a 1 mm diameter hole drilled into the 10 cm side. This phantom was used to determine the z-axis

resolution. Following the phantom measurements, image quality was assessed using a single head of

broccoli (Calabrese cultivar).

Figure 3.1: (Top) The cylindrical phantom used in the experiment. (Bottom) An enlarged, cross-
sectioned view of the cylindrical phantom.

Figure 3.2: The acrylic phantom used in determining the z-axis resolution of the system.

The cylindrical phantom (Figure 3.1) was attached to a computer-controlled rotating stage and

located at a source-to-object distance (SOD) of 155 mm. The detector had a source-to-image distance

(SID) of 554 mm. The phantom was rotated ±25 ◦ about a central position in one degree increments.
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At each degree increment, three phase-contrast radiographs were acquired and then averaged. The

50 averaged images were combined into one stack of images using ImageJ [8]. Images were then

processed by background subtraction and flat-field corrected using a uniform flood image. No other

image processing was done. A custom-written ImageJ code performed shift-and-add tomosynthesis

on the processed image stack [9].

Our experimental set-up involved a modified isocentric arrangement such that the phantom

rotates about an axis while the x-ray source and detector remain stationary (see Figure 3.3). This

Figure 3.3: The modified isocentric experimental set-up

set-up is equivalent to the more traditional isocentric arrangement of the x-ray source and detector

revolving synchronously about a fixed object (see Figure 3.4).

The ImageJ program processes the stack of phase-contrast radiographs and constructs an image

stack of tomographic planes within the phantom. To perform this computation, Kolitsi et al. derived

two formulas that were used in our tomosynthesis program [9]. The first formula for reconstructing

tomographic planes not passing through the center of rotation is given by

h =
rb cosω + ld sinω

b cosω − l
(3.1)

where h represents the distance from the projected location of the rotational center on the horizontal

projection plane, r is the location in a fictitious plane, b is the SOD, d is the SID, l is the phantom

plane height above the rotational center, and x represents the rotation angle. The second formula
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Figure 3.4: Traditional isocentric experimental set-up (Figure b adapted from Figure A1 in [9]).

for a tomographic plane that does pass through the center of rotation is

h =
id

d cosω − i sinω
(3.2)

where i is the distance from the projected location of the rotational center in the image detector

plane and the other variables are as defined above.

A. Z-axis Resolution

The longitudinal or z-axis resolution of the system was estimated from a series of tomosynthesis

reconstruction planes passing through a 1 mm diameter hole in the second rectangular phantom

(see Figure 3.2). The images were reconstructed using the same acquisition and reconstruction

parameters as described above. After tomographic plane image reconstruction, a region of interest

(ROI) was drawn at the center of the hole in each of the tomographic images and the averaged

intensity values were plotted as a function of distance along the z-axis.

B. Edge enhancement

The conspicuity of the phase-contrast edge enhancement relative to noise in the reconstructed

images was quantified using a modified form of the edge enhancement-to-noise ratio (EE\N) as given
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by Donnelly et al [10]. This modified EE\N is defined by the equation

modified
EE

N
=

T − F

σF
(3.3)

where T represents the minimum intensity value of the edge, F represents the average intensities of

12 adjacent background pixels, and σF is the standard deviation of the background.

C. Image contrast

To quantify image contrast improvement, we compared image contrast for the same object in

both the planar phase-contrast radiograph and the digitally reconstructed tomographic plane passing

through the object. The object chosen was one of the 2 mm diameter holes within the first phantom.

Identical rectangular ROIs were drawn over the image of the hole (I) and then over the adjacent

background (B), first in the digitally reconstructed tomographic image and then in the planar image.

Image contrast for each type of image was calculated using the equation

|I −B|
I+B
2

x 100%. (3.4)

III.4 Results

A. Z-axis resolution

Images orthogonal to the beam direction were reconstructed at a center-to-center increment of

0.7 mm. The average intensity value from a rectangular region placed within the 1 mm hole was

calculated and plotted as a function of distance along the z-axis (see Figure 3.5).

The full-width-at-half maximum (FWHM) of the intensity was used to estimate the spatial

resolution along the z-axis. The FWHM was measured to be approximately 4.0 mm. Since we did

not take into account the blurring effect of the 1 mm hole diameter, the true resolution is somewhat

less than 4.0 mm.

B. Edge enhancement

The ImageJ tomosynthesis reconstruction program produced a series of 56 longitudinal tomo-

graphic images (perpendicular to the x-ray beam) reconstructed with an image offset increment of

about 0.7 mm resulting in a total volume depth of 39 mm. To illustrate the combined tomographic
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Figure 3.5: Plot of the single, averaged intensity values from the tomosynthesis reconstruction that
was used in determining the spatial resolution of the system.

and phase-contrast effect, we have chosen one reconstructed image plane at a depth corresponding

to the location of the center of one of the three cylindrical holes. Figure 3.6 and Figure 3.7 are the

reconstructed plane and the corresponding intensity profile plot (averaged over 18 adjacent lines).

From this profile plot, the phase-contrast edge enhancement is evident at the boundaries of the hole;

however, note that the out-of-plane hole shows no edge enhancement.
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Figure 3.6: The reconstructed tomosynthesis image and the bottom is the intensity profile plot
illustrating phase-contrast edge enhancement and their location in the image.

Figure 3.7: A magnified view of the phase-contrast edge enhancement.
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For comparison, Figure 3.8 and Figure 3.9 shows the corresponding planar phase-contrast radio-

graph and intensity profile. Note that with the planar phase-contrast image, edge enhancement is

also present for the out-of-plane holes (edges a and d).

Figure 3.8: This is the phase-contrast radiographic image obtained from averaging three planar
radiographs. The intensity profile plot below shows the location of four edge enhancement effects
and their location on the radiographic image.

The tabulated results of modified EE\N of edges B and C for both the planar phase-contrast

image and the reconstructed tomographic images are given below:

Table 3.1: EE\N

Figures B C
Tomographic 21.3 17

PC Radiographic 3.14 7.22

These results illustrate that edge enhancement is retained in the reconstructed tomographic

images and may also be more conspicuous than that in planar phase-contrast radiographs primarily
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Figure 3.9: A close-up view of the edge enhancement effects. The capital letters will be used in
a comparison of the modified EE\N values for the tomographic reconstruction images and this
radiograph.

due to the reduced noise level that results from utilizing all 51 images to create each tomographic

slice.

C. Image contrast

It is well known that digital tomosynthesis can improve image contrast by reducing the effect of

overlying structures. In an attempt to quantify contrast improvement in a phase-contrast tomosyn-

thesis image relative to planar phase-contrast radiographs, image percent contrast was defined as the

relative difference of the averaged intensities between two objects (holes 1 and 2 in Figure 3.10 and

Figure 3.11) in the planar phase-contrast radiograph and in the reconstructed image.
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Figure 3.10: The phase-contrast radiographic image showing the two selected holes used in calcu-
lating the relative differences for this image.

The tabulated results are shown below:

Table 3.2: Image Contrast

Image Percent Contrast
Tomographic 14.1

PC Radiographic 7.02

The results show an approximate factor of two improvement in the object contrast from the

tomosynthesis reconstructed image relative to the planar radiograph.

D. Phase-contrast tomosynthesis in complex objects

We illustrate phase-contrast digital tomosynthesis when applied to a more complex, three-

dimensional body such as a head of broccoli. Figure 3.12 is the planar phase-contrast radiograph and

Figure 3.13, Figure 3.14 and Figure 3.15 are three reconstructed tomosynthesis images reconstructed

at three different planes within the piece of broccoli.
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Figure 3.11: The reconstructed tomosynthesis image plane also showing the same two selected holes
used in calculating the relative differences for this image.

The right-most arrow in Figure 3.12 points to two stalks that are completely superimposed.

Figure 3.13 is a reconstructed image passing through the right-most stalk while the left stalk is

completely blurred into the background intensity. The left arrow in Figure 3.12 points to a bulb

that is completely superimposed by multiple bulbs. Figure 3.14 is a reconstructed slice through one

of the superimposed bulbs. Figure 3.15 illustrates another in-focus bulb. The phase-contrast edge

enhancement manifests itself as dark lines at the boundaries of the broccoli stalks and bulbs.

In Figure 3.16, we illustrate that edge enhancement is also retained in the reconstructed image

of a broccoli bulb. Figure 3.16 shows a rotated, magnified view of Figure 3.13. The intensity profile

from the rectangular ROI shown in Figure 3.16 illustrates the edge enhancement observed at the

boundaries labeled A and B in the figure.
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Figure 3.12: The phase-contrast radiographic image.
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Figure 3.13: Plane where three broccoli stalks are in focus.

57



Figure 3.14: Plane where a row of broccoli buds are in focus.
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Figure 3.15: A single broccoli bud in focus.
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Figure 3.16: (Top) A magnified and rotated view of the bottom left image in Figure 3.14 with a
ROI drawn across the boundary of a single, in-plane broccoli bulb. (Bottom) The intensity profile
plot of the ROI. The letters in the image correspond to the letters in the profile.
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E. Radiation exposure

It should be noted that our experimental set-up does not utilize a clinical mammography system

and the radiation exposure measured does not necessarily reflect exposure in a clinical setting. At

a technique of 24 kVp, 3 mAs and a 0.025 mm Mo filter with a HVL of 0.18 mm Al, the average

entrance skin exposure for our system was measured to be 1280 mR per image. The total exposure

for a complete tomosynthesis procedure would be approximately equal to the product of the single

exposure and the number of angular increments used. At this point we have made no attempt to

address dose reduction by either reducing the number of angular increments or by a reduction in the

mAs per image. Dose reduction is a focus of our continuing development research. It should also be

stressed that the HVL of our system is considerably lower than for a conventional mammography

system (0.30 to 0.45 mm Al) and results in a somewhat higher entrance skin exposure value than

clinical systems operated at the same kilovolt (peak) [11].

III.5 Conclusions

In this work, we have demonstrated that by combining phase-contrast effects with digital to-

mosynthesis, one can both preserve phase-contrast edge enhancement and improve object contrast.

It has been reported previously that edge enhancement in planar phase-contrast radiographs of

breast tissue provides significantly enhanced soft tissue conspicuity when compared to conventional

planar mammography [12–14]. Independently, studies comparing digital tomosynthesis to conven-

tional planar mammography have also shown a significant increase in diagnostic information [15, 16].

Based on our measurements of the entrance skin exposure, we believe that the dose would be compa-

rable to conventional mammography [17]. Thus, we feel that this work has established the feasibility

of phase-contrast digital tomosynthesis providing an improved method of breast imaging.
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Chapter IV

Corrosion Evaluation with
Phase-Contrast Imaging

IV.1 Introduction

Corrosion is a deterioration of a material by chemical or electrochemical processes that causes the

thinning of aircraft structure skins leading to a degradation of structural integrity and is a significant

issue in the aging United States Air Force fleet. Aircraft such as the KC-135 and B-52 have been

in use for over 50 years and have an average fleet age of 42 years [1]. Corrosion is not only an issue

with older aircraft but can be a significant problem in newer aircraft due to harsh environmental

conditions encountered. In fiscal year 2004, corrosion cost the Air Force 1.5 billion dollars [2]. Much

of this cost is due to scheduled maintenance activities that often require the stripping of paint from

the aircraft or the complete disassembly into component parts for inspection. These maintenance

activities are time consuming and result in an aircraft being out of service from months to over

a year. The ability to detect corrosion within an aircraft without disassembly is the main goal of

non-destructive evaluation (NDE).

There are five common methods of NDE [3–5]:

• Visual Imaging: This is performed whenever the aircraft surface is visible by sight or to imag-

ing equipment such as digital cameras or a magnifying glass. This method is fast, easy to

accomplish, provides whole-field imaging and is low cost. However, problems with this method

arise when there exist inaccessible regions within the aircraft to be inspected, variations in the

surface quality, different lighting conditions and issues related to inspector variability. The

inability of visual inspections to penetrate through the surface coatings is its major drawback.

• Ultrasonic Imaging: This method is probably the oldest and one of the most commonly used
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method of NDE available. It requires the insertion of mechanical vibration energy, through

contact or non-contact means (via laser-ultrasonics or electromagnetic acoustic transducers),

into the aircraft substrate in the form of acoustic waves that propagate through the substrate.

The aircraft structure is assessed by monitoring the speed of these waves as they propagate

through the material where any localized cracks or corrosion would cause the acoustic waves

to scatter. Ultrasound imaging can provide area inspection coverage and, depending on the

frequency and energy level used, can obtain spatial resolutions of 10s of microns and have loss

level sensitivities of 5 - 10%. However, they are time consuming, somewhat complicated to

set-up and operate and require a highly trained inspector.

• Electromagnetic or Eddy Current Imaging: This is the major method of choice for detecting

corrosion in aircraft structures. In this method, a probe or coil generates a localized ac elec-

tromagnetic field that is transmitted into a part of the aircraft structure and then detects that

part’s response due to the induced eddy currents. Defects such as corrosion and cracks perturb

the eddy current and are picked up as an impedance and phase variation in the probe circuit.

The advantages of the eddy current method are the capability to detect damage in thick,

metallic, multi-layered structures and complex geometry structures as well as its robustness

to variations in paint thickness, rivet heads and surface warping. However, like ultrasound

imaging, this method is time consuming, complicates measurement procedures and typically

requires a highly trained inspector. Also, the detection sensitivity and spatial resolution levels

do no approach the levels as found in ultrasonic imaging.

• Thermographic Imaging: This is a relatively new NDE method that utilizes the thermal dif-

ferences between the corrosion and the surrounding substrate due to the different thermal

emissivities and diffusion rates. These differences can be imaged using infrared cameras and

are recorded as variations in the image brightness. Thermographic imaging has the advantage

of being a rapid, non-contact technique of detecting corrosion through the aircraft paint. While

it is particularly useful in detecting large, near-surface corrosion areas, deeper or multi-layered

regions would typically require computer enhancement.

• Radiographic Imaging This is another traditional NDE method where the x-ray energy inter-

acts with the material and the corrosion is measured as a change in the thru-transmission

material density level and provides a local measurement of the material loss. The large-area

and real-time inspections are advantageous to this method but concerns about the lack of

access to both sides of the component in question, the cost of inspection may be higher than
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the other NDE methods and possible hazardous radiation conditions still limit its widespread

use.

In this chapter, phase-contrast radiography will be shown as a potential NDE method that

is more sensitive to corrosion than attenuation radiography. In addition, phase-contrast digital

tomosynthesis (PC-DTS) will be shown to provide corrosion depth information that is not obtainable

from the previously mentioned radiographic methods. Using engineered and actual corrosion samples

provided by Positron Systems Inc. and Wyle Labs, different radiographic images will be taken and

the contrast ratio (CR), contrast-to-noise ratio (CNR), edge enhancement index (EEI) and the

edge enhancement-to-noise ratio (EE/N) will be measured and compared. The PC-DTS volumetric

images will also be obtained using both types of corrosion samples.

IV.2 Materials and Methods

Three corrosion phantoms were obtained:

• a 1/8 inch thick aluminum, engineered corrosion phantom with different geometric patterns of

0.0038 inch thick aluminum oxide (see Figure 4.1) was obtained from Positron Systems Inc.

This phantom had a circular area of radius 1 inch centered on the phantom’s midpoint milled

down to an approximate thickness of 0.022 inches,

• a 1/8 inch thick aluminum, engineered corrosion phantom (labeled as 3C) similar to the one

above except that it did not have a 1 inch radius circular area milled from the back and the

aluminum oxide thickness was 0.0046 inches,

• 2 halves of an aluminum lap joint (each 1 mm x 98 mm x 76 mm) with natural corrosion (see

Figure 4.2), from exposure to the natural environment at Hickam Air Force Base in Honolulu,

Hawaii for one year, was obtained from Wylie Laboratories.

The milled aluminum phantom was utilized in various experiments to determine the operational

system parameters while phantom 3C and the aluminum lap joint were used in the effectiveness of

digital tomosynthesis in the determination of corrosion depth.

The x-ray source used for this investigation was a TFX-3125 EW dual focal spot, tungsten anode x-

ray tube (Tru-Focus Corp., Watsonville, CA). The focal spot used throughout the investigation has a
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Figure 4.1: (Left) Photograph of aluminum oxide phantom. (Right) Dimensions of the different
aluminum oxide patterns (inches).

nominal size of 0.010 mm. The digital detector employed uses a flat panel with amorphous selenium

technology (SMAM II, Anrad Corporation, Quebec, Canada). The active area of the imager is 30.4

cm x 23.9 cm (3585 x 2816 pixels) with a pixel pitch of 0.085 mm.

Contrast as a Function of the Operational X-ray Tube Energy for Attenuation Radiography

Since the attenuation coefficients vary as a function of x-ray photon energy, the relative differ-

ences between aluminum and aluminum oxide will increase at lower energies and decrease at higher

x-ray photon energies where the x-rays are more penetrating. Thus, the first goal was the determi-

nation of an operational x-ray tube energy that would provide the maximum separation based upon

attenuation differences of aluminum and aluminum oxide. To quantify the separation, we used the

contrast ratio (CR) defined as

CR =

∣

∣

∣

∣

IAl2O3
− IAl

IAl

∣

∣

∣

∣

(4.1)

where IAl2O3
is the averaged x-ray intensity within the 0.5 inch circular aluminum oxide region

and IAl is the averaged x-ray intensity within an equivalent thickness aluminum region without the

aluminum oxide. The experimental set-up utilized a geometrical magnification factor of 3.8, an x-ray

tube power output of 20 watts, no additional external filtration and a seven second exposure time.

A range of peak kilovoltage values (from 20 - 120 kVp in 10 kVp increments) were used. At each

kVp, three individual radiographs were obtained, averaged together and the CR was determined
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Figure 4.2: Disassembled aluminum lap joint with naturally formed corrosion provided by Wyle.
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after applying a 2 pixel radius median filter to the resultant image. The area of aluminum oxide

used to determine the contrast ratio was from the 0.5 inch diameter circle. A rectangular region-of-

interest (ROI) (118 pixels x 108 pixels) was placed in the circle and the average intensity value was

found. Similarly, an identical ROI was drawn in the aluminum region close to the 0.5 inch diameter

circle and the average intensity value was found in this region. Once the maximum value of CR was

found, the study was repeated again by investigating the CR values within a 10 kVp region in 1

kVp increments around the voltage with the maximum CR value.

Contrast as a Function of Selected Beam Filter Materials for Attenuation Radiography

A conventional x-ray tube produces a polychromatic x-ray beam that contains a distribution

of x-ray photons at different energies. This distribution of x-ray photons may be plotted against

x-ray energy to create an x-ray spectrum. It may be undesirable to the final image formation to

have certain x-ray energies present within the x-ray beam. Therefore, the second goal was the

determination of an operational x-ray spectrum. The experimental set-up was unchanged from

before, however the x-ray tube voltage was fixed at 20 kVp based upon the results from II.A. For

this goal, three external elemental filters were used

• Al (0.5 mm thick)

• Cu (0.1 mm thick)

• Mo (0.025 mm thick)

Aluminum and copper tend to shift the mean energy of the x-ray beam higher by attenuating

the lower energy x-rays due to their lower K-edges (1.56 keV and 8.98 keV respectively) while

molybdenum tends to have the opposite effect since its K-edge is higher (19.9 keV). In addition

to these individual filters, a combination filter composed from the single Al filter and the single

Mo filter was also used. A simulated mammography spectrum and the associated effective energy

(assuming peak tube voltage of 20 kVp, air kerma of 1 Gray and an inherent beryllium filtration

thickness of 0.254 mm) was obtained for all four external filters as well as from no external filter

and is shown in Figure 4.3 [6]:
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Figure 4.3: Simulated Mammography Spectrum for External Filters (abscissa in keV and ordinate in
number of photons per mm2 per keV): (Top) No external filter. (Middle Left) 0.5 mm Al. (Middle
Right) 0.1 mm Cu. (Bottom Left) 0.025 mm Mo. (Bottom Right) Combination of Al and Mo Filters.
Abscissa has 0.5 keV bin size for all spectra. Adapted from [6].
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For each individual filter or the filter combination, six individual radiographs were obtained,

averaged together and a 2 pixel radius median filter was applied. Using the same quantifier as

before, the CR was measured using the same rectangular ROI and oxide pattern as in II.A.

Contrast-to-Noise Dependence on Photon Numbers

Even with excellent contrast, the image noise may make a small object undetectable. Image

noise is basically a function of the x-ray tube flux which is directly proportional to number of x-ray

photons (N) or to the product of the tube current (mA) and the exposure time (s). Thus, the third

goal was the determination of the dependence of the image noise on mAs. The experimental set-up

consisted of a geometrical magnification of 3.8, a 20 kVp x-ray tube voltage (20 watt output) with a

single Mo filter (0.025 mm thick) and a seven second exposure time. 225 images with different mAs

values (starting from 7 mAs to 1575 mAs in multiples of 7 mAs) were obtained and a 2 pixel radius

median filter applied to each. After each median-filtered image, the contrast-to-noise (CNR) was

calculated. A rectangular ROI (148 pixels x 146 pixels) was drawn inside the 0.5 inch diameter circle

and the average intensity values was found. Similarly, an identical ROI was drawn in the aluminum

region and the average intensity value was found as well as the standard deviation that was used to

represent the noise value. The CNR is determined from the equation as

CNR =
|IAl2O3

− IAl|
σAl

(4.2)

where IAl2O3
is the intensity in the 0.5 inch diameter circular aluminum oxide region, IAl is the

intensity in an analogous aluminum region and σAl is the standard deviation of the noise inside that

analogous aluminum region.

Determination of Geometrical Settings for Phase-Contrast Radiography

As discussed in Chapter 1, two important parameters necessary for the formation of an edge en-

hancement are the appropriate source-to-object and object-to-image distances. The source-to-object

distance (SOD or sometimes R1) allows room for the incoming x-ray wave to obtain sufficient spatial

coherence and the object-to-image distance (OID or sometimes R2) allows room for the interference

effect to occur. Therefore, the fourth goal was the determination of these geometrical settings nec-

essary for maximum phase contrast edge enhancement effects. Throughout this experiment, the

x-ray tube voltage was set to 20 kVp (20 watt output) with a seven second exposure and no added

filtration. In order to determine the operational SOD, the OID was fixed at one meter and 12

radiographs were obtained at each of the 0.25 meter SOD increments beginning with the x-ray tube
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at the surface of the sample to the maximum SOD of about two meters. The twelve radiographs

were then averaged together and a 2 pixel radius median filter was applied. The phase contrast edge

enhancement was measured using the edge-enhancement index (EEI). The EEI is determined by

EEI =

(P−T )
(P+T )

(H−L)
(H+L)

(4.3)

where P represents the peak value, T represents the trough value, H represents the higher inten-

sity side and L represents the lower intensity side (see Figure 4.4).

Figure 4.4: Graphical representation of the variables used in the determination of the EEI. Adapted
from [7].

The H and L values were determined from an average of 20 pixels on each side. Three separate

ROI (each 111 pixels x 26 pixels) were drawn on the 0.50 x 0.25 inch aluminum oxide rectangle

and the EEI was evaluated for each ROI. The corresponding SOD to the maximum EEI will be the

operational SOD. This particular SOD value was now fixed and the OID was then determined. This

was done by obtaining 12 radiographs at each of the 0.25 meter OID increments beginning with the

sample at the surface of the x-ray detector to the maximum OID of about two meters. Three EEI

values were measured with three similar ROI (each 111 pixels x 26 pixels) at different locations on
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the same 0.50 x 0.25 inch aluminum oxide rectangle for each OID increment. The corresponding

OID to the maximum EEI will be the operational OID.

Determination of the Total Rotational Arc and Step Angular Increment for Digital

Tomosynthesis

All previous experiments have used a two dimensional image obtained from a three dimensional

object and any spatial information about the third dimension has been lost. Digital tomosynthesis

allows for this lost spatial information to be obtained. Two necessary parameters used in digital

tomosynthesis are the total rotational arc and the step angular increment. Thus, the sixth goal

was the determination of both the total rotational arc and the step angular increment for use in

digital tomosynthesis reconstruction. The total rotational arc governs the effective slice thickness in

a digital tomosynthesis reconstruction and the step angular increment governs the amount of out-

of-plane blurring present in the reconstructed digital tomosynthesis slices. To determine the total

rotational arc, the experimental set-up consists of an SOD = OID = 75 cm, 20 kVp tube voltage

(20 watt output) and a seven second exposure. A total of four phase contrast radiographs were

taken at every 1 ◦ rotation and then were averaged together. Using a comparable total rotational

arc to that found in clinical settings, this was repeated over a cumulative 22 ◦ rotational arc. These

23 averaged phase contrast images were then combined into a stack of images through the program

ImageJ [8]. Images were then processed by background subtraction and flat-field corrected using a

uniform flood image and a 2 pixel radius median filter was then applied. A custom-written ImageJ

plugin performed shift-and-add tomosynthesis on the processed image stack [9]. Tomosynthesis

reconstructions were obtained for rotational arcs from ±1 ◦ to ±11 ◦ (with respect to the central

image) in ±1 ◦ increments. For each reconstruction, the total rotational arc was determined from

the CR values obtained from a rectangular ROI (156 pixels by 17 pixels) on the 0.50 x 0.25 inch

aluminum oxide rectangle. To determine the step angular increment, a 15 image subset of the

previous image data set was used. From this data set, images were selectively removed before

tomosynthesis reconstruction. This selective removal consisted of removing an image at every other

degree, removing two images for every two degrees, removing three images for every three degrees,

etc. until all that remains is the central image and two extreme images. After each reconstruction,

the contrast ratio was calculated as before to determine the operational value of the two parameters.

Digital Tomosynthesis of Phantom 3C

To validate the design parameters previously determined in II.A - II.E for a thicker sample of

aluminum and to test the effect of sample thickness on the EEI, phase-contrast digital tomosynthesis
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was performed on the aluminum corrosion phantom 3C. The experimental set-up consists of a SOD

= OID = 75 cm, an x-ray tube voltage of 40 kVp, a 14 ◦ rotational arc, and total mAs of 7875.

A total of one hundred phase-contrast radiographs were taken at every 1 ◦ rotation and then were

averaged together. These averaged phase contrast images were then combined into a stack of images

through the program ImageJ. Images were then processed by background subtraction and flat-field

corrected using a uniform flood image. A custom-written ImageJ plugin performed shift-and-add

tomosynthesis on the processed image stack and a 2 pixel radius median filter was then applied. To

evaluate the edge enhancement effect on the thicker engineered corrosion phantom, a rectangular

ROI (65 pixels x 33 pixels) was created on the edge of the 0.125 inch square aluminum oxide pattern

and the EEI and EE/N were measured as a function of step angular increment.

Additionally, using digital tomosynthesis, the depth of the corrosion was approximately deter-

mined based upon where the outlines of the corrosion come into focus in the reconstructed volumetric

images. A tomosynthesis reconstruction consisting of 21 image slices (representing a total volume

depth of 17.85 mm with an image offset of 0.85 mm) through phantom 3C was made. By defining the

tomosynthesis reconstructed slice spacing as 10 pixels in the ImageJ tomosynthesis reconstruction

program, the depth of the corrosion was calculated as:

Corrosion Depth = (Number of Slices) ∗ (Slice Spacing [pixels]) ∗ 0.085 mm

1 pixel
(4.4)

Alternatively, another method of approximating the corrosion depth was found by using the

same tomosynthesis data set but utilized a reconstruction through a cross-section of sample 3C (see

Figure 4.5). After counting the distance from the smooth surface (with 3C etched on it) to the point

of maximum concavity, multiply this value by the pixel/linear dimension relationship and the result

is the approximate corrosion depth.

Phase-Contrast Radiography of an Aluminum Lap Joint

To validate the preceding results in the natural corrosion phantom, a planar phase-contrast

radiograph of the natural corrosion phantom was compared to the planar attenuation radiograph of

the natural corrosion phantom. The acquisition of the planar phase-contrast and planar attenuation

radiographs were performed on two separate aluminum halves of a lap joint: one labeled 2555 and

the other 2708. The experimental technique used in obtaining both of the planar phase-contrast

radiographs consisted of an x-ray tube voltage of 35 kVp, a total mAs of 173.25 and a SOD = OID =

75 cm. A total of fifty planar phase-contrast radiographs were taken for each half and then averaged
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Figure 4.5: Sample 3C tomosynthesis slice showing the level where the cross-section was taken.

together. These averaged planar radiographs then had a 2 pixel radius median filter applied to them.

For the acquisition of the planar attenuation radiographs, the same experimental parameters were

used except for a change in the SOD and OID. The attenuation SOD was changed to 150 cm and

the OID was set to 0 cm. Once obtained, the planar attenuation radiographs were averaged together

and had a 2 pixel radius median filter applied to them.

The second part is to obtain a planar phase-contrast radiograph of the combined halves of an

aluminum lap joint. The experimental technique used in the phase-contrast acquisition consisted

of an x-ray tube voltage of 45 kVp, a total mAs of 175 and a SOD = OID = 75 cm. A total of

one hundred planar phase-contrast radiographs were obtained and averaged together with a 2 pixel

radius median filter applied to them.

Three rectangular ROI (182 pixels x 122 pixels) were placed in the corrosion and the non-corrosion

areas of the planar phase-contrast radiograph and the average intensities of each were measured.

Similarly, three rectangular ROI were placed in the corrosion and non-corrosion areas of the planar

attenuation radiograph and the average intensities of each were measured. The CR of each area in

both planar radiographs were calculated.

Phase-Contrast Digital Tomosynthesis of an Aluminum Lap Joint

In this section, the combined halves of the aluminum lap joint were used as the object in a digital

tomosynthesis reconstruction. The experimental technique consisted of an x-ray tube voltage of 45

kVp, a mAs of 7000, a SOD = OID = 75 cm and a 80 ◦ total rotational arc where the phase-contrast
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radiographs were acquired in 2 ◦ angular increments. At each angular increment, one hundred

planar phase-contrast radiographs were acquired and averaged together. The 40 averaged images

were combined into a stack of images through the program ImageJ. Images were then processed

by background subtraction and flat-field corrected using a uniform flood image. A custom-written

ImageJ plugin performed the shift-and-add tomosynthesis reconstruction on the processed image

stack and a 2 pixel radius median filter was then applied. The tomosynthesis reconstruction produced

a volumetric image stack of 51 images (resulting in a total volume depth of 21.675 mm with an image

offset of 0.425 mm). Another custom-written ImageJ plugin performed a corrosion slice location

analysis based upon the assumption that the tomosynthesis slice with the greatest pixel standard

deviation will occur on the corrosion level and then return this slice number.

IV.3 Results

Contrast as a Function of the Operational X-ray Tube Energy for Attenuation Radiography

From Figure 4.6, the maximum contrast ratio occurs at 20 kVp. As would be expected, the

optimum kVp is likely to be the lowest available because of the rapid increase of the mass attenuation

coefficient as a function of decreasing photon energy.

Figure 4.6: The contrast ratio as a function of kVp determined using the 0.5 inch diameter circle.
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Contrast as a Function of Selected Beam Filter Materials for Attenuation Radiography

The same aluminum oxide area and an equal area of aluminum were used to determine the

contrast ratio for each individual filter and the filter combination. Table 4.1 shows the contrast

ratio as a function of external filtration and the greatest CR value occurs when there is no external

filtration added.

Table 4.1: Contrast ratio values from the 0.5 inch diameter circle obtained at 20 kVp.

Filters Contrast Ratio Effective Energy [keV]
No external filter 0.086 ± 0.013 10.6

1 Mo 0.051 ± 0.013 13.7
1 Al 0.027 ± 0.012 14.9

1 Al and 1 Mo 0.026 ± 0.012 15.9
1 Cu 0.019 ± 0.006 10.6

Contrast-to-Noise Dependence on mAs

Noise can be reduced by increasing the number of x-ray photons passing through the object and

can be achieved by increasing the tube current and/or increasing the exposure time. Since the image

noise is proportional to the
√
mAs and the image contrast difference is proportional to mAs, then

CNR is proportional to the
√
mAs as is seen in Figure 4.7.

Determination of the Optimal Geometrical Settings for Phase Contrast Radiography

The average EEI values are shown in Figure 4.8:

From Figure 4.8, there is a rise in EEI with increasing SOD distance as expected since increasing

the SOD will provide a more coherent x-ray wavefield impinging upon the object as noted from

equation (1.10) in chapter 1. Beyond the 75 cm distance, there is a decrease in EEI due to the

inability to define the EEI at low flux due to noise. For a fixed OID of 1 meter, the operational EEI

was taken to be at 75 cm. Note: At 0 cm, no geometric oxide patterns were found in the radiograph

and an undefined value was assigned for that EEI.

Having obtained the operational SOD, the operational OID was obtained in a similar manner.

The EEI values are shown in Figure 4.9:
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Figure 4.7: The contrast-to-noise ratio as a function of mAs for the 0.5 inch diameter circle.

Figure 4.8: The EEI versus SOD at 25 cm intervals.
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Figure 4.9: The EEI versus OID at 25 cm intervals.

For a fixed SOD of 75 cm, the EEI increases as the OID increases. This is due to the greater

propagation distance for the x-ray wavefield to generate the necessary interference effects between

x-ray waves of different phase shifts. The EEI goes down after 100 cm probably due to the divergence

between the refracted and original x-ray waves while the high EEI value at 150 cm is likely due to

noise from low flux. While the largest EEI value occurs at the 100 cm OID, the operational value of

OID was chosen to be 75 cm due to the smaller uncertainty in the EEI at this distance. Note: At 0

and 25 cm, no geometric oxide patterns were found in the radiographs and an undefined value was

assigned for both EEIs.

Determination of Total Rotational Arc and Step Angular Increment for

Digital Tomosynthesis

From previous experiments, the total rotational arc was taken to be 22 ◦. For the step angular

increment, the more angles that are used in the tomographic reconstruction then the lower the image

noise that will be present in the volumetric image. Thus the step angular increment should be 1 ◦;

however, due to the acquisition time in obtaining 1 ◦ increments, a 2 ◦ step angular increment was

chosen instead.
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Digital Tomosynthesis of Phantom 3C

The surface of the object with no corrosion (labeled 3C) is defined to be at 0.0 mm (see Fig-

ure 4.10).

Figure 4.10: Phantom Surface 3C at 0.0 mm. Note: The vertical line is the result of the butt-joint
of the Anrad detector.
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With the number of slices until the geometric corrosion comes into focus as 4 and the tomosyn-

thesis reconstructed slice spacing as 10 pixels, it was calculated from equation (4.4) that the depth

of the corrosion pattern is at 3.40 mm (see Figure 4.11). This corresponds to the known thickness

of the engineered corrosion phantom (1/8 inch or 3.175 mm).

Figure 4.11: Corrosion Surface of Phantom 3C at 3.40 mm. Note: The vertical line is the result of
the butt-joint of the Anrad detector.
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The alternative method for approximating the corrosion depth produced the Figure 4.12:

Figure 4.12: Reconstructed cross-section used in approximating corrosion depth in sample 3C. Note:
The white arrows show the location of the 3C surface and the blue arrows show the location of the
maximum concavity with respect to the 3C surface.

From the reconstructed cross-section, the distance from the 3C surface (white arrows) to the

maximum concavity (blue arrows) is approximately 80 pixels and with 1 pixel equal to 0.0425 mm,

the approximate corrosion depth is 3.4 mm. Again, this corresponds to the known thickness of the

engineered corrosion phantom (1/8 inch or 3.175 mm).
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Phase-Contrast Radiography of an Aluminum Lap Joint

The attenuation radiograph of plate 2555 is shown in Figure 4.13:

Figure 4.13: Attenuation Radiograph of Plate 2555.

and the phase-contrast radiograph of plate 2555 is shown in Figure 4.14:

Figure 4.14: Phase-Contrast Radiograph of Plate 2555.
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The calculated CR values from Figure 4.15 and Figure 4.16 are shown in Table 4.2:

Table 4.2: CR Values of Plate 2555

Phase-Contrast Attenuation
0.0109 ± 0.0007 0.0104 ± 0.0012

Upon closer inspection of a similar area between the two middle holes on the right hand side,

spatial resolution appears to be better in the planar phase-contrast corrosion radiograph than in the

planar attenuation corrosion radiograph:

Figure 4.15: Plate 2555 Attenuation Radiograph. Note: The horizontal line is a row of saturated
pixels
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Figure 4.16: Plate 2555 Phase-Contrast Radiograph. Note: The horizontal line is a row of saturated
pixels
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The combination of plate 2555 and plate 2708 provides a lap joint. The phase-contrast radiograph

of the lap joint is shown below in Figure 4.17:

Figure 4.17: Plate 2555 and Plate 2708 Lap Joint. Note: the diagonal line is not corrosion but is a
scratch in the plate 2708.
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Phase-Contrast Digital Tomosynthesis of an Aluminum Lap Joint

The corrosion was found to be in-focus on the 26th image (see Figure 4.18):

Figure 4.18: Reconstructed Tomosynthesis Slice Number 26
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IV.4 Conclusions

In the determination of the operational x-ray tube energy, the value of 20 kVp was found to

provide the greatest CR due to the increase in the total cross-section scattering experienced at lower

x-ray energies. For the operational energy bandwidth, it was determined that the CR was better

for no external filter than for any filter or filter combination involved. The impact of mAs on image

noise showed that as the mAs increased, the CNR also increased because mAs ∝ N, contrast ∝ N and

σ ∝
√
N , then CNR ∝

√
N ∝

√
mAs. The geometrical settings of SOD and OID were determined

to provide the necessary distance to obtain the partial spatial coherence for the incoming x-ray

wavefield and the necessary propagation distance to obtain an interference effect on the detector

respectively. The operational values chosen for the geometrical settings are SOD = OID = 75 cm.

The total rotational arc was chosen to be 22 ◦ based on previous experiments and the step angular

increment was chosen to be 2 ◦ in order to reduce acquisition time. From Table 4.2, imaging of the

individual aluminum lap joint sections using phase-contrast radiography seems to provide a better

CR compared to the attenuation radiography. This result is most likely due to the better spatial

resolution found in phase-contrast radiography. Digital tomosynthesis also has the potential to

provide corrosion depth information as shown in section III.F. Using either the brute force method

of physical counting the reconstructed slices or the cross-section reconstruction method, one can get

an approximate depth of the corrosion. Also, using the assumption that the corrosion level will have

the greatest standard deviation in pixel values, it is possible to find which reconstructed tomographic

slice contains the corrosion as was shown in section III.H.

Chapter 4 has shown one extension of the phase-contrast digital tomosynthesis (PC-DTS) imag-

ing method developed in chapter 3. Originally, PC-DTS was intended as a novel medical imaging

technique; however, this chapter has shown that PC-DTS has the potential to be successfully applied

to imaging in the aerospace industry. It also has the strong possibility of being a useful imaging tech-

nique to other parts of the industrial sector where non-destructive imaging or evaluation is highly

desirable. The flexibility of PC-DTS can be extended beyond that reported in this dissertation when

attached to a mobile C-arm like structure to image irregularly shaped or extended objects. However,

to fully exploit PC-DTS, it is crucial to not only have a micro-focal spot x-ray source but to have the

geometrical distances necessary for edge-enhancement to occur. As seen in Figures 4.8 and 4.9, there

are distances where there were no corrosion patterns seen. Thus, PC-DTS can not be used with

arbitrary SOD and OID distances. Also, the sensitivity of EEI to noise was noticed in this chapter.

From equation 4.3, noise in an image may affect the factors in the numerator, denominator or both.
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For example, if noise were to affect the peak or trough values in the numerator, this could result in

a larger or smaller EEI value than would be expected. Likewise, structural noise may influence the

denominator by altering the average values from the high and low areas of Figure 4.4.
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V.1 Abstract

Purpose

The purpose of this work is to 1) demonstrate laboratory measurements of phase shift images derived

from in-line phase-contrast radiographs using the Attenuation-Partition Based Algorithm (APBA)

of Yan et al., 2) verify that the APBA reconstructed images obey the linearity principle, and 3)

reconstruct tomosynthesis phase shift images from a collection of angularly-sampled planar phase

shift images.

Methods

An unmodified, commercially available cabinet x-ray system (Faxitron LX-60) was used in this

experiment. This system contains a tungsten anode x-ray tube with a nominal focal spot size of 10

µm. The digital detector uses CsI/CMOS with a pixel size of 50 µm x 50 µm. The phantoms used

consisted of one acrylic plate, two polystyrene plates and a habanero pepper. Tomosynthesis images

were reconstructed from 51 images acquired over a ± 25 degree arc. All phase shift images were

reconstructed using the APBA.

Results

Image contrast derived from the planar phase shift image of an acrylic plate of uniform thickness

exceeded the contrast of the traditional absorption image by an approximate factor of two. Com-

parison of the planar phase shift images from a single, uniform thickness polystyrene plate with two

polystyrene plates demonstrated an approximate linearity of the estimated phase shift with plate

thickness (-1600 radians vs. -2970 radians). Tomographic phase shift images of the habanero pepper

exhibited acceptable spatial resolution and contrast comparable to the corresponding attenuation

image.

Conclusions

This work demonstrated the feasibility of laboratory-based phase shift tomosynthesis and suggests

that phase shift imaging could potentially provide a new imaging bio-marker. Further investigation

will be needed to determine if phase shift contrast will be able to provide new tissue contrast

information or improved clinical performance.
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V.2 Introduction

A number of laboratories have previously reported the creation of planar phase-contrast radio-

graphs using a partially-coherent x-ray beam from a conventional x-ray tube [1–3]. Planar phase-

contrast radiographs are characterized by an edge enhancement that results from differential phase

shifts that the x-ray beam experiences as it passes through different tissues. These differential phase

shifts lead to a characteristic edge enhancement at tissue boundaries due to the interference of the

original x-ray wavefront with the diffracted x-rays. In addition to the improved conspicuity provided

by edge enhancement, there is also considerable enthusiasm for phase-contrast imaging due to its

potential for improved sensitivity of soft-tissue mass detection [4]. While there are different methods

to produce a phase-contrast image, the one used in this technical note is the in-line or free-space

propagation method, which is the simplest method due to the lack of any x-ray optics needed. The

in-line method relies upon a micro-focus x-ray source to generate a partially coherent x-ray wave that

propagates to the sample and a non-zero object-to-image distance (OID) that allows the diffracted

and non-diffracted x-ray waves to propagate freely until their detection as intensity variations on a

detector due to constructive and destructive interference effects between the two x-ray waves.

The origin of this phase shift lies in the refractive decrement of the complex index of refraction,

n,

n = 1− δ + iβ (5.1)

where δ is the refractive decrement and β is the component responsible for attenuation. The phase

shift experienced by the x-ray as it traverses an object is given by

∆φ = −2π

λ

∫

δ (s) ds = −hc

E
re

∫

ρe (s) ds = −hc

E
reρe,p (5.2)

where ∆φ is the amount of the x-ray phase shift with respect to the vacuum x-ray phase, λ is

the x-ray wavelength, h is Planck’s constant, c is the speed of light, E is the x-ray energy, re is

the classical electron radius, and ρe,p is the projected electron density from the integration of the

electron density ρe along the x-ray path length [5, 6]. Thus, the phase shift is equivalent to a measure

of the phantom’s projected electron density. Thus, the phase shift is equivalent to a measure of the

phantom’s projected electron density.

Algorithms for retrieving phase shift information from planar phase-contrast images have been

previously proposed and used to produce planar phase shift images [7–10]. In this work we have

chosen to use the algorithm published by Yan, et al. [6]. The attenuation-partition based algorithm

94



(APBA) is an iterative algorithm that uses two acquired radiographs (the attenuation and phase-

contrast) and, by taking advantage of the correlation between the phase and attenuation due to

the phase-attenuation duality found at higher x-ray energies (60 keV or higher), produces a planar

phase shift image. APBA has the advantage of being robust against quantum noise; however, the

convergence speed is proportional to the amount of correlation between the object’s phase and

attenuation [6].

Other approaches to phase shift imaging have been demonstrated. These include diffraction

enhanced imaging (DEI) tomosynthesis, grating-based differential phase contrast (DPC) tomosyn-

thesis, an in-line phase contrast imaging method by Zhang et al., and a grating-based differential

phase-contrast computed tomography (DPC-CT) [11–15]. Of particular interest is the multi-contrast

DPC method that employs the Talbot-Lau interferometry that can be achieved either with or with-

out mechanical phase stepping of the gratings. A limitation of the DPC method with multi-shot

phase stepping is the speed of data acquisition. However, the DPC method without phase stepping

uses a single shot acquisition that can significantly improve acquisition speed but at the expense of

anisotropic spatial resolution. The potential advantages of the proposed in-plane phase shift system

discussed here include: 1) no need for gratings that are generally limited to lower x-ray energies,

2) no trade-off between acquisition speed and spatial resolution and 3) minimal restriction on the

image field-of-view.

V.3 Materials and Methods

The x-ray source used was a conventional small focal-spot, tungsten anode x-ray tube (Faxitron

LX-60, Wheeling IL). For the biological phantom, the tube was operated at 36 kVp and 0.3 mAs;

for the non-biological phantoms, the tube was operated at 36 kVp and 1.8 mAs. The nominal focal

spot was 0.010 mm. The digital detector employed by this system uses CsI/CMOS elements with

2368 pixels x 2340 pixels across a 118.4 mm x 117.0 mm field of view that results in a pixel size of

0.05 mm x 0.05 mm. Additional details about the x-ray system and detector have been previously

published by Donnelly et al [3].

Three phantoms were used in this work: one (10 cm x 10 cm x 0.3 cm) acrylic plate, two

(10 cm x 10 cm x 0.1 cm) polystyrene plates, and a habanero chili pepper (Capsicum chinense).

Both the acrylic and polystyrene plates had a source-to-detector distance (SDD) of 554 mm and

an object-to-detector distance (ODD) of 414 mm for the phase-contrast image acquisition. For the
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attenuation image acquisition, the acrylic and polystyrene plates had a SDD of 554 mm and ODD of

approximately 0 mm (contact). The planar attenuation radiographs and the planar phase-contrast

radiographs were placed into two distinct image stacks using ImageJ, each stack was averaged to a

single image and then processed by background subtraction and flat-field corrected using a uniform

flood image [16]. No other image processing was done. The corrected planar phase-contrast image

and the corrected attenuation image were then used as inputs for the attenuation-based partition

algorithm (ABPA) [10]. This produced one phase shift image after 10 iterations for both acrylic and

polystyrene plates.

The habanero pepper was attached to a computer-controlled rotating stage and located at a

source-to-object distance (SOD) of 460 mm. The detector had a ODD of 212 mm for the planar

phase-contrast acquisition and an ODD of 73 mm for the planar attenuation acquisition. The pepper

was rotated 51 degrees about a central position in one degree increments. At each degree increment,

a planar attenuation radiograph and a planar phase-contrast radiograph were separately acquired.

The planar attenuation radiographs and the planar phase-contrast radiographs were placed into two

distinct stacks using ImageJ and then processed by background subtraction and flat-field corrected

using a uniform flood image [16]. No other image processing was done. One planar attenuation

radiograph and the angularly coincident planar phase-contrast radiograph were used as the ABPA

inputs. This generated one planar phase shift image per degree increment after 10 iterations. This

process was repeated to produce a 51 planar phase shift image dataset.

Our experimental set-up involved a modified isocentric arrangement such that the habanero

pepper rotates about an axis while the x-ray source and detector remain stationary. This set-up is

equivalent to the more traditional isocentric arrangement of the x-ray source and detector revolving

synchronously about a fixed object. Figure 5.1 illustrates the geometric set-up of our system. For

the acrylic and polystyrene plates, the experimental set-up was similar to Figure 5.1 except that the

plates remained stationary during the entire acquisition process.

Planar Image Contrast

To quantify image contrast improvement in the planar phase shift image, we calculate the

contrast-to-noise ratio (CNR) using two identical rectangular regions-of-interest (ROIs) in the acrylic

attenuation image and the acrylic phase shift image. One ROI was drawn in the acrylic region and

another identical ROI was drawn in the air region. CNR was calculated using the equation

∣

∣

∣

∣

Iacrylic − Iair
σair

∣

∣

∣

∣

(5.3)
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Figure 5.1: Experimental set-up.

where Iacrylic is the absolute average value in the acrylic region, Iair is the absolute average value

in the air region and σair is the standard deviation in the air region.

Linearity

A system is linear if a weighted sum of input signals results in an output that also consists of a

weighted summation of the responses of the system to each individual input signal [17]. To verify

that the ABPA obeys the linearity principle, the average phase shift value within an identical ROI

from the single polystyrene plate and the dual polystyrene plates were compared.

3D Tomogram Image Contrast

To quantify image contrast improvement in the longitudinal tomographic phase shift reconstruc-

tion, we compared the image contrast using two identical ROIs in the phase shift reconstruction

to the image contrast found in the attenuation longitudinal tomographic reconstruction. The iden-

tical ROIs were drawn over the image of one of the pepper seeds (A) and then over the adjacent

background (B) with σB the standard deviation in the background ROI. The image contrast was

calculated using the CNR equation:

|IA − IB |
σB

(5.4)
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V.4 Results

Planar Image Contrast

Below are two planar images of the acrylic plate:

Figure 5.2: (Left) Acrylic attenuation image. (Right) Acrylic phase shift image. Note: The air
region is on top and the acrylic region is on the bottom in both images.

An identical, rectangular (140 x 357 pixels) ROI was drawn in both images in the acrylic and

air regions. The average intensity value from those regions were obtained from each image as well

as the standard deviation from the air region. The CNR was calculated and displayed in Table 5.1:

Table 5.1: CNR Values for Absorption and Phase Shift Images.

Acrylic Image Image Contrast
Attenuation 51 ± 1
Phase Shift 101 ± 2

The CNR for the phase shift image was found to be approximately a factor of two greater than

the CNR measured in the conventional attenuation image.
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Linearity

To verify that the ABPA maintains the principle of linearity, an identical, rectangular (140 x 357

pixels) ROI was drawn within the polystyrene region in both the single and dual polystyrene plates

phase shift images. The values in the polystyrene region were averaged together and displayed in

Table 5.2.

Table 5.2: Linearity.

Number of Polystyrene Plates Phase Shift Values [radians]
1 -1600 ± 30
2 -2970 ± 40

Within the uncertainties of the measurements, we found that the estimated phase shift was

consistent with linearity with plate thickness.

3D Tomogram Image Contrast

51 images were used in a custom-written ImageJ tomosynthesis reconstruction program, details

of which have been previously published by Hammonds et al [18]. The ImageJ tomosynthesis

reconstruction program produced a series of 51 longitudinal tomographic images (perpendicular to

the x-ray beam) reconstructed with an image offset increment of 0.5 mm resulting in a total volume

depth of 25.5 mm. In Figure 5.3, the planar attenuation radiograph and the planar phase shift map

are shown:

In Figure 5.4, the tomosynthesis reconstructed phase shift images is shown along with the to-

mosynthesis reconstructed attenuation image for comparison. All tomosynthesis reconstructed im-

ages have the same image offset increment and were derived from the same subset of images from

within their respective image stacks. No filter was applied during either tomographic reconstructions.
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Figure 5.3: Figure 3: (Lef) Planar attenuation radiograph. (Right) Planar phase shift map.
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Figure 5.4: (Top Left and Top Right) Phase shift tomosynthesis reconstruction slices showing area
where a seed is coming into focus (arrow). (Bottom Left) Phase shift tomosynthesis reconstruction
slice with seed now in focus. (Bottom Right) Attenuation tomosynthesis reconstruction slice showing
seed in focus. Note: The image blur is due to the presence of out-of-focus planes.
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A (35 x 7 pixel) ROI was drawn within the same in-plane seed in both tomosynthesis recon-

structions. An identical ROI was drawn in an adjacent (background) region. The CNR for both

longitudinal tomographic reconstructions are given in Table 5.3.

Table 5.3: Habanero CNR Values for Attenuation and Phase Shift Tomographic Reconstruction
Images.

Tomographic Reconstruction CNR
Attenuation 15 ± 2
Phase Shift 20 ± 1

V.5 Conclusions

In an acrylic phantom, we found that the phase shift image provides an approximate factor of

two increase in the CNR over the conventional attenuation radiograph. Our measurements also

found that phase shift images of the polystyrene phantoms reconstructed with the APBA technique

were consistent with the linearity principle. Specifically, we observed an approximate factor of two

increase in the amount of phase shift when the thickness of the phantom is doubled. One possible

source of uncertainty in the phase shift calculations is the use of a monochromatic wavelength in

the algorithm. For the biological phantom, the improvement in the CNR was less than that found

for the acrylic phantom. The reason for this is possibly due to the lower electron density of the

pepper relative to that of the acrylic. This work demonstrates the feasibility of laboratory-based

phase shift tomosynthesis and suggests that phase shift imaging may provide a new bio-marker that

should undergo further investigation and evaluation to determine its utility for clinical applications.

V.6 Addendum

This addendum is due to a request from my doctoral committee to compare the CNR of an

attenuation tomosynthesis reconstruction to that of a phase-contrast (PC) tomosynthesis recon-

struction using the habanero pepper from the previous section. A (35 x 7 pixel) ROI was drawn in

the same in-plane seed used in Section V.4 in the PC tomosynthesis reconstruction. An identical
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ROI was drawn in an adjacent (background) region. The CNR for both longitudinal tomographic

reconstructions are given in Table 5.4.

Table 5.4: Habanero CNR values for Attenuation and Phase-Contrast Tomographic Reconstruction
Images

Tomographic Reconstruction CNR
Attenuation 15 ± 2

Phase-Contrast 14 ± 1

Thus the CNR values from the attenuation and phase-contrast tomographic images are essentially

equivalent. This is understandable since the phase-contrast effect is an edge enhancement effect and

does not affect regions away from the edges.
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Chapter VI

Summary and Future Work

VI.1 Summary

X-ray phase-contrast imaging is an imaging technique in which an image’s contrast comes not

only from the x-ray attenuation but also relies upon interference effects due to the differential phase

shifts that the x-rays experience as they pass through different materials. An intensity variation can

be created from the interference of phase-shifted x-rays that originate from within the object and

the non phase-shifted x-rays from the source. This intensity variation shows both constructive and

destructive interference effects occurring at the edge of the object resulting in enhanced visualization

of the object’s boundary or an edge enhancement effect. One portion of chapter 4 dealt with the

operational parameters necessary for the production and application of phase-contrast radiography

to the detection aluminum corrosion on an aluminum substrate. Chapter 3 dealt with the effect of

digital tomosynthesis, which is one method of volumetric imaging, has on the edge enhancement effect

and a portion of chapter 4 of this dissertation dealt with its capability of providing an approximate

method of determining the depth of corrosion. As mentioned previously, as an x-ray passes through

a material, its phase is changed or shifted. This x-ray phase shift has been used to produce planar

x-ray phase shift images. Chapter 5 dealt with the production of a phase shift digital tomosynthesis

image from a collection of planar phase shift images with the use of a conventional x-ray source.

The following paragraph gives a more complete breakdown of the dissertation.

The first chapter began with a look at planar absorption radiography and its limitations. Then

the introduction of planar phase-contrast radiography was made and its comparison with planar

absorption radiography was shown. The physical origins of the phase-contrast edge enhancement
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effect are explored and the relevant experimental parameters necessary for an edge enhancement

effect are discussed. The second chapter discussed the various methods of producing a planar

phase-contrast radiograph and, due to the resulting superposition of an object’s complex internal

structure in planar radiography, a review of three-dimensional imaging was also provided. The third

chapter demonstrated that digital tomosynthesis preserved the edge enhancements that are seen

in planar phase-contrast radiographs and that it was possible to use a conventional x-ray source

in the generation of a phase-contrast digital tomosynthesis (PC-DTS) reconstructed volumetric

image. The fourth chapter provided the operational parameters essential for the production of a

potential x-ray corrosion inspection system for the detection of Al2O3 in aircraft structures. The

fifth chapter demonstrated the ability to produce phase shift volumetric images from the phase shift

radiographs obtained from the attenuation-partition based algorithm (APBA) and verification that

APBA obeyed the linearity or superposition principle.

VI.2 Future Work

VI.2.1 Computational Programs

Reconstruction Algorithms: Digital tomosynthesis (DTS) reconstructions are invariably in-

fluenced by tomographic noise. This tomographic noise is due to the blurring of objects that lie

outside of the fulcrum plane and are superposed on the focused image. Future work in PS-DTS and

PC-DTS could focus on the type of reconstruction algorithm that is used in the production of the

volumetric image. This dissertation, only the multiple projection algorithm (MPA) was used in the

reconstruction of digital tomosynthesis images. This algorithm is a variant of the traditional shift-

and-add reconstruction method mentioned earlier. One could explore the utility of pre-processing

the projection data using different filters and then applying the MPA thus creating a filtered MPA

or post-processing of the reconstructed tomogram. The latter would investigate the potential of

wavelet transform algorithms, applications of artifact reduction methods, the use of direct Fourier

algorithms, statistical and algebraic reconstruction techniques mentioned in Chapter 2 or specialty

algorithms such as matrix inversion tomosynthesis (MITS).

X-ray Corrosion Inspection System: Continuing the work on the determination of the

corrosion depth using phase-contrast digital tomosynthesis, especially with the cross-section recon-

struction method. It would be reasonable to assume that natural corrosion would neither be as well

defined nor spatially uniform in their depth as in the engineered corrosion samples. Thus a more
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efficient way of corrosion depth determination needs to be developed; one such possibility includes

writing a computer program to automatically search for the maximum concavity signatures.

VI.2.2 Technology

PC-DTS and PS-DTS: Currently there are no dedicated PC or PS-DTS equipment available.

Thus, the construction of such equipment could be another avenue of research. In reality, only the PS-

DTS system needs to be constructed since it requires both the acquisition of attenuation radiographs

as well as phase-contrast radiographs. It would automatically fulfill the role of a dedicated PC-DTS

system. There are basically two methods to acquire the attenuation and phase-contrast radiographs

needed for a phase shift image: one method is to make two separate exposures at two separate object-

to-detector distances and the other method is to simultaneous use two different detectors to make

one exposure for the two separate radiographs. The former method was used in this dissertation and

may serve as a prototype system to be built. The objection to this particular method comes at the

potential increase of radiation dose that an object is subjected to during two separate radiograph

acquisitions. Also, another objection is the increase acquisition time necessary to obtain the two

separate radiographs. This could be detrimental in the imaging of living organisms. The latter

method of using a dual detector system may help to alleviate both objections. However, it would

require the use of a detector that has the ability to both detect some of the x-ray photons and pass

enough of the remaining x-ray photons to be detected by the other detector. One method discussed

in the literature is to use two photostimulable plates as the dual detectors. While this system does

allow one exposure per acquisition of two separate radiographs, the time needed to change out the

photostimulable plates for unexposed plates may become objectionable especially when obtaining

the required attenuation and phase-contrast radiographs from a large total rotational arc.

X-ray Corrosion Inspection System: With the determination of the operational parameters,

construction of an actual x-ray corrosion inspection system would be a logical next step. This

inspection system would possibly take the form of a C-arm with the x-ray tube on one end and a flat

panel detector on the other end. Once created, another potential area of work is to test the effect of

decoupling the x-ray detector from the C-arm. This decoupling, if feasible, could open up a wider

variety of objects to imaging that are too large to be imaged even with the C-arm or areas originally

inaccessible to the inspection system to be imaged, such as the interior of a wing or fuselage.
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VI.2.3 PS-DTS in Animal Imaging

Another avenue to explore is the potential impact of PS-DTS in small animal imaging. In the

production of a planar phase shift image, the acquisition of both an attenuation radiograph and

a phase-contrast radiograph has to occur. Therefore, one has three separate planar images (phase

shift, phase-contrast and attenuation) of the small animal that can be viewed in a variety of ways

(such as different planar 2D images or digital tomosynthesis volumetric images). This lab has done

some preliminary work in this area. Using a planar phase-contrast radiograph (with a SOD = 16.8

cm and an OID = 66.2 cm) and a planar attenuation radiograph (with a SOD = 83.0 cm and an

OID = 0 cm) both acquired at 34 kVp and 4.5 mAs, figure 6.1 is a planar phase shift image of a

mouse thorax.

Figure 6.1: A phase shift map of a mouse thorax. Note: The dark, rectangular object at the top of
the image is an endotracheal intubation needle and the horizontal line are dead pixels.

PS-DTS would reduce the superimposed patterns and boundaries that are found in the planar

phase shift images and would require the use of fewer projections in the final 3D reconstruction than

that used in a CT reconstruction. This last advantage would allow for faster data acquisition time

and a reduction in the radiation dose delivered to the small animal.
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VI.2.4 Linear Phase Shift Coefficeint

Further exploration of the results found from the linearity principle in Chapter 5 should also be

investigated further. Using a planar phase-contrast radiograph (with a SOD = 75.0 cm and an OID

= 75.0 cm) and a planar attenuation radiograph (with a SOD = 150.0 cm and an OID = 0 cm)

both acquired at 30 kVp and 0.20 mAs using both the Wylie notched aluminum plate and a layered

structure composed of x-ray film, two phase shift images of each material can be obtained. Looking

at Figure 6.2, one can measure the slope from each of the two linear phase shift graphs to find a

quantity analogous to the linear attenuation coefficient obtained from a graph plotting the logarithm

of the ratio of transmitted x-ray intensity to initial x-ray intensity versus thickness of material at a

particular x-ray energy. This quantity could be considered a linear phase shift coefficient with units

of radians/cm whereas the linear attenuation coefficient has units of cm−1.

Figure 6.2: Plot of the Phase Shift of the Notched Aluminum Sample and an X-ray Step Wedge.

From this figure, it is seen that the linear phase shift coefficient for aluminum at 30 kVp is

approximately -69864 radians/cm and, for the x-ray film step wedge, the linear phase shift coefficient

is approximately -16200 radians/cm.
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Appendix A

Photons in the diagnostic energy range (25 keV - 150 keV) have three modes for interacting with

matter: coherent scatter (Rayleigh and Thomson scatter), photoelectric effect and incoherent scatter

(Compton scatter). These interaction modes have the ability to decrease the number of photons

exponentially by removing the photon from the incident beam.

A.1 Coherent Scatter

A.1.1 Thomson Scattering

When an incident beam of photons encounters a loosely-bound (essentially free) atomic electron,

the beam sets the electron into a forced resonant oscillation due to the frequency of the incident

electromagnetic wave. The motion of the electron can be described by non-relativistic physics using

Newton’s second law of motion, F = ma where F is the Lorentz force, m is the mass of the electron

and a is the instantaneous acceleration of the electron. Since non-relativistic physics is being used,

the Lorentz force can be reduced to only the force of photon’s electric field. Thus, the instantaneous

acceleration of the electron that is being driven by the incident electromagnetic field is given by

a (r, t) = − e
mEi (r, t) where r is the position in space, t is time, e is the electron charge and Ei is the

incident electric field of the photon. As a result of this electron acceleration, there is a re-emission of

the electromagnetic radiation to a different angle than that of the incident radiation. This process

is generally referred to as scattering and the measure of the electron’s scattering power is given by

the scattering cross-section σ. This is the effective area for redirecting the incident radiation.

The cross-section is defined as the average power radiated divided by the average incident power

per area,
∣

∣S̄i

∣

∣:

σ =
P̄scattered

∣

∣S̄i

∣

∣

(1.1)
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Figure A.1: Photon Interaction Modes. Adapted from [1]
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where P̄scattered is the average power scattered to all directions when the incident electric field

Ei (r, t) excites the electron to an instantaneous acceleration a (r, t) and the average power per unit

area carried by the incident electromagnetic radiation is given as

S̄i =
1

2

√

ǫ0
µ0

|Ei|2 k0 (1.2)

with ǫ0 the permittivity of free space, µ0 the permeability of free space and k0 the unit direction

vector of the incident electromagnetic wave [2].

The scattering cross-section of an electron now becomes

σ =
P̄scattered

∣

∣S̄i

∣

∣

=

4π
3

(

e4|Ei|
2

16π2ǫ0m2c3

)

1
2

√

ǫ0
µ0

|Ei|2
(1.3)

where c is the speed of light in a vacuum. Simplifying the equation and defining re =
e2

4πǫ0mc2 as the

classical electron radius, one obtains the expression

σe =
8π

3
r2e = 6.65 x 10−25 cm2. (1.4)

where the subscript e represents the the fact that this is the cross-section scattering due to a single

electron. Notice that this result is energy-independent so that it has the same value for all incident

photon energies and predicts no change in the energy of the scattered electromagnetic radiation.

In addition to the cross-section, a differential scattering cross-section per unit solid angle may

be defined as

dσe

dΩ
=

1
∣

∣S̄i

∣

∣

dP̄

dΩ
=

r2e
2

(

1 + cos2 θ
)

(1.5)

where θ is the scattering angle between the incident photon direction and the scattered photon

direction. The equation to obtain the fraction of radiation scattered into a cone contained between

θ and θ + dθ is given as [3]:

dσe

dθ
=

dσe

dΩ

dΩ

dθ
= 2π sin θ

dσe

dΩ
= πr2e sin θ

(

1 + cos2 θ
)

. (1.6)

A.1.2 Rayleigh Scattering

In Rayleigh scattering, an incoming photon beam sets the bound atomic electrons into a forced

oscillation due to the frequency of the incident electromagnetic field. The atomic electrons are
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neither excited or ionized and afterward, the electrons return back to their original state since no

energy was transferred. All atomic electrons contribute to Rayleigh scattering as opposed to one

electron in the Thomson scattering scenario. The photon scattered at an angle θ has the same

energy as the incident photon (see B in Figure A.1). The angular spread due to Rayleigh scattering

depends upon both the photon energy and the atomic number Z of the scattering material and can

be estimated from the equation:

θR ≈ 2 sin−1

(

0.026Z1/3

E

)

(1.7)

where E is the normalized energy of the photon: E =
Eγ

mec2
with Eγ is the photon energy and mec

2

is the rest mass energy of the electron. θR represents the opening half-angle of a cone that contains

75% of the Rayleigh scattered photons [3]. There are listed in Table A.1 several θR at different keV

for some biologically relevant elements (note: Ca does not have an angular spread for 30 keV). This

Table A.1: θR (in degrees) for Various Elements and Incident Photon Energies.

Element Z 30 keV 40 keV 50 keV 60 keV 70 keV 80 keV
H 1 53 39 31 26 22 19
C 6 107 74 58 47 40 35
N 7 116 79 61 50 43 37
O 8 125 83 64 53 45 39
Ca 20 N.A.N. 129 92 74 62 54

table shows that, for a given element, the photons are increasingly scattered in the forward direction

as the incident photon energy is increased.

The differential Rayleigh cross-section per unit solid angle can be written as

dσR

dΩ
=

dσe

dΩ
{F (x, Z)}2 =

r2e
2

(

1 + cos2 θ
)

{F (x, Z)}2 (1.8)

where F (x, Z) is the atomic form factor for Rayleigh scattering with x =
sin θ

2

λ as the momentum

transfer variable defined using the incident photon wavelength λ and the other variables defined

earlier. Likewise, the Rayleigh differential cross-section per unit scattering angle can be found to

be [4]

dσR

dθ
=

dσR

dΩ

dΩ

dθ
= πr2e sin θ

(

1 + cos2 θ
)

{F (x, Z)}2 . (1.9)
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The Rayleigh cross-section can be calculated from this by integrating over all possible scattering

angles as

σR = πr2e

∫ π

0

sin θ
(

1 + cos2 θ
)

{F (x, Z)}2 dθ. (1.10)

The atomic form factor F (x, Z) represents a Fourier transform of the electronic charge density

distribution of the atom. Calculations of F (x, Z) are difficult and can only be analytically done for

the hydrogen atom. For other atoms, the atomic form factors are approximated using the Hartree,

Hartree-Fock, or Thomas-Fermi models. For small scattering angles, the atomic form factor is equal

to Z and for large scattering angles, it approaches 0.

A.2 Incoherent Scattering

Another scenario in which a photon interacts with a loosely-bound electron is called Compton

scattering. In Compton scattering, a photon of energy hν interacts with a stationary electron in such

a way as to produce another photon of lower energy hν′ and a recoil electron (see C in Figure A.1).

Thus, unlike coherent scattering, the photon loses energy in the interaction and this interaction is

referred to as incoherent scattering. By using relativistic relationships for the conservation of energy

and momentum, Arthur Compton derived the wavelength shift experienced by the photon during

the interaction [6]:

∆λ = λ1 − λ0 =
h

mec
(1− cos θ) = λC (1− cos θ) (1.11)

where λ0 is the wavelength of the incident photon, λ1 is the wavelength of the scattered photon, θ

is the photon scatter angle, h is Planck’s constant, me is the mass of the electron and c is the speed

of light. The last three variables form what is called the Compton wavelength, λC . Sometimes, the

wavelength shift can be written as

1

λ0

1

λ1
cos θ =

1

λ0

1

λ1
− mec

h

[

1

λ0
− 1

λ1

]

(1.12)

where the variables have been previously defined. Either way, the change in the wavelength of the

photon is governed by the scattering angle θ and not the incident photon energy.

Using conservation of momentum, it is also possible to find three equivalent relationships between
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the scattering angle of the photon and the recoil angle of the electron [6]:

cotφ = (1 + E) tan
θ

2
(1.13)

tanφ =
cot θ

2

1 + E
(1.14)

cot
θ

2
= (1 + E) tanφ (1.15)

where φ is the recoil angle of the electron, θ is the scattering angle of the photon and E is the

normalized energy of the photon: E =
Eγ

mec2
with Eγ is the incident photon energy and mec

2 is the

rest mass energy of the electron. Thus, for a given θ, the higher the incident photon energy or E

then the smaller the recoil angle φ will be. These relationships also show that the electron recoil

angle φ is limited to the values 0 ≤ φ ≤ π
2 while the photon scatter angle ranges from 0 ≤ θ ≤ π.

Thus the electron is confined to the forward hemisphere while the scattered photon may experience

backscatter.

Additional relationships can be found that relate the scattered photon energy as a function of

incident photon energy and photon scattering angle θ or electron recoil angle φ [6]:

hν1 = hν0
1

1 + 2E sin2 θ
2

(1.16)

hν1 = hν0
(1 + E)

2 − E (E + 2) cos2 φ

(1 + E)
2 − E2 cos2 φ

(1.17)

where ν1 and ν0 are the frequencies of the scattered and incident photons respectively and the

combination of hν1 and hν0 represent the energies of the scattered and incident photons respectively.

Table A.2 shows the scattered photon energy as a result of certain values of θ and the corresponding

φ values as well as the saturation limit of the scattered photon energy as the incident photon energy

goes to infinity, i.e. hν0 → ∞ [3].

Table A.2: Scattered and Saturation Photon Energy for Specific Cases of θ and φ

θ φ hν1 hνsat.
0 π

2 hν0 hν∞
π
2 cot−1 (1 + E) hν0

1+E 511 keV

π 0 hν0

1+2E 255 keV
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When θ = 0, the scattered photon energy is identical to the incident photon energy so that no

energy is imparted to the electron. The second and third entries show that for photons scattered

between π
2 and π, the energy can not exceed 511 keV no matter how large the incident photon energy

was. From θ = π, the backscattered photon energy will never be larger than 255 keV regardless of

the magnitude of the incident photon energy.

The differential cross-section per unit solid angle for the Compton interaction between a photon

and a free electron was derived by Oskar Klein and Yoshio Nishina. It is given by the formula [3]

dσC

dΩ
=

r2e
2

(

ν1
ν0

)2 {
ν1
ν0

+
ν0
ν1

− sin2 θ

}

=
r2e
2

(

1 + cos2 θ
)

FKN =
dσe

dΩ
FKN (1.18)

where FKN is the Klein-Nishina form factor for a free electron and is given by

FKN (E, θ) =
1

[1 + E (1− cos θ)]
2

{

1 +
E2 (1− cos θ)

2

[1 + E (1− cos θ)] (1 + cos2 θ)

}

(1.19)

with all other terms being previously defined. Although the Klein-Nishina is a complicated function,

it is easy to see that when FKN = 1, then the dσC

dΩ = dσe

dΩ or the differential Compton cross-section

equals the differential Thomson cross-section. Also, when θ = 0, then FKN = 1 for any E and in

general, for any θ and E, FKN ≤ 1.

It is also possible to derive the differential Compton cross-section per unit scattering angle from

equation (1.18).

dσC

dθ
=

dσC

dΩ

dΩ

dθ
= πr2eFKN (1 + cos θ) sin θ (1.20)

where dΩ = 2π sin θdθ. Also, it is possible to derive the differential Compton cross-section per unit

recoil angle using equation (1.18) and equations (1.13) through (1.15):

dσC

dφ
=

dσC

dθ

dθ

dφ
= 2πr2eFKN

(

1 + cos2 θ
)

sin θ cos2 θ
2

(1 + E) sin2 φ
(1.21)

or (1.22)

dσC

dφ
=

dσC

dθ

dθ

dφ
= 2πr2eFKN

(1 + E)
(

1 + cos2 θ
)

sin θ sin2 θ
2

cos2 φ
(1.23)

Integration of equation (1.18) over the whole solid angle leads to the Klein-Nishina cross-section

for Compton scatter and is given as:

σC =

∫

dσC

dΩ
dΩ = 2πr2e

{

1 + E

E2

[

2 (1 + E)

1 + 2E
− ln (1 + 2E)

E

]

+
ln (1 + 2E)

2E
− 1 + 3E

(1 + 2E)
2

}

(1.24)
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where all variables have been previously defined. From this complicated expression, one can see that

the Klein-Nishina cross-section for Compton scatter is independent of the atomic number Z which

follows from the fact that the initial assumption that Compton made involved a loosely bound orbital

electron whose binding energy was negligible to that of the incident photon energy.

A.3 Photoelectric Effect

When a photon interacts with a tightly bound orbital electron, there is the possibility of the

photoelectric effect occurring. Usually, in the photoelectric and Compton effect, the photon energy

is completely absorbed and the orbital electron is ejected from the atom and is now called a photo-

electron (see A in Figure A.1). The kinetic energy EK of the photoelectron is assumed to be equal

to the incident photon energy Eγ minus the binding energy EB of the orbital shell:

EK = Eγ − EB . (1.25)

However, if the photon energy is not sufficient to eject an electron from the atom, then it may be

sufficient to raise the electron to a higher energy level in a process called excitation.

All atomic electrons are available for the photoelectric effect to occur; however, the most tightly

bound electron has the greatest probability for interaction with the photon. Thus, a photon with

an energy exceeding the K-shell binding energy is most likely to interact with the K-shell electrons;

a photon with an energy between the K-shell and L-shell binding energies will most likely interact

with the L-shell electrons, and so on.The vacancy left behind by the ejected electron will be filled by

an electron from a higher orbital shell. This process causes another vacancy to occur in that higher

orbital shell until it is filled by an electron from yet a higher orbital shell and this continues until

the vacancy reaches the outer shell of the atom and is finally filled by a free electron that neutralizes

the ion. This process of filling the vacancy releases energy during the electron transitions that may

result in

1. a characteristic x-ray

2. an Auger electron

3. or, most likely, some combination of both

being released from the atom during the electronic transitions.
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The probability of a photoelectric effect occurring is approximately proportional to Z3

E3
γ
where

Z is the atomic number and Eγ is the photon energy. The photoelectric effect predominates when

the lower energy photons interact with high Z materials and is the primary mode of interaction of

diagnostic x-rays with image receptors, contrast agents and radiation shielding. It is also beneficial

in x-ray imaging since there are no scattered x-rays to degrade the resultant image. For photon

energies below 50 keV, the photoelectric effect can be used to exploit differences between tissues

that have slightly different atomic numbers [5].
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Appendix B

B.1 SMAM II Mammography Detector

Figure B.1: SMAM II Mammography Detector. Note: A lead beam stop is attached to the detector.
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Table B.1: SMAM II Mammography Characteristics

Detector Technology Amorphous selenium over thin-film transistor panel
Active Area 171.36 mm x 239.36 mm

Detector Element Array 2016 x 2816 pixels
Detector Element Size 85 µm x 85 µm

Detector Element Fill Factor 70% geometric
Panel Read Time <1.4 seconds for full 13-bit resolution

Minimum Time Between X-ray Images 30 seconds

B.2 Tru-Focus X-ray System

Table B.2: Tru-Focus Characteristics

Target Voltage 20 - 125 kVp
Target Material Tungsten

Maximum Target Current 2.5 mA
Maximum Power (Small Focal Spot) 10 W
Maximum Power (Large Focal Spot) 60 W

Small Focal Spot Size <10 µm
Large Focal Spot Size ≤50 µm

Beam Angle 45 ◦

Window Material Beryllium
Window Thickness 0.010 inches

Window Type End Window
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Figure B.2: Tru-Focus X-ray Unit
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Figure B.3: Tru-Focus X-ray Control Unit. Green tape protects the focal spot switch.
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B.3 Faxitron LX-60 X-ray System

Figure B.4: Faxitron LX-60 with x-ray detector at shelf position 1.5.
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Table B.3: Faxitron X-ray Characteristics

Focal Spot Size <0.02 mm
kVp 10 - 60
mA 0.3 from 10 kVp to 40 kVp

Beryllium Window Thickness 0.25 mm
X-ray Beam Divergence 40 ◦

Target Material Tungsten

Note: From 40 kVp to 60 kVp, the tube current varies but is iso-watt limited to 12 watts.

Table B.4: Shelf Position and Corresponding Source-to-Object Distance

6 14.0 cm
5 16.8 cm
4 21.0 cm
3 27.8 cm
2 41.7 cm
1.5 55.4 cm

1 (bottom) 83.0 cm

Table B.5: Hamamatsu Detector Characteristics

Detector Technology CsI/CMOS
Active Area 117.00 mm x 118.40 mm

Detector Element Array 2340 x 2368 pixels
Detector Element Size 50 µm x 50 µm
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Appendix C

C.1 Attenuation-Partition Based Algorithm (APBA)

The APBA operates as follows (see Figure C.1).

1. We write the attenuated x-ray amplitude as A0 (r) = Aincoherent (r)·Ape,coh (r) = Ã (r)−δA (r)

where Ã (r) = AKN (r) = Aincoherent (r) and δA (r) = AKN (r) (1−Ape,coh (r)).

2. Regard the experimentally acquired phase-contrast image I as if it receives all of its intensity

contributions only from Compton scatter. In other words, the amplitude of the phase-contrast

image,
√
I, is contributed all from Ã (r) = AKN (r).

3. The phase-attenuation duality occurs when both the x-ray’s attenuation and phase-shift are

determined by the object’s electron density. Assuming that the phase-attenuation duality

holds, then a duality reversion formula relating the phase-contrast image I and the Compton

attenuation map A2
KN (r) can be found:

A2
KN (r) = FT−1





FT
(

M2

Iin
I
)

1 + 4π2ku2



 (3.1)

and the Compton attenuation map is related to the phase shift by the equation:

A2
KN (r) = exp

(

−
∫

µKN (r, s) ds

)

= exp

[

σKN

λre
φ (r)

]

. (3.2)

Thus, the approximated phase-map of the object can be solved from equation (3.2):

φ (r) =
λre
σKN

ln
(

Ã2 (r)
)

(3.3)
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4. The error in the estimation of the object’s attenuation map can be computed using the exper-

imentally acquired amplitude image A0 and is found by

δA = Ã (r)−A0 (3.4)

5. To improve the estimate on A2
KN (r), incorporate the error δA by considering a hypothetical

object δT0 (r) = δA (r) · exp (iφ (r)) and then compute the intensity of the transmitted x-ray

wave arriving at the detector. The intensity of this virtual object is given by:

δI = |E1|2 (3.5)

where E1 =
exp

[

ir2

2ω

]

∗δT0

2πω and ∗ is the convolution operator.

6. Once computed, replace I in equation (3.1) with
[√

I +
√
δI

]2

and cycle through 10 iterations.
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C.2 Attenuation-Partition Based Algorithm (APBA) Flowchart

Figure C.1: Attenuation-Partition Based Algorithm (APBA) Flowchart
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C.3 MATLAB Code for Attenuation-Partition Based Algo-
rithm (APBA)

The Attenuation-Partition Based Algorithm (APBA) coded in MATLAB R2007a Student Ver-
sion.

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%

% S t a r t s t h e p h a s e m a p p i n g p r o g r a m

%

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

expe r imenta l a t t enuat i on = imread ( ’ f i l ename at t enuat i on image ’ ) ;
Total0 = imread ( ’ f i l ename phase−cont ras t image ’ ) ;
expe r imenta l a t t enuat i on = double ( expe r imenta l a t t enuat i on ( 1 : 2 3 4 0 , 2 9 : 2 3 6 8 ) ) ;
Total0 = double ( Total0 ( 1 : 2 3 4 0 , 2 9 : 2 3 6 8 ) ) ;
%L i n e a r I n t e r p o l a t i o n −− D e f a u l t i n MATLAB

[ r , c ] = s ize ( double ( expe r imenta l a t t enuat i on ) ) ;
Inverse Mag = 1/1 . 46 ; %S p a c i n g i n t h e i n t e r p o l a t i o n p r o c e d u r e .

for i = 1 : r
x = 1 : r ;
y = double ( expe r imenta l a t t enuat i on ( i , : ) ) ;
x i = 1 : Inverse Mag : r ;
y i ( i , : ) = interp1 (x , y , x i ) ;

end

t r i a l = yi ’ ;
[ r1 , c1 ] = s ize ( t r i a l ) ;
for i = 1 : r1

x1 = 1 : c1 ;
y1 = t r i a l ( i , : ) ;
x i1 = 1 : Inverse Mag : c1 ;
y i1 ( i , : ) = interp1 ( x1 , y1 , x i1 ) ;

end

clear i ;
f i n a l = double ( yi1 ’ ) ;
[ r2 , c2 ] = s ize ( f i n a l ) ;
Total = zeros ( r2 , c2 ) ;
Total (577 :2916 ,531 :2870)= Total0 ;
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%

%T h e s e a r e t h e c r o p p e d i m a g e s 2 0 4 8 x 2 0 4 8

%

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

Total = double ( Total ( 7 97 : 2 844 , 7 55 : 2 802 ) ) ; %PC Im a g e

A0 = sqrt ( f i n a l ( 7 97 : 2 844 , 7 45 : 2 792 ) ) ; %E x p e r i m e n t a l A t t e n u a t i o n Am p l i t u d e

clear expe r imenta l a t t enuat i on Total0 r r1 r2 c c1 c2 Inverse Mag ;
clear f i n a l I f i n a l 1 I1 x x1 x i x i1 y y1 y i y i1 t r i a l ;
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%

% I n i t i a l i z a t i o n v a l u e s f o r t h e APBA

%No t e : Any p h y s i c a l d i s t a n c e s s h o u l d b e d i v i d e d by 0 . 0 0 5 0 cm / p i x t o c o n v e r t

% t o p i x e l s

%

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

de l t a A o ld = double ( 0 ) ;
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d e l t a I = double ( 0 ) ;
error = double ( 0 ) ;
r e = double (2 .8179402894∗10ˆ( −15)∗100/0 .005) ;%R a d i u s o f e l e c t r o n [ p i x e l s ] .

E = double ( 2 0 ) ; %T h i s i s t h e e n e r g y o f t h e p h o t o n s [ k eV ] .

eta = double (E/511) ;
%E q u a t i o n 1 1 ( K l e i n − N i s h i n a e q u a t i o n )

sigma = double (2∗pi∗ r e ∗ r e ∗((1+ eta )/ ( eta ˆ2)∗(2∗(1+ eta )/(1+2∗ eta )−(1/ eta )
∗ log (1+2∗ eta ))+(1/2∗ eta )∗ log (1+2∗ eta )−(1+3∗ eta )/((1+2∗ eta ) ˆ 2 ) ) ) ;

lambda1 = double ( ( ( 1240/ (E∗1000) )/ (1∗10ˆ9) )∗100) ; %The w a v e l e n g t h [ cm ] .

lambda = double ( lambda1 /0 . 0 0 5 ) ; %T h i s i s t h e w a v e l e n g t h [ p i x e l s ] .

[Row, Column ] = s ize (A0 ) ;
R1 = double ( 2 0 . 4 7 / 0 . 0 0 5 ) ; %T h i s i s i n u n i t s o f p i x e l s .

z = double ((41 .7/0 .0050) − R1 ) ; %T h i s i s i n u n i t s o f p i x e l s .

I0 = sum(sum( Total ( 3 0 0 : 6 0 0 , 1 0 0 : 2 0 0 ) ) ) / ( ( s ize ( Total ( 300 : 600 , 100 : 200 ) , 1 )
∗ s ize ( Total ( 3 0 0 : 6 0 0 , 1 0 0 : 2 0 0 ) , 2 ) ) ) ; %

n = 1 ;
while (n <= 10)

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%

%P a r t 1 o f t h e a l g o r i t h m

%

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

M = 1 . 4 6 ; % M a g n i f i c a t i o n

I = double ( Total )/ I0 ; %N o r m a l i z e d i n t e n s i t y

I t i l d e = double ( ( sqrt ( I ) + sqrt ( d e l t a I ) ) . ˆ 2 ) ; %E q u a t i o n 1 9

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%

%P a r t 2 o f t h e a l g o r i t h m

%

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

k = double ( ( ( lambda ˆ2)∗ z∗ r e )/(2∗ pi∗M∗ sigma ) ) ; %E q u a t i o n 1 3

B2 = ((2ˆnextpow2(Row) − length ( I t i l d e ( : , 1 ) ) ) / 2 ) ;
C2 = ((2ˆnextpow2(Row) − length ( I t i l d e ( : , 1 ) ) ) / 2 ) ;
I t i l d e 2 = double ( padarray ( I t i l d e , [ B2 C2 ] ) ) ;
i t i l d e 2 = double ( f f t s h i f t ( f f t2 ( I t i l d e ) ) ) ;
num = double ( i t i l d e 2 ) ; %The n u m e r a t o r o f t h e E q u a t i o n 1 2

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

c en t e r = (2ˆnextpow2(Row) ) / 2 ;

for k1 = 1 : ( 2ˆnextpow2(Row) ) ;
for l = 1 : ( 2ˆnextpow2(Row) ) ;
u squared ( k1 , l ) = double ( ( ( k1−c en t e r )ˆ2

+( l−c en t e r ) ˆ2 ) / ( ( 2∗ (Row) ) ˆ 2 ) ) ;
end

end

den = double (1 + 4∗(pi ˆ2)∗k∗( u squared ) ) ; %D e n o m i n a t o r o f E q u a t i o n 1 2

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

A squared = double ( i f f t 2 ( i f f t s h i f t (num./ den ) ) ) ; %E q u a t i o n 1 2

A squared = abs ( A squared ) ;
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

for k1 = 1 : ( 2ˆnextpow2(Row) ) ;
for l = 1 : ( 2ˆnextpow2(Row) ) ;

i f A squared ( k1 , l ) <= 0
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A squared ( k1 , l ) = eps ˆ2 ;
end

end

end

A KN = double ( sqrt ( A squared ) ) ;
phi = double ( ( ( ( lambda∗ r e )/ sigma )∗ log ( A squared (2ˆnextpow2(Row)/2

−(s ize (A0,1)/2−1) :2ˆnextpow2(Row)/2
+(s ize (A0, 1 ) /2 ) , 2 ˆnextpow2(Row)/2
−(s ize (A0,1)/2−1) :2ˆnextpow2(Row)/2+( s ize (A0 , 1 ) / 2 ) ) ) ) ) ;

clear A squared I I t i l d e B2 C2 I t i l d e 2 i t i l d e 2 num cente r den ;
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%

%P a r t s 3 & 4 o f t h e a l g o r i t h m

%

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

A t i l d e = A KN(2ˆnextpow2(Row)/2−( s ize (A0,1)/2−1) :2ˆnextpow2(Row)/2
+(s ize (A0, 1 ) /2 ) , 2 ˆnextpow2(Row)/2
−(s ize (A0,1)/2−1) :2ˆnextpow2(Row)/2+( s ize (A0 , 1 ) / 2 ) ) ;

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

delta A = double ( A t i l d e − A0 ) ;
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

de l t a = double ( ( abs ( de l t a A o ld − delta A ) ) ) ;
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

error = max(max( d e l t a ) ) ;
d e l t a A o ld = double ( de l ta A ) ;
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%

%P a r t 5

%

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

omega = double ( ( lambda∗z )/(2∗ pi∗M) ) ;
T0 = double ( de l ta A .∗exp( i ∗phi ) ) ;
[ L C] = s ize (T0 ) ;
B3 = ((2ˆnextpow2(Row) − L) / 2 ) ;
C3 = ((2ˆnextpow2(Row) − C)/ 2 ) ;
T00 = double ( padarray (T0 , [ B3 C3 ] ) ) ;
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

cente r2 = 0 .5∗ (2ˆnextpow2(Row) ) ;
for k1 = 1:2ˆnextpow2(Row) ;

for l = 1 :2ˆnextpow2(Row) ;
r squared ( k1 , l ) = double ( ( k1−cente r2 ) . ˆ 2 + ( l−cente r2 ) . ˆ 2 ) ;

end

end

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

G = double (exp( i ∗ r squared /(2∗omega ) ) ) ; %E q u a t i o n on t o p o f p a g e 1 3 3 3 7

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

t0 = f f t s h i f t ( f f t2 (T0 ) ) ;
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

cente r3 = 0 .5∗ (2ˆnextpow2(Row) ) ;

for k1 = 1 : ( 2ˆnextpow2(Row) ) ;
for l = 1 : ( 2ˆnextpow2(Row) ) ;
u squared1 ( k1 , l ) = double ( ( ( k1−cente r3 )ˆ2

+( l−cente r3 ) ˆ2 ) / ( ( ( 2ˆnextpow2(Row) ) ) ˆ 2 ) ) ;
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end

end

%T h i s i s t h e a n a l y t i c a l t r a n s f o r m o f G

g = i ∗omega∗sqrt (2∗pi∗sqrt ( u squared1 ) ) . ∗ exp(−2∗ i ∗omega∗pi∗pi∗u squared1 ) ;
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

e1 = double ( (1/(2∗ pi∗omega ) )∗ g .∗ t0 ) ;
E 1 = i f f t 2 ( i f f t s h i f t ( e1 ) ) ;
E 2 = conj ( E 1 ) ;
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

d e l t a I 0 = double (abs ( E 1 .∗ E 2 ) ) ;
d e l t a I = d e l t a I 0 (2ˆnextpow2(Row)/2−( s ize (A0,1)/2−1) :2ˆnextpow2(Row)/2

+(s ize (A0, 1 ) /2 ) , 2 ˆnextpow2(Row)/2
−s ize (A0,1)/2−1) :2ˆnextpow2(Row)/2+( s ize (A0 , 1 ) / 2 ) ) ;

clear de l t a I 0 e1 g cente r3 t0 G T00 C3 B3 A KN A t i l d e de l ta A de l t a T0
clear u squared1 u squared r squared
n = n + 1 ;

end
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