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CHAPTER1I

INTRODUCTION

This thesis presents the development and evaluation of a system that allows people to ex-
plore a large virtual environment with a head-mounted display (HMD) when the size of the
surrounding physical space is small. More specifically, this thesis focuses on exploring an
HMD-based virtual environment by physically walking, i.e., bipedal locomotion. Bipedal
locomotion is a highly effective method for learning the locations of things when exploring
virtual environments, and seems to result in better spatial orientation than other locomotor
interfaces such as joysticks [Williams et al. 2006a]. Bipedal locomotion within a virtual
environment is easily accomplished as long as the physical space housing the tracking sys-
tem and HMD are roughly the same size as the virtual environment. The issue becomes
how to fit physical bipedal locomotion in a large virtual environment into a much smaller

physical space while preserving a user’s spatial orientation.

Virtual reality provides people with opportunities to experience places and situations
remote from their actual physical surroundings. They potentially allow people to learn
about an environment which, for reasons of time, distance, expense, and safety, would not
otherwise be available. Virtual reality systems could have a huge impact in education,
entertainment, medicine, architecture, and training, but they are not widely used because
of their expense and delicacy. However, HMD technology may become readily available
to the public within the next several years. Other immersive virtual technologies, such as
virtual caves, are less likely to achieve commodity status since they often involve greater
expense in the form of large screens, projectors, and a locomotion device such as a treadmill
or bicycle that allows a user to move about the environment. Since HMD systems hold the

promise of being readily available to the public, constraints of such a system need to be



identified and addressed. In particular, to test the effectiveness of an HMD-based virtual
environment, the perceptual constraints need to be understood.

People explore spaces in the real world by physically rotating and translating their per-
spectives as they examine the environment. Thus, this thesis seeks to leverage the natu-
ral ability of people to maintain spatial awareness of an HMD-based virtual environment
when rotation and translation are provided by bipedal locomotion. Although there is no
problem rotating by physically turning in a small physical space to explore a large virtual
space, there is a problem translating. This problem occurs when trying to fit long distances
walked through virtual space into a small physical space. Therefore, devising methods
whereby large virtual environments can be explored while preserving a user’s spatial rep-
resentation of the environment is an important problem.

Thus, this work is important because it seeks to develop an effective system that would
allow a person to seamlessly explore large virtual environments. The system envisioned
here could be based in an office or small lab. In particular, if immersive virtual environ-
ments are to realize their potential as commodity-level components, a perceptually accu-
rate interface that allows locomotion through them within the constraints of everyday space
must be developed.

The ultimate goal of a virtual system is to immerse the user in a computer—generated
environment. There are interesting issues associated with the user interacting or interfacing
with that environment. Ideally, performing tasks or moving about in a virtual environment
would be identical to the real physical environment. For example, when immersed in a
virtual environment, a user might feel a virtual object, walk and feel the terrain, smell
things, and hear accurate sounds. To train a person to throw a bowl on a pottery wheel
using a virtual environment, the person would need to feel as if they were molding and
shaping the clay with their hands. They would need to feel mass and act appropriately,
and the virtual object would have to respond appropriately. Obviously, virtual environment

technology is not yet at this stage.



This thesis limits the discussion to tracking systems. Such systems track the user’s
position in the physical environment and allow the computer to update the graphics of the
corresponding position in the virtual environment. An HMD presents the user with a stereo
view of this virtual environment.

Interestingly, human-computer interaction (HCI) issues associated with a virtual system
are quite different than traditional 2-D or 3-D HCI [Lok and Hodges 2004]. First, the
user experiences the virtual environment from a first person point of view. Moreover, the
interface seeks to present a high level of fidelity between physical user action and the
virtual interpretation of that action. Thus, the virtual system seeks to mimic how users
interact with the real physical environment. This type of human-computer interaction is
better examined using methods from cognitive science than most traditional user interface
design problems. There are many variables that can be manipulated when interfacing into
a virtual environment. Some are consistent with our experience in the real world while
some are less so. For example, as Lok and Hodges point out, some virtual actions that
are possible in the virtual environment have no correlation to a real action. We explore
this idea later in this thesis by exploring different modalities of walking and changing the
normal viewing eyeheight from which a user experiences the virtual environment.

Virtual systems that satisfy the high fidelity interactions can be important tools for
learning and training in virtual environment. These computer generated environments al-
low a user to experience places that would be expensive, dangerous or infeasible in the real
world. Virtual flight simulators are an example of a good interaction of real action and
virtual experience and are commonly used to train pilots. This thesis presents work that
would allow a user to experience a virtual environment by physically walking, thus looking
specifically at the tracking interface. My work seeks to create virtual environments that are
general learning environments while addressing a limitation of current virtual technology.
The potential uses of such environments are limitless, and some include testing evacuation

plans before a structure is built, experiencing historical sites such as the Pompeii, assessing



search and rescue efforts of firefighters, and gaming environments.

I.1 Contributions
This thesis makes the following contributions in addressing the problem of exploring large

virtual environments in small physical spaces:

1. Determines the functional similarity in spatial reasoning between real and vir-
tual environments. This work analyzes the similarity in people’s reasoning and
learning about spatial representations of physical environments and of virtual envi-
ronments viewed on an HMD, a phenomenon called functional similarity ([Williams
et al. 2007b], Chapter III). The functional similarity work of Chapter III lays the
groundwork for understanding if it is reasonable to build virtual environments and
expect people to be able to navigate and orient themselves in the virtual world just as
people do in the real world. Given that functional similarity exists between the two
environments, this thesis then looks at how to exploit our own locomotion to explore

virtual spaces larger than the tracking limits of the virtual system.

2. Shows that scaling the translational gain of walking is a viable method of explor-
ing a large virtual environment. Chapter IV investigates increasing the translational
gain of walking (where one step forward in physical space carries one several steps
forward in virtual space) as a viable method to explore a large virtual environment
[Williams et al. 2006a]. Two experiments presented in this Chapter show that the
translational gain of bipedal walking can be scaled, and that this type of locomotion
is a more efficient interface than using a joystick. However, these experiments limit
the scale of translational gain to a factor of ten, since head movements and other

small movements become distracting at higher gains.

3. Examines the limits to which translational gain can be scaled while maintaining

spatial awareness. To scale gain higher than ten, it becomes necessary to investigate



ways of minimizing distracting motions. Chapter V finds such a method and shows
that using a nonlinear scaling method is significantly superior to scaling gain linearly.
Additionally, this work examines how high we can expect to scale gain in a virtual
environment and still maintain a reasonable spatial awareness. More specifically,
results of the experiments in Chapter V show that people can maintain good spatial
awareness with translational gains up to 50 using a technique also presented in this

chapter to minimize the distracting effect of head movements.

. Develops an effective method of navigating virtual space that accommodates the
limits of physical space. Inevitably, the physical limits of the tracking system will
be reached no matter how high the gain is scaled. Therefore, Chapter VI investigates
three different methods to “reset” users when they reach the end of their physical
space by changing their location in physical space while their location in the virtual
environment is ideally the same before and after resetting [Williams et al. 2006b;
Williams et al. 2007a]. In other words, resetting involves manipulating optical flow in
such a way that allows users to move away from a physical obstruction such as a wall
while experiencing a continuous sense of their location in the virtual environment.
This thesis develops a method that produces a minimal amount of disruption to a

user’s sense of presence in the virtual environment.

. Evaluates the advantages of manipulating user eyeheight at various rates of
translational gain. In addition to scaling gain, it may also be advantageous to scale
eyeheight as well. More specifically, Chapter V investigates whether a person’s spa-
tial representation is improved when eyeheight is increased while locomoting through
a virtual world at high rates of translational gain. If eyeheight is increased, more of a
map-like overview of the terrain will be experienced. This thesis finds no significant

advantage with respect to the user’s spatial orientation when eyeheight is scaled.



1.2 Significance

The main contribution of this work to the field of computer science is to develop a tested
interface using an HMD system that allows people to explore a large virtual environment
in a small physical space. This thesis contributes novel engineering techniques to solving
this human-computer interface problem. This system presents visual information based
on user action by leveraging the natural ability of humans to spatially update using phys-
ical locomotion. This work is important since it seeks to make technology, that is, HMD
technology, more useable and accessible.

The work presented in this thesis presents an interdisciplinary approach, using both
computer science and psychology, to engineer a system that allows users to effectively
explore a large environment with an HMD. Computer science is a broad discipline that
systematically studies computing systems and computation involving the development of
algorithms, tools, and methods for using a computer. Although the main contribution of
this work uses computer science techniques to implement design prototypes, methods from
psychology are also employed to evaluate and leverage the design of the system. Figure 1.1
shows the relationship between computer science and perceptual psychology used in this
research. First, computer graphics is used to investigate perception in the system. This in-
volves developing virtual environments suitable for perceptual experiments, designing and
implementing algorithms to explore virtual environments that leverage people’s natural per-
ceptual affordances, and systematically evaluating these solutions. Conversely, in this re-
search, visual perception must also use computer graphics to identify important perceptual
aspects of HMD technology. The presentation of computer graphics in the HMD system
is validated using perceptual and learning methods borrowed from psychology. These psy-
chology studies are leveraged to form conjectures about computer science solutions that
could afford a more compelling virtual reality experience.

The high level interface created and tested in this work uses a combination of methods

to achieve its goal. First, this work systematically scales the translational gain of walking



Computer

Science

(  Indentify important perceptual
aspects of HMD technology when it is
used to explore a large virtual
environment

’

Generate virtual computer graphics
environments suitable for specific
perceptual experiments

\ J

[ 4 Develop and implement algorithms\
that allow people to explore large
virtual environments based on

_ perceptual hypotheses )

Investigate visual
perception using
computer graphics

Improve computer
graphics using visual
perception research

Use perceptual psychology
experimentation to validate the
\ persentation of computer graphics )

(Ose psychology studies'm hypothesize\ ( Systematically test algorithms to A
about how the graphics should be uncover more information about the
displayed to allow for the exploration human perception system

\. J

\ of large virtual environments __J

Perceptual

Psychology

Figure I.1: This figure shows the cyclic process involved in virtual reality research.

(Chapters IV and V). When gain is scaled to larger amounts it becomes necessary to mini-
mize these small head movements, and an appropriate method is developed and tested. This
thesis then examines several parameters of the interface, seeking to better preserve a user’s
spatial orientation. We determine a threshold where people’s spatial awareness begins to
deteriorate as translational gain is scaled. And, we examine the modality of eyeheight and
find what trade-off exists for spatial orientation while exploring a virtual environment at
different eyeheights and different translational gains.

Scaling the translational gain of walking does not completely solve the problem, how-
ever, since the physical limits of the tracking system will inevitably be reached no matter
how high gain is scaled. Therefore, we develop a method to remedy this that we called “re-
setting.” We evaluate three plausible engineering methods to “reset” users when they reach
the end of their physical space by changing their location in physical space while their lo-
cation in the virtual environment is the same before and after resetting (Chapter VI). We

categorize the methods that produce minimal disruption to a users’ sense of locomotion in



the virtual environment. We also show the number of resets that a person can undergo in a
virtual environment and still maintain a reasonable spatial awareness. These findings allow
others to create virtual reality systems based on parameters clearly defined in this thesis.

A contribution of this work is to extend virtual environment research beyond empha-
sizing low-latency photorealism. This thesis is aimed at designing an interface to a virtual
world that allows users to interact with the graphics in a way that promotes user accep-
tance and usability of the system. Technology alone does not create user acceptance and
usability, but it is the experience of the user which is key. Typically a virtual world is mod-
eled after the real world, where experiencing the virtual world is similar to experiencing
the real world. When users experience virtual environments, they are not bound to only
common experiences of the real world. While the photorealism of the virtual environment
may play an important role in the effectiveness of a virtual environment, it seems that the
human-computer interaction model of the system is equally important. The software, the
interactive devices, and the platform used are all part of the design of virtual environments.
The most important thing about the virtual environment is the user experiencing the virtual
environment. Since human locomotion can drive the interaction between human and com-
puter, it becomes important to look at ways of engineering environments where technology
is tailored to fit the physical and psychological needs of the participant. This thesis manipu-
lates human translations and rotations so that the physical locomotion fits into the confines
of a small physical space— allowing the user to get locomotive feedback while accomplish-
ing the goal of seamlessly exploring a large virtual environment in a small physical space.
It also examines the exploration of a virtual environment when a user’s eyeheight is manip-
ulated, so that the graphics in the system are viewed as if the users is taller than he or she
actually is. That this manipulation could aid in human spatial awareness is an interesting
way of incorporating human locomotion with computer graphics.

In the past, making a significant computer science contribution to virtual reality re-

search involved developing algorithms that render computer graphics faster and more ef-



fectively so that they could be presented to a user in realtime. We are nearing the threshold
of what hardware needs to do in realtime and should to look at other means of exploiting
virtual reality technology besides improving the computational limitations. This work in-
corporates psychology with computer graphics so that psychology suggests and evaluates
engineering improvements to computer graphics. In this manner, I focus my research more
on what the user experiences and how this experience can be improved. Thus, the signifi-
cant contributions of this work are closely linked to both computer science and psychology.

Thus, this work aims to contribute cognitive finding as well. Chapter I1I examines how
people understand space in virtual reality and its relationship to how they understand space
in the real world. The finding is significant because it shows that people maintain spatial
awareness in both environments in a functionally similar manner. The idea that the transla-
tional gain of walking can be scaled was based on the psychological studies that show that
people can recalibrate translation [Rieser et al. 1995] in the physical environment. This
prior work used a much smaller scaling factor. This work does not look specifically at
whether subjects can recalibrate to a new translational gains but investigates whether they
can adapt and maintain spatial awareness at higher translational gains. Therefore, a signifi-
cant contribution of this work is to show that translational gain can be scaled much higher,
and that spatial orientation can be maintained with the aid of nonlinear scaling techniques.
The resetting techniques discussed in Chapter VI manipulate rotation and translation, and
test people’s ability to maintain spatial orientation by relying on visual cues. When the
gain of walking is manipulated and these resetting techniques are employed, locomotion is
manipulated, and the human updating system is fooled. Therefore, an interesting psycho-
logical contribution is that this work shows that even if locomotion is manipulated it does
help aid in spatial awareness. Finally, another significant psychological contribution of this
work examines spatial awareness as a function of user eyeheight, or the height from which

the virtual world is viewed.



I.3 Overview

The remainder of this thesis is organized as follows. The next chapter, Chapter II, provides
background information and relates previous work to the present work. Chapter III exam-
ines the similarities and differences in spatial reasoning in real and virtual environments.
Chapters IV, V, and VI then discuss how to develop a system to explore a virtual environ-
ment larger than the physical limits of the tracking system. Specifically, Chapters IV and
V looks at scaling the translational gain of walking, while Chapter VI examines methods
of resetting when people reach the limits of the explorable tracking space. Then, Chapter

VII concludes this work and explores future directions.
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CHAPTER 11

BACKGROUND AND RELATED WORK

II.1 What is a virtual environment?

Virtual reality is a term used to describe the interaction between a human via sensory in-
put with a computer generated environment. Virtual reality is the concept of perceiving
a synthetic environment just like a real, physical environment. Equivalent terms such as
“artificial reality” and ‘“cyberspace” also refer this experience. Generally, a virtual real-
ity environment is experienced visually— viewed on a computer screen or through a special
stereoscopic display. However, some virtual reality systems also employ audio cues, [Lokki
and Grohn 2005], and with an increase in technology, it may be possible to incorporate
taste, touch, and smell [Sherman and Craig 2003].

In a virtual reality system, users interact with a virtual environment using some type
of human computer interface (HCI). This human-computer interaction involves two steps.
First, the computer presents information to the user via computer renderings of the virtual
environment. Then, the human communicates to the computer by using some sort of device
such as a keyboard, joystick, dataglove, treadmill, or tracking system. The range of com-
munication devices from human to computer is more varied. Both the sophistication and
diversity of these devices will continue to increase in the future [Sherman and Craig 2003].
Finding the best way to connect the senses to a virtual environment is a difficult problem
and is commonly referred to as the “human factors” problem [Sherman and Craig 2003].

Virtual reality systems are different from other computer-based systems because they
are thought to induce a certain feeling of immersion or presence. Heim [1998] summarizes
virtual reality with “three I’s” : immersion, interactivity, and information intensity. Immer-
sion is a psychological effect that arises from “devices that isolate the senses sufficiently

enough to make a person feel transported to another place” [Heim 1998]. Immersion is
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Figure II.1: This figure shows the two step process of the human computer interaction in
a virtual reality system. The computer presents information to the user using computer
generated graphics, and the human communicates to the computer by physical action such
as walking or moving a joystick.

difficult to define because, it is a complicated and elusive phenomenon. Witmer and Singer
[1998] define immersion as “a psychological state characterized by perceiving oneself to be
enveloped by, included in, and interacting with an environment that provides a continuous
stream of stimuli and experiences.” They suggest that factors that affect immersion include
“isolation from the physical environment, perception of self-inclusion in the virtual envi-
ronment, natural modes of interaction and control, and the perception of self-movement.”
Heim explains that there are different degrees of immersion analogous to the different lev-
els of involvement various media deliver in regards to “sensory detail” and “amount of
interactivity” as shown in Figure II.1. Interactivity describes the computer’s ability to de-
liver real-time images of a user’s change in position and orientation in a 3—D environment
based upon user input. Therefore, the computational speed of the computer must be fast
enough to convert data from a person’s sensory input to the virtual environment and vice-
versa. Finally, “information intensity” is the idea that a virtual world can offer qualities
such as “telepresence and artificial entities that show a certain degree of intelligent behav-
ior” [Heim 1998]. Information intensity suggests that virtual reality may provide the user
with different quantities and qualities of information. No virtual reality system is suitable

for all applications, thus, virtual reality systems can be specialized in the information they
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present. Telepresence is an example of an information specific system where a participant
is able to interact with a real physical environment remote from his or her current location,
(for more information see [Sherman and Craig 2003]).

Virtual reality provides a new communication medium for human computer interaction
[Ellis 1994]. Moreover, the synthetic nature of virtual reality allows for the incorporation of
visual, auditory, and haptic interaction modes not possible in real physical environments.
Virtual environments have the potential to make a broad impact on education, entertain-
ment, medicine, architecture, training, etc. [Bricken 1991]. Virtual reality was developed
to allow people to easily deal with information. An example of its near 40 year success in
learning and task performance has been shown in the training Air Force personnel [Furness

1978].

I1.2 Visual Experience of Virtual Reality

This work deals with the most popular means of experiencing a virtual environment—
visually. Current technology does not allow us to develop a virtual reality system that cre-
ates photorealistic virtual images in real time from sensory input. Virtual reality emerged
from research on interactive graphics and vehicle simulation in the late 1960s and early
1970s. Due to technology advances making real-time graphics feasible, in 1980s and 1990s
“virtual reality” became a part of our everyday vocabulary.

To make the 2—-D images displayed in virtual environments, 3—D object are rendered.
These images are presented to the user in a continuous manner, and must be fast enough
to provide the illusion of seamless motion. The rate at which these images are displayed
is referred to as the temporal resolution or frame rate. There is also a graphics latency tol-
erance that a virtual system must maintain to preserve the illusion of real-time interaction.
Image resolution must also be taken into consideration when developing a realistic virtual
environment.

People naturally develop a sense of the 3—-D world around them without consciously

13



thinking about it. It is not well understood how the brain processes such information.
In the real physical world, humans perceive depth using stereopsis or binocular disparity,
monocular or pictorial cues, and motion depth cues. Monoscopic or pictorial depth cues
are those obtained from a static image, such as that of a photograph and involve such things
as interposition or occlusion, shading, linear perspective, relative size, height in the visual
field, atmospheric effects, texture, etc. Stereoscopic depth cues depend on parallax, or the
difference in position of objects viewed from the left and right eye. Motion depth cues are
derived from parallax created from self motion, object motion, or a combination of the two.
Depth cues will discussed under a few different modalities of visual input in virtual systems
(such as desktop screens, head-mounted displays (HMDs), etc.). No one cue dominates
depth perception in every scenario, and no one cue is necessary to correctly judge depth
[Cutting and Vishton 1995]. For a detailed discussion on depth cues see [Goldstein 2006]
and [Cutting and Vishton 1995].

Portraying depth in the virtual world is achieved using a number of real world cues.
Virtual worlds usually mimic the real world, but because of computation costs, tradeoffs
between realism and interactivity capacity must be considered by the designer. For exam-
ple, the depth-accuracy of a virtual manufacturing or medical application where subjects
grasp objects may be more important than a virtual architectural walk-through. Most of the
current 3—D animation films use a computationally expensive rendering technique called
ray tracing to obtain realistic images with complex shadows, reflections, refractions, and
shadows giving the user many depth cues. To achieve a reasonable frame rate, such a tech-
nique is currently not feasible in complex virtual environments. However, the graphics of
most virtual environments contain such depth cues as occlusion, size, linear perspective,
motion parallax, and some sort of shading depending on the computing power. This shad-
ing usually includes flat shading, texture mapping, specular highlighting, and sometimes
primitive shadowing. Texture mapping is a technique most commonly used in virtual en-

vironments as a computationally efficient way of adding realism. Texture mapping is the
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process of mapping an image onto a surface [Foley et al. 1990]. For example, to make a
wooden desk look more realistic, a digital photograph can be mapped by the renderer onto
the polygons of the desk. The texture can be repeated on the surface so that the scale and
size of the wooden texture mimics that of a real desk. Texture maps are also used as back-
drops for areas in virtual environments not intended for exploration such as a sky image or

a group of buildings at a distance.

I1.3 Types of Visual Displays

Current research on virtual reality is vast and rapidly changing. Visual perception of virtual
environments is the most popular and perhaps the most important method of acquiring
information about a virtual space. Therefore, this section focuses on presenting various

types of visual display systems to get a sense of the range of technical capabilities.

I1.3.1 Desktop

In desktop virtual reality, a user experiences a virtual environment by viewing high quality
graphs on a standard computer monitor. These graphics are generally rendered by a higher-
end workstation. The main limitation of such a system is the locomotion interface. Moving
around the virtual environment is accomplished by using some sort of haptic device such
as a keyboard, joystick or mouse. Using some sort of haptic device or passive interface
to navigate the environment provides no vestibular feedback which has a direct affect on
spatial orientation and navigation. Another limitation is that users may be viewing the
real and virtual environment simultaneously. This dual representation may be a cognitive
burden which could diminish the effectiveness of the system. Because of these limitations,
the immersiveness of desktop virtual reality is generally thought of as considerably limited

[Tarr and Warren 2002].
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I1.3.2 Caves

The Cave Automatic Virtual Environment or CAVE, which was introduced in 1992 by
[Cruz-Neira et al. 1992], is an immersive virtual environment that involves using projectors
to display images on three, four, five, or six walls of a room-sized cube. The locomotion
interface in this environment is typically either a treadmill [Mohler et al. 2004], bicycle
[Plumert et al. 2004], or some sort of haptic device. Using a haptic device lacks vestibular
feedback which is generally accepted to enhance a user’s spatial orientation [Chance et al.
1998; Witmer et al. 1996]. Most CAVE-based treadmill systems involve a single walking
direction treadmill. Such a system lacks free exploration. Thus, some systems allow users
to change their orientation in the virtual environment by rotating their torso while their feet
remain in the same orientation on the treadmill [Vijayakar and Hollerbach 2002]. Thus,
the action of torso rotation and walking on the treadmill allows navigation along a curved
path. A few omnidirectional treadmill systems,[Darken et al. 1997; Iwata 1999; Schwaiger
et al. 2007], have been developed that cancel the user’s displacement and allow them to
walk in any direction. The CyberWalk, [Schwaiger et al. 2007], platform is made of 25
conventional treadmills which are all chained together and can move in one direction while
the individual treadmills move at right angles relative to the direction the chain is moving.
This gives the user a 4.5m by 4.5m area to walk or jog on and is the first omnidirectional
treadmill that allows for near natural walking. However, these systems are expensive to
construct and are not robust. Another short coming of the CAVE system is the presence of
an open area or place lacking visual feedback of the virtual environment. In other words, the
real world can be seen while viewing the virtual world. However, a 5-sided CAVE is quite
immersive. In general, CAVE systems suffer from being delicate and also are considerably

more expensive than the HMD-based virtual systems discussed in the next section.
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11.3.3 HMD

A head head-mounted display is a helmet mounted with two small screens that allow the
user to view the virtual environment. The HMD is attached to a workstation that renders
different graphics for both eyes simultaneously enabling stereo or motion depth cues. An
HMD typically has a baffle that blocks out any view of the outside world. An HMD system
can include position and orientation tracking to update the users’ position and orientation
in virtual space as they navigate in the real world.

One of the drawbacks of HMD technology is the limited field of view or viewing range
of the virtual environment. The resolution of the two displays inside the HMD is also
limited. Currently, a $1,500 Emagin Z800 HMD has a resolution of 800x600 per display
and a field of view of 40° diagonally. The weight of the HMD may be distracting, as well as
the tether which connects the HMD to the graphics-rendering workstation. Therefore, when
a person is moving around while wearing the HMD, they must be careful not to trip over
the tether. Despite the limitations, the advantage of these systems over CAVE systems is
that they more robust, much less expensive, and most importantly the locomotion interface
to this environment is your own. As Tarr et al. [2002] point out, with a 480x600 resolution
HMD, users “rarely, if ever, have any sense of where they are in the physical room and

respond appropriately when faced with 50-foot cliffs, spinning tunnels and carousels.”

I1.4 Spatial Orientation

This work relies on the investigation of humans’ spatial orientation in virtual environments
to build a virtual system. Spatial orientation refers to the natural ability of humans to main-
tain their body orientation and position relative to the surrounding environment. Spatial
orientation relies heavily on visual information and whole-body information while moving
in an environment [Wartenberg et al. 1998]. Spatial orientation refers to the natural abil-
ity of humans to maintain their body orientation and position relative to the surrounding

environment.
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After exploring and learning about physical environments, people can judge the per-
spectives available at various locations within the familiar place, even if the perspective is
one that they have never directly experienced [Rieser et al. 1994]. Consider three conditions
that influence the relative ease of such judgments. First, judging new perspectives is done
more effectively when people physically locomote as if moving to the new perspective.
This situation occurs when people close their eyes and locomote relative to their actual re-
membered surroundings [Loomis et al. 1999; Rieser et al. 1986]. In addition, when people
stand in one place and pretend to be somewhere else, they are able to imagine new perspec-
tives [Rieser et al. 1994; May 1996b; May 2004]. Second, people find it easier to judge
changes in perspective when the geometry of the change is a translation rather than a rota-
tion [Rieser 1989; Presson and Montello 1994; Philbeck et al. 2001]. Third, the difficulty of
making a perspective change is a monotonic function of the degree of disparity between the
original perspective and the to-be-judged perspective [Rieser 1989; May 2004]. By dispar-
ity we mean the difference in direction between targets from the new, to-be-judged point of
observation and the one from which they were originally learned, a measure discussed fur-
ther later in this section. In the related two experiments in Chapter III, subjects were asked
to judge new perspectives across variations in locomotion mode (physical or imagined),
geometry of perspective change (translation or rotation), and amount of disparity.

First, to investigate functional similarities in spatial orientation in virtual environments
and physical environments, Experiment 1 of Chapter III examines imagined and physical
rotation in both environments. Many studies [Easton and Sholl 1995; Farrell and Robert-
son 1998; May 1996b; Presson and Montello 1994; Rieser 1989; Rieser et al. 1986; Wraga
2003] have shown that updating spatial orientation is much harder with imagined move-
ment than physical locomotion. In Rieser [1989], subjects were asked to point to a target
after imagining facing an object and after physical locomotion to an object. The study
showed that performance was slower for imagined rotations than physical rotations, and

the response latency for the imagination condition increased as a function of the angle
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from the participant’s facing direction to the imagined location. A possible explanation is
that imagined rotations lack proprioceptive feedback. In Experiment 1 similar responses in
the virtual environment are measured and compared to the physical environment.

Experiment 2 of Chapter III further investigates functional similarity by comparing two
different imagined geometric movements, translation, i.e., changes in self location keeping
the current facing direction, and rotation, i.e., changes in current facing direction while
retaining the same location. Subjects are tested in both the physical and virtual worlds to
test for functional similarity. A number of studies, [Easton and Sholl 1995; May 2004;
Presson and Montello 1994; Rieser 1989], have shown imagined translations are faster and
more accurate than imagined rotations. Furthermore, many have shown that response times
and errors increase as a function of the angle of imagined rotation [Easton and Sholl 1995;
Rieser 1989; Wraga 2003]. In these experiments, translations and rotations are decoupled,
in contrast to other work, e.g., Klatzky et al. [1998].

The experiments on functional similarity in Chapter III use a spatial orientation task
where subjects turn to face a direction, similar to the pointing task of Rieser [1989]. More
specifically, the assessment of spatial knowledge is based upon turning errors and laten-
cies in tasks where subjects are asked to turn and face an object the location of which
they had already learned. Other comparisons of spatial updating and pointing in virtual
environments have been done, although none have replicated the conditions of the present
work. Chance et al. [1998] report that for subjects walking through a virtual maze, physi-
cal translation and rotation allowed subjects to update better than physical translation and
joystick rotation. Klatzky et al. [1998] report that optic flow without locomotion in an
HMD was not sufficient to induce spatial updating for turn responses, although Riecke et
al. [2005] report the opposite result for large field-of-views. May and Klatzky [2000] find
a functional similarity between real and virtual environments in that in both environments
irrelevant movement had greater effects on a path integration task than verbal or cognitive

distractions. Wraga et al. [2004] also studied spatial updating in virtual displays and report

19



Figure I1.2: An example of rotational
disparity. The subject is facing the 12.
The instruction “turn to face the 3 as if
facing the 57 is given. The subject imag-
ines facing the 5 while physically fac-
ing the 12. The subject must imagine
the clock rotated such that the 5 is di-
rectly in front and then turn to face the 3
from this new perspective. Thus, to give
the correct turn response to this example,
the subject must turn to the left 60° as
shown in red. The disparity is the dif-
ference between the real facing direction
(12) and the target (3), 90° (blue), and
the imagined facing direction (5) and tar-
get (3), —60° (green). Thus, the disparity
is 90 — (—60) = 150°. The disparity is
also equal to the difference between the
final and facing position (10) and the tar-

get (3).

Figure I1.3: An example of translational
disparity. The subject is facing the 12
when the instruction “turn and face the
11 as if standing at the 3” is given. The
correct motion is to turn to face the 10
(shown in red). The disparity is the dif-
ference between the real facing direc-
tion (12) and the target (11), -30° (shown
in blue), and the imagined facing di-
rection (3) and target (11), -60° (shown
in green). Thus the disparity is —30 —
(—60) = 30°. This quantity is also the
same as the difference between the new
facing direction (10) and the target (11).

that active rotation, in which the subjects rotate themselves, has advantages over passive
rotation, in which the subjects were rotated by the experimenter. Note that they break down
locomotion in two ways that this work does not. In Experiment 1 of Chapter III, subjects
were passively rotated, while in the second, subjects actively rotated. However, the ad-
vantage found by Wraga et al. [2004] was small and we did not pursue that classification
of rotation further. Waller et al. [2004] examined directional knowledge in the real world
and virtual environments and also found a functional similarity between real and immer-
sive HMD environments. Thus, the prevailing view in the literature seems to be that there
are similarities between physical and virtual environments, and that locomotion in a virtual

environment can help spatial updating, two views that we explore further in this thesis.
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May [2004] argues that response latencies and errors due to perspective change are
related to the conflict between the two perspectives. Similar research, [Brockmole and
Wang 2003; May 1996b; Newcombe and Huttenlocher 2000; Wang 2005a] has supported
this interference hypothesis. This effect is a function of a quantity called disparity, which
is illustrated in Figures II.2 and II.3. For the purposes of the experiments presented in
Chapter III, disparity is defined as the difference in angle when turning to face a given
target relative to one’s actual position in the physical or virtual room from the angle to-be-
turned given the to-be-imagined facing direction (the location where the object is thought
to be). In Figure I1.2, the subject is facing the 12, and then imagines rotating to the 5.
Now the subject is asked to point to the 3. When the subject is facing the 12, the 3 is on
his right; when the subject is facing the 5, the 3 is on his left. These two relationships
will interfere with each other as the subject makes a decision about the correct location
of the 3 facing the 5. The effects of this interference increase as the magnitude of this
difference, the disparity, increases. In this dissertation, we use the term “response disparity”’
or simply “disparity” to mean the “object direction disparity” as defined by May [2004].
For rotations, the amount of disparity is equal to the angle of imagined rotation as shown
in Figure I1.2. For translations, the amount of disparity is equal to the difference between
the angle from the facing direction to target object, and the angle from the imagined source
object location to target object as shown in Figure I1.3.

Spatial orientation is also accessed in experiments presented in Chapters IV, V, and VL.
However, the spatial orientation tasks are less complicated since we make the assumption
from the results of Chapter III that people reason about space in the real and virtual worlds
in a functionally similar way. Thus, in these three chapters, spatial knowledge is assessed
by measuring errors and latencies in tasks where subjects turn to face a remembered object
from their position in the virtual environments. Since there is no imagined facing direction
in these type experiments, disparity is defined as the difference between the actual facing

direction and the direction needed to face the target.
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This thesis discusses aspects of the relation between perception, representation, and ac-
tion. More specifically, we compare the spatial perception of rotations and translations in
the virtual environment and the physical environment. We also closely examine the ability
of people to perceive and represent space while actively locomoting through a large virtual
environment using a limited amount of physical space. Some investigation of the relation
between perception and action in virtual environments has been conducted, e.g., [Mohler
et al. 2004; Mohler et al. 2007a; Kay and Warren, Jr. 2001]. In particular, much recent
work [Loomis and Knapp 2003; Thompson et al. 2004; Willemsen and Gooch 2002; Wit-
mer and Sadowski 1998], has studied the issue of the similarities and difference in distance
estimation between real and virtual environments. This work has found that subjects un-
derestimate distances in virtual environments. The precise reasons for this are not known,
but several factors have been examined. There have been different empirical findings on
how field of view in an HMD leads to an underestimation of distance. Wu et al. [2004]
show that vertical field of view, FOV, of 21° or less leads to an underestimation of dis-
tance. Knapp and Loomis [2004] found that a reduced vertical FOV similar to that of an
HMD has no influence in the real environment. The weight of the HMD itself may also
cause problems with distance perception [Willemsen et al. 2004]. Thompson et al. [2004]
show that distance perception in real and virtual environments is not due to the lack of
realistic graphics. While these distance discrepancies exist in the virtual environment seen
though the HMD, Plumert et al. [2005] found that time to walk estimates in real environ-
ment and virtual large-screen immersive display environment were highly similar. Oman
et al. [2002] tested the ability of subjects to learn objects’ spatial relationship and to predict
their location as their bodies were specified in different 3D orientations. They found that
body positions with respect to gravity had a minor but significant effect on locating objects,
and that performances in the real world were functionally equivalent to those in the virtual.

The immersive qualities of virtual environments are getting better and ultimately we

expect there to be no significant differences in operating on knowledge gained by explor-
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ing and learning about physical environments and their virtual renderings (immersion is a
concept difficult to define, but see [Witmer and Sadowski 1998]). However, current HMD
technology is limited in expressing rich visual representations. As mentioned above, sev-
eral groups have reported inaccuracies of judging distances in immersive environments
[Loomis and Knapp 2003; Thompson et al. 2004; Willemsen and Gooch 2002; Witmer
and Sadowski 1998]. A number of factors may contribute to this discrepancy, such as the
limited field of view, spatial resolution, subtle errors in rendering, and the weight of the
HMD.

As discussed in Chapters IV and V, the gain of physical translation is scaled because
Rieser et al. [1995] and Mohler et al. [2007b] have shown that people can quickly recal-
ibrate to a new mapping between their own physical translation and visual input. How-
ever, the scaling factor of the translational gain in these recalibration studies was signifi-
cantly smaller than that which is proposed in this thesis. Richardson and Waller [2005a;
2005b] showed that subjects adapted according to explicit feedback about the accuracy of
their distance judgments in the virtual environment. They found that subjects accurately
judged distances after receiving feedback (as opposed to pre-test). Kuhl [2004] and Pick
et al. [1999] have shown that people can also recalibrate rotations. A compelling reason to
manipulate translations instead of rotations is that research shows that physical changes in
direction are more important than physical translation in the development of spatial knowl-
edge [Presson and Montello 1994; Rieser 1989; Rieser et al. 1995]. By scaling translation
and leaving rotation alone, we are decoupling rotation and translation, and no research has
investigated what happens when people walk paths combining physical rotational locomo-
tion with scaled translational locomotion. However, Riecke and Biilthoff [2004] found that

people have some separation of visual and vestibular cues.
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II.5 Navigating Large Environments

Previous research has explored various techniques of navigating a large scale virtual envi-
ronment. Haptic devices, such as a joystick or keyboard, allow users to virtually explore
large environments [Ruddle et al. 1999; Bowman et al. 1999; Waller et al. 1998; Darken
and Sibert 1996; Pausch et al. 1997]. However, studies have shown that using physical
bipedal locomotion rather than haptic devices produces significantly better spatial orienta-
tion [Chance et al. 1998; Ruddle and Lessels 2006; Lathrop and Kaiser 2002]. Specifically,
Pausch et al. [1995] showed people were significantly more effective at search tasks involv-
ing a tracked HMD versus an untracked HMD. Ruddle et al. [1999] showed that exploring
large virtual environments with a tracked HMD is significantly faster than exploring the
same environment with a desktop display. Suma et al. [2007] show that using position and
orientation tracking with an HMD is significantly better than using a system that combines
the orientation tracking and a haptic device for translations.

Templeman et al. [1999] and Slater et al. [1995] have participants “walk in place” to
move through large virtual environments, but this technique lacks the same proprioceptive
cues of walking. Another method of navigating a large virtual environment is manipulating
rotation such that the locomotion of the subject fits within the limits of the tracking system
[Razzaque et al. 2001; Nitzsche et al. 2004]. Razzaque et al. [2001] examine subjects
ability to locomote to a series of five targets they call “waypoints”. In this study, the virtual
room is slightly rotated while the subject walks to the waypoint, and then to a greater degree
as the subject searches for these waypoints. This method requires a large tracking area for
the rotational manipulation to be imperceivable, and is not a complete solution because a
situation could easily occur in which the physical limits of the tracking system are reached.
Virtual flying [Usoh et al. 1999] and teleporting are other ways of exploring large virtual
environments, yet they lack locomotive feedback.

Interrante et al. [2007] propose a method called “seven league boots” in which they

scale gain based on wand control. In a pilot study, they compare scaling the translational
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Figure II1.4: This figure shows the side view of the geometry of a person’s viewing angle
and their associated eyeheight when viewing and object, O. The horizon line of gaze is
represented by the line that connects the eye of the observer with O and is parallel to
the ground. The eyeheight of the observer and the field of view are denoted E and FOV,
respectively. The distance from the person to the observed object is distance D, and e
represents the angle of declination from the horizon line to the ground.

gain of walking by ten, joystick locomotion, normal walking, and using “seven league
boots” or a wand to activate translational gain scaled by ten. They then ask users to rate
which method they prefer after walking down a 25 foot hallway in each of the conditions.
Interrante et al. report that people seem to prefer “seven league boots” over normal walking,
joystick, and scaling the translational gain by ten. This work suggests that it may be helpful
to allow users some sort of control over optical flow rate. We explore this idea in Chapter
V.

Other systems involve large screen caves with a locomotion input such as a bicycle
or treadmill. Cave based system are expensive, and most only contain three virtual walls.
Treadmill systems are difficult and expensive to construct with enough degrees of freedom

to allow for free exploration.
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I1.6 Eyeheight

This work examines the role of eyeheight when experiencing a virtual environment. Mainly,
it addresses the question of whether it is advantageous to scale eyeheight (or the height from
which an environment is viewed). More specifically, eyeheight E refers to the distance from
the viewer’s visual horizon to the ground as shown in Figure II.4. For more information,
see Sedgwick [1973; 1980] .

In our everyday lives, we humans constantly change our viewing perspective by sitting,
standing, etc., yet the perceived relative size of objects remains the same. As Wraga [1999]
points out, this may be because of familiar size or previous knowledge about size and shape
[Gogel 1977; Rock 1975].

Additionally, the angle of declination e from the horizon line to the ground also pro-
vides another source of information as seen in Figure I1.4. People use this information to
recalibrate the relative sizes of objects at different eyeheights [Wraga 1999]. Warren et al.
[1987] had subjects judge whether they could walk through doorways of varying widths.
As a condition of the experiment the floor was raised relative to the floor that they were
standing on, and subjects systematically overestimated the passibility of narrow doorways.
It can be seen from Figure I1.4 (after [Wraga 1999]), that if the floor is raised, then the per-
ceived eyeheight £ may become smaller. However, when the participants made the same
judgments with the false floor and the real floor within the same block of experimental
trials, no differences were observed. Moreover, Ooi et al. [2001] show that with a known
eyeheight individuals can use the angular declination from the horizon to calculate abso-
lute distances. Gardner et al. [2001] also perturb the vertical gaze distance by using prisms
and they also provide evidence that the humans use vertical gaze angle as a distance cue.
However, the Gardner et al. [2001] involved table top locations within reaching distance.

Wraga et al. [1999] compare seated, standing and ground-level prone observations and
find that seated and standing observations are similar, but prone observations are signifi-

cantly less accurate. Warren [1984] find that people judged whether they could sit on a
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surface according to whether the surface height exceeded 88% of their leg length. More-
over, people choose to climb or sit on a surface according to the relationship between the

surface’s height and their eyeheight [Mark 1987].
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CHAPTER III

FUNCTIONAL SIMILARITY

III.1 Introduction
Important applications of virtual environments are based on the assumption that what peo-
ple learn from exploring physical environments is functionally similar to what they learn
from exploring virtual renderings of them. Functional similarity refers to the variables in-
fluencing responses based on representations learned through experiencing a physical en-
vironment having similar influence on responses based on representations learned through
experiencing a virtual environment. Such functional similarity is important whenever peo-
ple hope to explore and learn about virtual environments to apply their knowledge when
planning or acting in the physical environments that they represent. Examples abound
where evaluating scenarios in the physical world would be expensive and difficult so that
virtual environments are used instead — for example — in simulations of behind-the-lines
military operations, piloting a ship or plane, or learning to navigate a human body to pre-
pare for surgery. In two experiments this chapter assesses the similarities and differences
in how and how accurately people judge the directions toward objects after learning their
locations by exploring physical environments versus virtual renderings of them displayed
on an HMD [Williams et al. 2007b]. The results demonstrate functional similarities in
access to spatial knowledge in real and virtual environments. Moreover, these functional
similarities suggest that it is practical to explore a virtual environment using an HMD and
maintain a spatial representation similar to the real world.

In these two experiments, subjects were asked to judge new perspectives across varia-
tions in their locomotion mode (whether their locomotion was physical or imagined), ge-
ometry of perspective change (whether their motion consisted of a translation or a rotation),

and amount of disparity. In both experiments, subjects learned a novel environment by
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freely exploring it in each of two visual input conditions: in one people viewed their actual
physical surroundings and in the other they viewed a graphically rendered simulation of
the same surroundings presented over a head-mounted display (HMD). The purpose of the
experiments was to investigate the functional similarity of the representations derived from
viewing the physical environment and the virtual environment.

Thus, by functional similarity, we mean similarities or differences in performance when
judging new perspectives based on the locomotion mode, the geometry of the perspective
change, and the amount of disparity. These judgments were assessed by measuring the
errors and latencies (time to complete the task) of the perspective changes. Both measures
are free to vary in the experiments and both provide a measure of subjects’ access to their
spatial knowledge gained through one of the visual input modes.

For reasons discussed previously, we expect performance judging perspectives after ex-
ploring the virtual environment over the HMD to be less accurate or slower to process than
after viewing the physical environment. Hence, a significant or not significant effect of the
visual input type on these experiments is interesting, and potentially indicates the quality of
immersion, but is not the primary goal here. Instead, an analysis of functional similarities
involves determining whether the conditions that influence responses from representations
learned while viewing the physical environment have similar influence on responses from

representations learned while viewing virtual environments.

III.2 Experimental Design

Two experiments evaluated the functional similarities in using knowledge learned from
exploring a large room-sized physical environment and a virtual construction of the same
environment presented over an HMD and explored freely on foot. In each experiment
subjects were asked to explore and learn the spatial layout of eight target objects. After
learning the target locations from the perspective at one point of observation, they were

asked to close their eyes and make knowledge-based judgments of the target directions from
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a new perspective. An important note about these experiments is that the FOV of a subject
in the physical environment was not restricted to be the same as in the virtual environment,
as some have done, e.g., [Thompson et al. 2004]. The reason for this decision is that
we wanted to test the subjects when they learned in settings that were as unencumbered
as possible. For a virtual environment presented through an HMD, this setting involves
limitations on FOV, but does not in the physical environment. Thus, the emphasis in these
studies is on the functional similarities in spatial reasoning despite the many differences in
input for learning.

Experiment 1 was designed to determine whether physical locomotion facilitates the
speed and/or accuracy of judging new perspectives after simple rotations in facing direc-
tion. In the locomotion condition the subjects were blindfolded (or the HMD was dark-
ened), they were physically guided to face the new direction, and they were asked to judge
the target directions. In the imagination condition the subjects were blindfolded and asked
to imagine turning to face the new direction. Thus, the three factors of the study were visual
input (visually exploring the physical environment versus its virtual environment rendition)
% locomotion method (physical locomotion versus imagination) x disparity (that is, there
were eight different amounts of rotation in perspective to be judged, ranging from 0° to
180°). The type of visual input was varied across subjects (one-half studied the physical
environment and one-half studied the virtual environment), the locomotion method was
blocked and varied within repeated trials of each subject, and the disparity was randomly
ordered within each block for each subject. The blocking adds an additional condition that
allows us to assess whether learning occurs between blocks.

Experiment 2 was designed to determine whether the geometry of the imagined changes
in perspective (there was no physical locomotion) influence the difficulty. Again subjects
visually explored either a physical room or a virtual rendering of the same room and then
were asked judge target directions after imagining changes in perspective that consisted of

simple rotations (that is, subjects were asked to imagine they had turned to change their
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facing direction while standing in the same spot in the room) or simple translations (that
is, subjects were asked to imagine keeping their facing direction constant while moving
straight to a new spot in the room). The amount of to-be-imagined change in facing direc-
tion varied across both the rotation trials and the translation trials. The type of visual input
was varied across the subjects, the geometry of the perspective change was blocked within
the repeated trials of each subjects, and the disparity was randomly varied within these
blocks. The blocking was again a condition within the experiments that was considered.

People typically move through their environment using a combination of both rotation
and translation, and Experiment 2 decouples them. In comparing translations and rotations,
the underlying difficulty of the a perspective change depends on the disparity, as discussed
previously. In the type of experiment presented here (modeled after the studies of Rieser
[1989]), disparities for both translation and rotations fall into natural and principled values.
However, these values are not identical, and, thus for the design, the range of disparities
for translations will be less than the range of disparities for rotations, and the natural values
of disparities for translations will be different than the natural values of disparities for
rotations. When comparing rotational and translational disparities prior work (e.g., May
[2004]) has typically clustered or “binned” values. Statistical power can be lost through
this binning, and modern statistical methods [Harrell, Jr. 2001; Myers et al. 2002] do not
require binning. Thus, the analyses later in this chapter will use the true, unbinned values
of disparity. However, for didactic purposes, values of disparity are displayed in the figures,
as it is easier to visually interpret this style of presentation than a scatterplot, and, as we
will see, doing so does not misrepresent the data.

Thus, both experiments were designed to find out the relative difficulty of knowledge-
based judgments of perspective changes as a function of whether the knowledge was learned
from visually exploring a virtual environment versus a physical one. In addition, they allow
us to investigate the degree to which the relative difficulty of the judgments was influenced

by whether the perspective change was accompanied by locomotor movements, by the dis-
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parity in perspective that was to be judged, and by whether the geometry of the change
consisted of a simple rotation or simple translation in perspective. To assess relative dif-
ficulty, subjects were asked to turn and face the target objects from the new perspectives
quickly and accurately. Both the turning errors and the latencies can be expected to vary as
a function of difficulty, except in situations where subjects trade speed for accuracy by, for
example, responding rapidly and inaccurately some of the time and slowly and accurately
some of the time. As long as latencies and accuracies are positively correlated (that is,
people are not trading speed for accuracy), then both are reasonable measures of relative
difficulty. However, in conditions where latencies and accuracies are negatively correlated,
then the meaning of both measures is ambiguous and cannot be used to sort the relative
difficulty across conditions.

In this experiment, the goal was to assess similarities of spatial knowledge between
physical and virtual environments. More specifically, for both environments, we investigate
the relative difficulty of imagining rotations and whether physical rotation facilitates access
to spatial structure. This experiment mimics Experiment 2 of Rieser et al. [1989] with the

additional condition of being conducted in a virtual or physical environment.

III.3 Experiment 1: Imagined Rotations and Physical Rotations

III.3.1 Method

Participants

Sixteen Vanderbilt University students participated in the experiment. Subjects were unfa-

miliar with the experimentation room and the virtual reality equipment.

Materials

In both the real and virtual conditions, participants viewed eight targets (ball, rubber duck,
bottle, telephone, vase, videotape, scissors, and clock) that were arranged in an evenly
spaced circle. Each of the targets varied in shape and color. Identical objects in the same

location were used for the virtual and real world condition, and were of similar size. A
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Figure III.1: Laboratory or “physi- Figure II1.2: This figure shows the vir-
cal” environment for conducting exper- tual environment and the circular array
iments. Shown is the circular array of  of eight objects used in the experiments.
eight objects used in the experiments.

For both Experiment 1 and Experiment

2, subjects stand in the center of the ar-

ray. This particular environment was

used in Experiment 2, and Experiment

1I’s virtual environment was similar.

virtual room, as seen in Figure I11.2, of the same scale and layout was designed to mimic
the real environment, shown in Figure III.1 (the views are not exactly similar because we
could not replicate the exact camera parameters between the physical and virtual cameras).

The virtual world was viewed through a full color stereo Virtual Research Systems
V8 HMD with 640 x 480 resolution per eye, a field of view of 60° diagonally, and full
binocular overlap. The HMD also weighed approximately 1kg. An InterSense IS-900
tracker was used to update the participant’s rotational movements. The rendered field of
view was matched to the nominal displayed field of view (otherwise, performance errors

can result [Psotka et al. 1998]).

Procedure
One-half of the subjects performed the experiment in the virtual world, and the other half
performed the experiment in the real world. In both conditions, subjects stood in the center

of the array of objects, which was roughly the center of a 5.8m by 6.4m room. Each
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target was approximately 2m from the participant. After approximately three minutes of
study, the experimenter tested the subjects by asking them to close their eyes and point to
randomly selected target objects. This testing and learning procedure was repeated until
both the experimenter and subject were confident that the configuration had been learned.
Next participants were asked to imagine themselves at a novel direction of observation,
and point to a target from that point. Specifically participants were instructed “face the
( target name ) as if you are facing the ( source object name ).” There were two conditions:
a locomotion condition and an imagination condition. In the locomotion condition, subjects
were physically turned by the experimenter to face the source object during the verbal
instruction. To move the subject, the experimenter grasped the subject by the shoulders and
rotated them. In the imagination condition, subjects followed the instruction by imagining
turning to face the object that identified the new facing direction. Note that in some of the
trials, the subject was actually facing the source object, so that no imagined or physical
locomotion occurred. Subjects were asked to not simply turn their heads, but to locomote
their entire body, although the response was measured from the HMD based on the head-
facing direction. Note also that as response angles were measured through the HMD, in all
conditions subjects wore a darkened HMD when turning, which served as a blindfold. The
physical room was darkened as well. The instructions for the imagination and locomotion
conditions were explained before participants saw the experimental layout. After every
trial, subjects rotated themselves back to a starting position facing the front of the room.
If there was any error after this rotation between their facing direction and the correct
starting position the experimenter rotated them to the correct starting position. The subjects
completed 56 test trials for each condition in two blocks of 28. The order of the instructions
for each block was randomized. Half of the subjects were tested first for imagination, and
the other half were tested first for the locomotion condition. To compare the angles of the
correct responses across different conditions, the same trials were used for the locomotion

and imagination modes, and for the virtual and real world environments.
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The subjects indicated to the experimenter that they were facing the target by verbal
instruction, and the experimenter recorded their time and rotational position. The time was
recorded using a stopwatch, and the rotational position was recorded using the InterSense
tracker. Subjects were encouraged to respond as rapidly as possible, while maintaining
accuracy. If subjects were confused, they were allowed to look again at the array during

the experiment, between trials.

III.3.2 Results

The dependent variables in this experiment were the errors and latencies in turning to face
the targets. There were four independent variables: visual input type, locomotion method,
amount of disparity, and the learning block (either first or second) in which the particular
trial was conducted. The type of input was either virtual or physical, depending on whether
the subject learned the target locations in the virtual space or physical space. The locomo-
tion method was either imaginary (imagined rotation) or physical (physically turned). The
amount of rotation varied as repeated within-subject trials. The results were analyzed by
learning block to determine if order effects (i.e., learning) are an important factor in the
experiment.

Figure II1.3 shows the mean turning error, and Figure II1.4 shows the mean latencies
as functions of visual input mode and locomotion method. Turning error was defined as
the unsigned error, i.e., the unsigned difference between the actual target distances and the
observed distances. The average turning errors as functions of disparity and locomotion
method are presented separately for the physical input mode, Figure IIL.5, and the virtual
input mode, Figure II1.6. Likewise, the average latencies as a function of disparity and
locomotion method are shown in Figure II1.7 (physical input mode), and Figure II1.8 (vir-
tual input mode). Note that disparity is a continuous variable and has values between 0
and 180 determined by the geometry of the experimental setup. Following the practice of

May [2004], for ease of presentation in these figures the disparities have been clustered to

35



Turning Error Latency

40y, 8 : . .
Il Physical Space Il Physical Space T
351 [] Virtual 1 7H [ Virtual
$ 1
2 30 2 6f
= c
gl I S 5l
25 T @ .
| ) T
£ 20 L4
i} o
c
215 g3
S 3
2 107 2
51 1
0 —r P 0 o A
Locomotion Imagination Locomotion Imagination

Figure III.3: Mean turning error for both Figure 111.4: Mean latency for both the
the locomotion and imagination method  locomotion and imagination task in the
in the virtual and physical conditions in virtual and physical conditions in Exper-
Experiment 1. Error bars indicate the iment 1. Error bars indicate the standard

standard error of the mean. error of the mean.

their closest 45° amount. In the statistical analysis described below, however, unclustered
“true” disparity values were used. The mean turning error and latency by learning block
are shown in Figures I11.9 and III.10, respectively.

Since the amount of disparity is a quantitative independent variable, a least squares
regression was used to fit a generalized linear (mixed) model to the data, and conducted
an analysis of variance to test the significance of the independent variables and associated
interactions using techniques described in Harrell [2001] and Myers et al. [2002]. Four
independent variables were used to predict the turning error and latency, respectively, and
modeled all two-way and three-way interactions of the independent variables. The resulting
model had 14 degrees of freedom. This type of model allows us to test if disparity was
better modeled as a quadratic, but the quadratic effect was not significant. Tables III.1
and I11.2 show the analysis of variance results for this experiment. Results were considered
significant if p < .05. The “effective” degrees of freedom are reported [Satterthwaite 1941;
Satterthwaite 1946]. Since correlation may exist over repeated values of disparity, the
residual errors in the regression may not be independent, and thus the variance estimates

may be wrong. To correct this problem, the degrees of freedom are adjusted.
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d.f. PartialSS MS F p

Disparity* 26732 3819 45 < .01
Visual Input 11319 1617 1.9 .06
Locomotion* 53921 7703 9.1 < .01
Block* 12789 1827 2.2 .03

2965 988 1.2 32
5780 1927 2.3 .08
764 255 0.3 .82
2196 732 09 46
2710 903 1.1 .36
9414 3138 3.7 .01
2 2 00 97
1928 1928 2.3 13
11 11 0.0 91
289 289 0.3 .56

Disparity x Visual Input

Disparity x Locomotion

Visual Input x Locomotion

Disparity x Block

Visual Input x Block

Locomotion x Block*

Disparity x Visual Input x Locomotion
Disparity x Visual Input x Block
Disparity x Locomotion x Block
Visual Input x Locomotion x Block

Y L VS I S I O IR O IR US BEE N B BN |

Table III.1: Analysis of Variance for Turning Error in Experiment 1. The d. f. column gives
the number of coefficients of terms including that term in the regression model. Other
columns are standard statistical measures. Significant main effects and interactions are
indicated with an asterisk (*).

d.f. PartialSS MS F p

Disparity* 7 320 47 46 <.01
Visual Input* 7 557 80 79 <.01
Locomotion* 7 3243 463 458 < .01
Block* 7 488 70 69 < .01
Disparity x Visual Input 3 8 3 03 .85
Disparity x Locomotion* 3 103 34 34 .02
Visual Input x Locomotion 3 56 19 1.9 13
Disparity x Block 3 10 3 03 81
Visual Input x Block 3 57 19 19 13
Locomotion x Block 3 64 21 2.1 .10
Disparity x Visual Input x Locomotion 1 5 5 05 49
Disparity x Visual Input x Block 1 3 3 03 57
Disparity x Locomotion x Block 1 0 0 00 .87
Visual Input x Locomotion x Block 1 9 9 09 .35

Table II1.2: Analysis of Variance for Latency in Experiment 1. The d.f. column gives the
number of coefficients of terms including that term in the regression model. Other columns
are standard statistical measures. Significant main effects and interactions are indicated
with an asterisk (¥).
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Figure III.5: Mean turning error as a  Figure III.6: Mean turning error as a
function of disparity in the real world function of disparity in the virtual con-
condition for Experiment 1. The red line dition for Experiment 1. The red line

represents the turning error in the loco- represents the turning error in the loco-
motion repositioning task; the black line motion repositioning task; the black line
shows the turning error in the imagina- shows the turning error in the imagina-
tion repositioning task. Error bars indi- tion repositioning task. Error bars indi-
cate the standard error of the mean. cate the standard error of the mean.

From these tables, we see that there are a significant main effects of disparity, locomo-
tion mode (physical or imagined), and learning block on the turning errors and latencies.
The main effect on disparity indicates that lower disparities lead to more accurate, faster
performance. Subjects were faster and more accurate in their judgments when turned (the
locomotion mode) than when they have to imagine turning. Also, the performance of sub-
jects in block 2 was faster and more accurate than performance in the block 1.

For turning error, there is a significant interaction of locomotion on learning block;
turning errors decreased in the physical locomotion condition from block 1 to block 2,
while they increased slightly in the imagination condition from block 1 to block 2. Sub-
jects seemed to benefit from the chance to learn in the locomotion condition (performance
improved), but in the more difficult imagination condition, subjects seemed to become fa-
tigued and their errors increased. This interaction therefore does not seem to add much to
the interpretation of the main effect.

For the latencies there is a significant main effect of visual input (real world or virtual).
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Figure II1.7: Latency as a function of dis- Figure II1.8: Latency as a function of
parity in the real world condition for Ex- disparity in the virtual condition for Ex-
periment 1. The red line represents the periment 1. The red line represents the
latency in the locomotion repositioning latency in the locomotion repositioning
task; the black line shows the latency in task; the black line shows the latency in

the imagination repositioning task. Er- the imagination repositioning task. Er-
ror bars indicate the standard error of the ror bars indicate the standard error of the
mean. mean.

This effect is only marginal for the turning errors. Subjects were slower in completing the
task if their visual input was through the HMD rather than through the physical environ-
ment. This is discussed further in the discussion, Section IIL.5, at the end of this Chapter,
but this effect may be due to various factors involving the immersion that the subjects felt
in the virtual environment. There is a significant interaction between disparity and loco-
motion, meaning that disparity has a larger impact in the imagination condition than in
the physical locomotion condition. This interaction is one that is expected and consistent
with the literature, e.g., [May 2004]. In particular, subjects had more difficulty turning ac-
curately and speedily in the imagination condition than the locomotion condition for both
environments, and the amount of difficulty they had depended on the amount of disparity in
the task. The main conclusion drawn from this experiment is that there exists a functional

similarity in subject’s access to spatial knowledge in both real and virtual environments.
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Figure II1.9: This figure shows the mean  Figure III.10: This figure shows the

turning error in the first block and second mean latency in the first block and sec-

block of Experiment 1. The error bars ond block of Experiment 1. The er-

represent standard errors of the mean. ror bars represent standard errors of the
mean.

III.4 Experiment 2: Imagined Rotations and Imagined Translations

In this experiment, we replicated and elaborated the design of Experiment 3 from Rieser
[1989]. Subjects were asked to learn the spatial layout of targets either by exploring a physi-
cal environment or a virtual rendering of it via a tethered HMD. Like the earlier experiment,
subjects were asked to judge self-to-object directions from novel points of observation that

were either simple rotations of their original point of simple translations of it.

I11.4.1 Method

Participants

Fourteen Vanderbilt University students and two non-student adults participated in the ex-
periment. All were unfamiliar with the experimentation room and the virtual reality equip-

ment.

Materials
The HMD and tracker used in Experiment 1 were used again in Experiment 2. The array

of objects used in this experiment were a sneaker, a videotape, a book, a hairbrush, a vase,
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a telephone, a soda can, and a coffee mug. These objects existed in the same locations in
both the real and virtual environments as seen in Figures III.1 and III.2, and were spaced
in 45 degree increments in a circle about 2.25 m from the center. Again, the room was

approximately 5 m by 5 m.

Procedure

One-half of the subjects performed the task in the virtual world, the other half in the phys-
ical world. In both the virtual and physical environments, there were two conditions: rota-
tion and translation. Subjects imagine translating or rotating to a specific spatial point, then
they are asked to face an object from that spatial location. The rotation condition was the
same as Experiment 1, and participants were asked to “face the ( target name ) as if you
are facing the ( source object name ).” In the translation condition, subjects were asked to
“face the ( target name ) as if standing at the ( source object name ).” The participants were
tested using four alternating blocks of 28 trials. One-half of the subjects did a rotation block
first, the other half did a translation block first. The procedures of the study were carefully
explained to the subjects before they entered into the test room. Once the experimenter
thought that the subject demonstrated understanding of the tasks, the subjects were led into
the center of the array with their eyes closed. Next, the subjects 