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Chapter 1 

Introduction: the evolutionary adaptive strategies of cooperation and cheating  

define the population dynamics of mitochondrial mutations, but how? 

 

 

“Seen in the light of evolution, biology is, perhaps, intellectually the most satisfying and 

inspiring science. Without that light it becomes a pile of sundry facts—some of them 

interesting or curious but making no meaningful picture as a whole.” 

–Theodosius Dobzhansky, Nothing in Biology Makes Sense Except in the Light of Evolution (1973) 

 

 

Understanding biological systems through an evolutionary framework 

 

Evolution is the story of how life came to be what it is today. Living things owe their diversity and 

complexity, as well as their heritable structural and functional characteristics, to a long history of 

descent with modification. Accordingly, fundamental insights into the structure and behavior of 

biological systems ought to be accessible through a better understanding of the evolutionary 

processes shaping them. In recent years, research findings across numerous areas of molecular 

and cell biology have greatly underscored this idea that understanding the evolution of a system 

provides valuable insight into its organization and behavior. In particular, eukaryotic organisms 

exhibit a number of vital functions that are taxonomically widely conserved despite the fact that 

they involve rapidly-evolving genes. Examples include genes involved in meiosis (Anderson et 

al., 2009), the maintenance of centromeric chromatin (Henikoff et al., 2001), and the maintenance 

of telomeric integrity (Lee et al., 2017). The seemingly paradoxical high rate of evolution among 

genes involved in widely-conserved biological processes has led scientists to infer that the 
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maintenance of these functions requires recurrent adaptive innovation (Lee et al., 2017, 

McLaughlin and Malik, 2017). 

 

Why might adaptive innovations be continually necessary to maintain a widely-conserved 

biological function? One proposed explanation for this apparent paradox involves the co-evolution 

between entities with opposing adaptive interests. Some stretches of hereditary information 

propagate at the expense of others, without benefiting—and sometimes even while harming—the 

fitness of their host genomes, hence the term “selfish genetic elements” (Agren and Clark, 2018, 

Werren et al., 1988). By negatively impacting their hosts, selfish genetic elements can introduce 

an additional layer of selective pressure, whereby selection for host fitness is expected to result 

in the evolution of mechanisms that suppress the propagation of selfish genetic elements. This 

recurrence of adaptation and counter-adaptation can give rise to an evolutionary arms race 

consisting of a quasi-steady-state of reciprocally antagonistic co-evolution, formalized as the “Red 

Queen” hypothesis (McLaughlin and Malik, 2017, Van Valen, 1973), named in honor of Lewis 

Carroll’s Through the Looking Glass, wherein the Red Queen famously says, “it takes all the 

running you can do, to keep in the same place.” Red Queen interactions are especially well-known 

in the context of the co-evolution between pathogens and host immunity, although they also 

characterize the co-evolution between endogenous selfish genetic elements and their host 

genomes (McLaughlin and Malik, 2017). One category of selfish genetic elements, meiotic drive 

genes, facilitate their own transmission by undermining the fitness of gametes lacking them 

(Bravo Nunez et al., 2018, Hammond et al., 2012, Hu et al., 2017, Larracuente and Presgraves, 

2012, Schimenti, 2000). Accumulating evidence in recent years has implicated meiotic drive 

genes in infertility (Zanders and Unckless, 2019), suggesting that understanding the causes of 

infertility may require a greater understanding of not only beneficial genes but also selfish genetic 

elements, as well as the co-evolution between beneficial and selfish genetic elements. 
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In addition to individual genes, a number of microbial symbionts can likewise facilitate their own 

transmission across generations at the expense of the fitness of hosts, constituting another 

widely-studied category of selfish entities. The bacterial genus Wolbachia includes some 

especially widespread examples, having been estimated to inhabit close to two thirds of all insect 

species (Hilgenboecker et al., 2008). As intracellular bacterial symbionts, Wolbachia are typically 

inherited maternally, entering the next generation through host eggs (Werren et al., 2008), while 

males can be understood as evolutionary “dead ends.” Accordingly, Wolbachia have evolved 

ways to propagate by boosting the production of female hosts, which come at the expense of 

male fitness, hence their categorization as reproductive parasites. Methods of reproductive 

parasitism include the killing or feminization of male progeny, the production of female progeny 

from unfertilized eggs, and incompatibility between sperm and eggs when they come from hosts 

that are not infected by the same type of Wolbachia, a phenomenon known as cytoplasmic 

incompatibility (Werren et al., 2008). However, by impacting host fitness, reproductive parasites 

introduce pressures that can select for the evolution of host resistance, potentially giving rise to 

“Red Queen” dynamics as in the case of genetic conflicts within a genome or the co-evolution of 

pathogens and host immunity. Interestingly, host suppression of the male-killing phenotype has 

been reported to coincide with an alternate form of reproductive parasitism, namely cytoplasmic 

incompatibility (Hornett et al., 2008, Jaenike, 2007), which raises the possibility that different 

forms of reproductive parasitism may share a similar molecular basis. More recent work using 

flies has zeroed in on a small number of genes thought to underlie the male-killing and cytoplasmic 

incompatibility phenotypes (LePage et al., 2017, Perlmutter et al., 2019, Perlmutter et al., 2020), 

providing promising candidates for insights into the molecular details of these forms of parasitism. 

Moreover, given their stable presence in mosquitos and their ability to interfere with transmission 

of mosquito-borne pathogens (Dutra et al., 2016, Walker et al., 2011, Walker et al., 2021), 

Wolbachia infection has shown potential as a means to curb the spread of mosquito-borne 

infections, which claim more than a million human lives per year (Caraballo and King, 2014). 



 

 4 

Understanding the interactions between selfish symbionts and their hosts, and the evolutionary 

processes shaping these interactions, are therefore highly consequential, for example by leading 

to potential life-saving applications in the fight against infectious disease. 

 

In this work, I focus on how the biology of the mitochondrial genome is likewise informed by 

evolutionary principles. In particular, in this chapter I discuss evidence that the population 

dynamics of mitochondrial mutations are characterized by two opposing evolutionary adaptive 

strategies, namely cooperation and cheating. In the chapters that follow, I identify an ideal model 

system for studying the dynamics of cheating among mitochondrial genomes, by showing that a 

mutant mitochondrial genome variant in an experimentally tractable animal species—the genome 

variant uaDf5 in the roundworm Caenorhabditis elegans—behaves as a selfish mitochondrial 

genome, propagating within hosts and across generations at the expense of host fitness. I then 

cover experimental work to investigate the mechanistic basis for the cheating behavior of this 

mutant genome. Next, I describe experiments that I designed to quantitatively measure the 

different levels of natural selection acting on this genome, including the positive (“selfish”) 

selection favoring the proliferation of the mutant genome within individual hosts, as well as the 

negative selection that occurs due to the impact of this genome on host fitness. By applying these 

experiments to different conditions and host genotypes, I proceed to characterize how the host 

organism interfaces with its environment to shape the population dynamics of the selfish 

mitochondrial genome, with a particular focus on the important environmental variable of dietary 

nutrient supply. Finally, I address the general applicability of my findings by expanding the scope 

of these experiments to include other mutant mitochondrial genome variants. By elucidating 

mechanisms and conditions underlying the cheating behavior of a selfish mitochondrial genome, 

this work advances our understanding of interactions at the foundation of the eukaryotic cell in 

light of how these interactions are shaped by evolutionary processes. 
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Transitions in individuality: cooperation and cheating in the evolution of complexity 

 

Life is generally organized into a hierarchy of cooperative collectives: multiple genes make up a 

genome; different genomes collectively form the eukaryotic cell; individual cells give rise to 

colonies of cells, multicellular organisms, and symbiosis between multicellular organisms and 

their resident microbial communities; likewise, multicellular organisms are often organized into 

larger, more complex groups, such as societies. New levels of organization emerge when natural 

selection favors cooperation and minimization of conflict between previously-autonomous 

replicating entities, giving rise to a unified collective that replicates and undergoes selection as a 

higher-level “individual,” a process known as an evolutionary transition in individuality 

(Hammerschmidt et al., 2021, Michod, 2006, Michod and Roze, 1997, Szathmary, 2015, West et 

al., 2015). Cooperation is thus an adaptive strategy—a behavior that affects fitness due to the 

interactions between entities—that plays a central role in the evolution of larger, more complex 

life forms (Fisher and Regenberg, 2019, Gulli et al., 2019, Michod et al., 2006, West et al., 2015, 

Hammerschmidt et al., 2014). However, because cooperators incur the near-term cost of 

contributing to the fitness of partners, albeit for long-term collective benefit, cooperation creates 

conditions that can select for the emergence of selfish, “cheater” entities, which show up at 

multiple levels in the hierarchy of biological organization. 

 

What defines “cheating” in the context of evolutionary theory? Like cooperation, cheating can be 

thought of as an adaptive strategy, in that it represents a category of interactions that affect the 

fitness of the interactors. However, cheating can be defined in direct contrast to cooperation, since 

it involves taking advantage of a cooperative relationship. Formally, cheating can be defined as 

occurring when a cooperative partner benefits the fitness of another entity (the “cheater”), at the 

expense of its own fitness, particularly when these effects arise from a cooperative behavior being 

directed toward some entity other than the “intended” recipient (Ghoul et al., 2014). In this context, 
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the “intended” recipient of a costly cooperative act is the recipient needed to facilitate the payoff 

that ensures the evolutionary success of the cooperative behavior. In other words, cheaters reap 

the benefit of belonging to a cooperative relationship without incurring the cost of reciprocating. 

Cheaters can thus be viewed as a form of parasite, at least in cases where parasitism involves 

betraying an otherwise-cooperative relationship. As mentioned in the previous section, meiotic 

drive genes represent a type of cheater at the molecular scale, facilitating their own transmission 

at the expense of other genes by compromising the fitness of gametes within the organism that 

lack the meiotic drive genes, examples of which have been identified across diverse taxa including 

plants, fungi, and animals (Bravo Nunez et al., 2018, Hammond et al., 2012, Hu et al., 2017, 

Larracuente and Presgraves, 2012, Schimenti, 2000). Cancer is characterized by unchecked cell 

proliferation and the monopolization of resources at the expense of other cells within the body, 

constituting a form of cheating at the cellular level (Aktipis et al., 2015). Cheating behaviors 

likewise occur in many species of social animals (Riehl and Frederickson, 2016). 

 

By benefiting from the contributions of cooperators without reciprocating, cheaters gain a fitness 

advantage (Aktipis et al., 2015, Dobata et al., 2009, Ghoul et al., 2014, Strassmann et al., 2000). 

This advantage can break down at higher levels of biological organization, though, which rely on 

cooperation at lower levels (Aktipis et al., 2015, de Vargas Roditi et al., 2013, Fiegna and Velicer, 

2003, Moreno-Fenoll et al., 2017, Rainey and Rainey, 2003, Wenseleers and Ratnieks, 2004). 

Hence, natural selection can simultaneously favor different traits across the levels of the biological 

hierarchy, a phenomenon known as multilevel selection (de Vargas Roditi et al., 2013, 

Hammerschmidt et al., 2014, Shaffer et al., 2016, Takeuchi and Kaneko, 2019, Wilson and 

Wilson, 2007). Multilevel selection thus provides an explanation for the paradoxical coexistence 

between selfish and cooperative entities within hierarchically structured populations—that is, 

populations structured in a manner such that replication and natural selection occur at different 

levels, simultaneously favoring cheating at one level but cooperation at another. 
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Mitochondria: symbionts at the root of eukaryotic evolution 

 

The eukaryotic cell, which comprises protozoans, plants, fungi, and animals, is itself the product 

of one of the major cooperative transitions described in the previous section. Approximately two 

billion years ago, a symbiotic relationship began when a bacterial cell was engulfed by a larger 

Archaeal cell (Lang et al., 1999, Sagan, 1967, Wang and Wu, 2015). Rather than being digested, 

the occupant became a metabolic asset, enabling the host cell to relocate the electrochemical 

gradient for energy production from its cell membrane down to a sub-cellular compartment. This 

internalization of the bioenergetic membrane is hypothesized to overcome the surface-area-to-

volume constraint that energy production imposes on cell size, purportedly enabling these 

organisms to evolve larger, more complex cells (Lane, 2014). 

 

In addition to cell size, mitochondria and their symbiotic interactions with the host have evidently 

shaped the evolution of biological complexity in other ways. These effects stem from the fact that 

mitochondria retain their own genomes, owing to their heritage as once free-living bacteria. Over 

the course of evolutionary history, mitochondrial DNA (mtDNA) has become greatly pared down 

in size, albeit to varying degrees across taxa, with many genes having been translocated to the 

nucleus (Adams and Palmer, 2003). Several hypotheses have been proposed to explain the 

migration of genes from the mitochondrial to the host genome, most of which invoke adaptive 

benefits associated with being encoded in the nucleus. One such hypothesis proposes that 

moving genes to the nucleus helps prevent the irreversible accumulation of deleterious mutations, 

a phenomenon typical of asexual genomes (Muller’s Ratchet), or otherwise facilitates the spread 

of beneficial mutations, due to the ability of nuclear genes to more readily segregate and 

recombine during meiosis (Blanchard and Lynch, 2000). Another hypothesis suggests that the 

transfer of genes to the nucleus could be adaptive by exposing the genes to a lower relative 

mutation rate (Berg and Kurland, 2000, Brandvain and Wade, 2009). Another interesting 
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possibility invokes the proliferation of mutant mtDNA variants. In particular, if a mitochondrial gene 

becomes inserted into the nuclear DNA, then a mutant mtDNA variant with a deletion of the same 

gene can presumably proliferate to fixation (100 percent frequency), due to a replication 

advantage associated with the loss of the gene, for example, with the host remaining viable as 

long as the nuclear copy of the gene remains functional (Berg and Kurland, 2000). Incidentally, 

reasons for the selfish proliferation of deleteriously mutated mtDNA represent the primary focus 

of my work, described in the following chapters. Despite having lost many genes to the nucleus, 

however, mitochondria continue to retain their own genomes, for which numerous explanatory 

hypotheses have also been put forth. For example, the hydrophobicity of mtDNA-encoded 

proteins, which function as subunits in the membrane-bound enzyme complexes of the electron 

transport chain (ETC), may interfere with the ability to send these proteins to the mitochondria if 

synthesized elsewhere. In support of this idea, mtDNA-encoded proteins in cultured cells were 

observed to be mistargeted to the endoplasmic reticulum if synthesized in the cytoplasm 

(Bjorkholm et al., 2015). Another hypothesis suggests that encoding and expressing some of the 

core ETC components in close proximity to the ETC, rather than in the nucleus, allows for more 

finely-tuned regulation of gene expression in response to local cues, such as the redox status of 

the gene products (Allen, 1993, Allen, 2015). In any case, the fact that many mitochondrial 

proteins have become encoded in the nucleus, while others are still mtDNA-encoded, means that 

energy production via the ETC requires numerous cooperative interactions between the 

mitochondrial and host genomes. 

 

Due to some key differences between the mitochondrial and nuclear genomes, their interactions 

and co-evolution are thought to largely underlie the complexity of eukaryotic organisms. In 

contrast to the nuclear genome, for example, mtDNA is present at high copy number, with a single 

animal cell containing hundreds to thousands of individual mtDNA molecules (O'Hara et al., 2019, 

Robin and Wong, 1988, Shay et al., 1990). Cells therefore frequently contain a mixed population 
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(heteroplasmy) of mtDNA sequence variants due to the occasional mutations. Moreover, whereas 

the nuclear genome undergoes one round of replication per cell-division cycle to ensure that the 

daughter cells each receive one copy, mtDNA replicates throughout the cell cycle (Bogenhagen 

and Clayton, 1977, Chatre and Ricchetti, 2013, Newlon and Fangman, 1975, Sasaki et al., 2017, 

Sena et al., 1975). This relaxed replication enables the relative prevalence of heteroplasmic 

mutant mtDNA to vary between hosts, as well as over time within a host. When present at low 

levels, even a mutation that severely disrupts the function of mtDNA-encoded genes has 

negligible effects due to the substantially larger population of metabolically competent (“wildtype”) 

mtDNA copies. However, if the mutant genomes rise to sufficiently high allele frequency within 

their host, they can pass a critical frequency threshold whereupon they overwhelm the ability of 

the cell to maintain metabolic integrity, at which point the previously negligible mutation becomes 

pathogenic (Stewart and Chinnery, 2015, Wallace and Chalkia, 2013). Remarkably, even 

otherwise neutral mtDNA variants can have harmful effects when coexisting in a heteroplasmic 

state (Sharpley et al., 2012), suggesting that heteroplasmy can be inherently deleterious. 

Although the basis for this is not known, the dependence of ETC function on mito-nuclear 

interactions has been suggested to make it highly sensitive to variation in mtDNA sequence 

(Sharpley et al., 2012). Consistent with a deleterious effect of heteroplasmy, theoretical modeling 

studies have shown that a widespread feature of sexual reproduction, namely gametic asymmetry 

accompanied by uniparental inheritance of mitochondria, can evolve in response to the selection 

pressure to minimize the heteroplasmic mixing of mtDNA or otherwise facilitate co-adaptation with 

the host genome (Christie et al., 2015, Hadjivasiliou et al., 2012, Radzvilavicius, 2021). 

Theoretical modeling also implicates mtDNA mutations in the evolution of animal reproductive 

development, since setting aside a dedicated germline during early development—as opposed to 

producing gametes via the later differentiation of somatic tissue—reduces the requirement for 

ongoing mtDNA replication, thereby limiting the accumulation of mtDNA mutations and preserving 

metabolic integrity (Radzvilavicius et al., 2016). The mitochondrial genome has even been 
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implicated in the evolution of new species, since mito-nuclear incompatibility has been identified 

as a causal factor in reproductive isolation between geographically separated animal populations 

(Lamelza and Ailion, 2017). Given these considerations, the mitochondrial genome and its 

relationship with its host is thus understood to be at the root of many aspects of evolution in 

eukaryotic organisms. 

 

 

Cooperation and cheating among mitochondria 

 

Mitochondria cooperate with each other and with their host by supplying important genes for 

energy production. In return, the nuclear genome supplies the proteins and building blocks 

needed to replicate mtDNA. If a mutation disrupts the normal contribution that mtDNA makes 

toward energy production, then the mutant mtDNA could be described as a selfish genetic 

element, as long as it continues to replicate. Like other examples of biological cheaters described 

previously, selfish mitochondrial genomes benefit at the expense of a cooperative partner. Since 

these costs and benefits can be defined in terms of fitness effects, selfish mitochondrial genomes 

can be thought of as those that undergo positive selection within their hosts—or otherwise persist, 

evading extinction from the population—while simultaneously undergoing negative selection due 

to imposing a fitness cost on their hosts. Mutant mitochondrial genomes matching this description 

are taxonomically widespread, having been identified across various species of plants, fungi, and 

animals (Havird et al., 2019, Klucnika and Ma, 2019). In yeast, for example, the selfish 

proliferation of mutant mtDNA results in a commonly observed colony-growth defect, earning such 

colonies the term “petite” mutants (MacAlpine et al., 2001, Jasmin and Zeyl, 2014, Harrison et al., 

2014). Interestingly, the study of petite colonies in yeast is what led to the realization in the early 

1950s that the cytoplasm contains its own genetic material (Chen and Clark-Walker, 2000). In 

animals, selfish mitochondrial genomes have been identified both in the laboratory and in wild 
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populations. One well-known selfish mtDNA variant, termed nad5∆ due to a deletion in the coding 

region of the ETC gene ND5, was found in wild populations of Caenorhabditis briggsae (Clark et 

al., 2012, Phillips et al., 2015). The nad5∆ mtDNA has a transmission advantage over wildtype 

mtDNA, despite being associated with deleterious fitness consequences (Estes et al., 2011). 

Interestingly, this mutation has been found in geographically diverse populations of C. briggsae 

(Clark et al., 2012, Howe and Denver, 2008), suggesting that selfish mtDNA may be able to persist 

across evolutionary time-scales. Mutations that confer a selfish transmission advantage at the 

expense of host fitness have also been observed to occur spontaneously in laboratory populations 

of C. elegans (Dubie et al., 2020, Konrad et al., 2017). Importantly, the vast majority of the mtDNA 

content within an adult hermaphroditic member of C. elegans is confined to the maternal germline 

(Bratic et al., 2009, Tsang and Lemire, 2002a), which is precisely where mtDNA molecules are 

poised to compete for transmission to the next generation, due to maternal inheritance. Taken 

together, these findings provide evidence that cheating may represent a common evolutionary 

strategy among mitochondrial genomes. 

 

If mutant mtDNA levels can vary over time within and between hosts due to relaxed replication—

that is, since mtDNA replication is not tightly coupled to the cell cycle—why would a combination 

of random genetic drift and selection for host fitness fail to eliminate the mtDNA mutation? The 

simple explanation is that the levels of mutant mtDNA do not merely fluctuate within their hosts 

stochastically through genetic drift, but rather that mutant mtDNA can preferentially proliferate 

within hosts. The combination of high intracellular mtDNA copy number and relaxed replication 

can evidently give rise to mtDNA variants whose effects result in increasingly greater numbers of 

the mutant mtDNA copies. But how does this occur? Multiple studies have focused on the 

proliferation of deleterious mtDNA mutations, especially in the context of human disease (Diaz et 

al., 2002, Dunbar et al., 1995, Durham et al., 2007, Grandhi et al., 2017, Herbst et al., 2013, Holt 

et al., 1997, Larsson et al., 1990, Moraes et al., 1999, Moraes et al., 1995, Picard et al., 2014, 
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Samuels et al., 2013, Santra et al., 2004, Trifunov et al., 2018, Yoneda et al., 1992). Apart from 

documenting the phenomenon of mutant mtDNA proliferation, these studies tend to focus on two 

notable explanatory themes. One such theme invokes a replication advantage that is intrinsic to 

the mutant genome, such as the shorter replication time of a smaller molecule due to a deletion 

of a part of the genome (Diaz et al., 2002, Moraes et al., 1999). Another intrinsic replication 

advantage may occur when a mutation introduces additional origin-of-replication sites (Holt et al., 

1997), potentially resulting in a higher rate of replication events. 

 

Although mutant mtDNA variants with an intrinsic replication advantage could be viewed as selfish 

genetic elements in the sense that they outcompete wildtype mtDNA, they represent only a subset 

of selfish mitochondrial genomes. This is because any effect on their host would merely result 

from—rather than being coupled to—their proliferation. In other words, since the benefit of 

cheating arises from the costly contributions of a cooperative partner (Ghoul et al., 2014), mutants 

whose proliferative advantage depends on the behavior of the host genome could be expected to 

represent another general category of mitochondrial cheaters. Consequently, mitochondrial 

genomes might cheat even if they carry no intrinsically advantageous mutations, as long as they 

affect mitochondrial function in a manner that preferentially leads to their own replication. 

Incidentally, mutant mitochondrial genomes whose proliferation is linked to their impact on 

mitochondrial function and mito-nuclear interactions represents a second explanatory theme 

appearing in these studies. Indeed, early research on mtDNA heteroplasmy dynamics revealed 

that the proliferative advantage of a mutant genome can depend on host genotype (Dunbar et al., 

1995). More recent research has revealed that rising levels of mutant mtDNA can cause abrupt, 

large-scale changes in host gene expression (Picard et al., 2014). Taken together, these findings 

suggest that the host genome may be able to respond to the presence of mutant mtDNA in a 

manner that influences the proliferation of the mutant genome. Consistent with this idea, 

numerous studies have identified compensatory replication, whereby the cell synthesizes more 
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mtDNA in an attempt to rescue mitochondrial function, as a likely albeit inadvertent driver of a 

vicious cycle of mutant genome proliferation, at least in somatic tissue (Capps et al., 2003, 

Durham et al., 2007, Herbst et al., 2013, Trifunov et al., 2018). 

 

Despite these advances, research on the topic has yielded little in the way of mechanistic detail, 

at least with respect to the proliferation of selfish mtDNA in the maternal germline and across 

generations. Two recent studies in fruit flies have shed some important light on this issue, 

however, one focusing on selective mtDNA replication and the other on selective elimination. In 

particular, one study found that the abundance of the enzyme responsible for catalyzing mtDNA 

synthesis, POLG, determines not only the total mtDNA copy number, but also the frequency of a 

deleterious mutant genome across successive generations (Chiang et al., 2019). Why might one 

genome variant preferentially benefit depending on the levels of an enzyme that replicates both 

the mutant and wildtype genomes? One possibility involves selective protein synthesis on the 

outer mitochondrial membrane. The protein PINK1 accumulates on the outer membrane of 

dysfunctional mitochondria, inhibiting protein synthesis locally and selectively, preventing the 

proliferation of a deleterious mutant mtDNA (Zhang et al., 2019). Since the enzyme POLG is 

encoded in the nucleus and imported into the mitochondria, one attractive explanation for these 

findings is that when POLG is in short supply, mutant genomes preferentially suffer due to the 

reduced protein synthesis, and hence a scarcity of replication machinery, at the site of 

mitochondria containing the mutant genome. Although this would explain why the mutant genome 

preferentially suffers from lower POLG levels, it remains unclear why the mutant genome actually 

manages to outcompete the wildtype genome when POLG levels are high (Chiang et al., 2019). 

A second study in flies focused on the selective elimination of mutant mtDNA. To preserve 

metabolic integrity, the cell is equipped with molecular machinery for isolating, and subsequently 

digesting, fragments of the mitochondrial network where mitochondrial function is severely 

compromised. In the maternal germline of heteroplasmic flies, where mutant mtDNA runs the risk 
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of infiltrating the next generation, fragmentation of the mitochondrial network was observed to aid 

in the selective elimination of the mutant genome (Lieber et al., 2019). According to these findings, 

mutant mitochondrial genomes may selfishly propagate across generations by perturbing 

mitochondrial function in a manner that triggers a positive feedback-loop of mtDNA replication, or 

in a manner that interferes with the host’s ability to sequester and degrade dysfunctional 

mitochondria, or both. 

 

Selfish mitochondrial genomes can outcompete cooperative genomes within hosts, while the 

cooperative genomes simultaneously retain an advantage at the level of selection for host fitness. 

By what mechanism(s) does a mitochondrial genome preferentially proliferate despite carrying a 

mutation that is costly to host fitness? Moreover, what conditions and mechanisms shape the 

outcome of competition between the cooperative and selfish mitochondrial genomes, particularly 

when both the within-host and between-host levels of selection are taken into consideration? I 

sought to address these questions using an experimentally tractable model of a selfish 

mitochondrial genome, described below and in the chapters that follow. 
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Figure 1-1. Map of Caenorhabditis elegans mitochondrial genome and diagram of its role in energy 
production 
 
(A) Mitochondrial genome map in C. elegans. Genes are color-coded according to electron transport chain 
(ETC) complex: respiratory complex I (light red), complex III (yellow), complex IV (light blue), complex V 
(dark blue), ribosomal RNA (gray), tRNA (black), non-coding regions (thin line). The size and location of 
the uaDf5 deletion is represented by the dark red bar. Image created using SnapGene® software (from 
Insightful Science; available at snapgene.com). 
(B) Diagram illustrating the contribution of the mitochondrial genome toward energy production via the ETC. 
For reference, the ETC diagram shown here can be viewed as an enlargement of the small box on the 
mitochondrion illustrated in the inset (upper right corner). Complexes are color-coded according to the 
locations of proteins encoded by the similarly color-coded genes in panel (A). The proteins comprising 
complex II and Cytochrome C (Cyt c), shown in gray, are exclusively encoded in the nuclear genome. 
Complexes I, III, IV, and V are multi-protein complexes that each consist of protein subunits encoded by 
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both the mitochondrial and nuclear genomes (individual protein subunits of each complex are not shown). 
Complex I transfers two electrons from the oxidation of each molecule of NADH (a product of glucose and 
fatty acid breakdown and the Krebs Cycle) to a molecule of Coenzyme Q (CoQ) and utilizes energy from 
transferring the electrons to pump four protons to the intermembrane space. Complex II transfers two 
electrons from the oxidation of FADH2 (a product of fatty acid breakdown and the Krebs Cycle) to CoQ. 
Complex III transfers one of the two electrons from the net oxidation of CoQ to each of two Cytochrome C 
molecules, using the energy from electron transfer to pump another four protons to the intermembrane 
space. Complex IV combines electrons from the oxidation of Cytochrome C and protons from the 
mitochondrial matrix with oxygen, creating water and pumping another four protons (per oxygen molecule 
consumed) to the intermembrane space. Complex V provides a path for the flow of protons down their 
concentration gradient, across the inner membrane and back into the mitochondrial matrix. The flow of 
protons fuels the production of energy in a form that the cell can use for vital functions such as DNA 
replication, RNA and protein synthesis, and other biochemical reactions requiring energy consumption. 
Specifically, for approximately every three protons that pass through complex V, one inorganic phosphate 
ion is combined with one molecule of adenosine diphosphate (ADP) to synthesize adenosine triphosphate 
(ATP). Image adapted from “Electron Transport Chain,” by BioRender.com (2021). Retrieved from 
https://app.biorender.com/biorender-templates 
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Figure 1-2. Microscope image and illustrated reproductive system of a heteroplasmic adult 
Caenorhabditis elegans hermaphrodite 
 
The reproductive anatomy in adult C. elegans (box with red dotted outline) consists of a population of cell 
nuclei that exist within a contiguous syncytium of shared cytoplasm until late oocyte maturation (Waters 
and Reinke, 2011). Germline cells (dark blue circles) proliferate by mitosis and flow away from the distal tip 
cell (DTC, black oval). Mitotic proliferation is sustained via a chemical signal produced by the DTC and 
transmitted through the GLP-1/Notch receptor expressed by the germline cells. As distance from the DTC 
increases, the loss of signaling through the GLP-1/Notch receptor halts mitotic proliferation and induces the 
cells to center meiosis (dark blue circles with light blue crescents). Many germline cells undergo apoptosis 
(black x-marks) and export their organelles into the common cytoplasmic syncytium, possibly functioning 
as nurse cells for the remaining cells that are destined to become mature oocytes (Raiders et al., 2018). At 
the proximal end of the germline, oocytes are fertilized by sperm produced in the spermatheca and 
subsequently undergo embryonic development. The vast majority of mtDNA replication within the animal 
occurs in conjunction with germline development (see Chapter 6, Figure 6-6) (Bratic et al., 2009, Tsang 
and Lemire, 2002a). Moreover, due to maternal inheritance, the germline syncytium houses the population 
of mtDNA variants that compete for transmission to the next generation, providing a level of selection 
(within-host or sub-organismal selection) at which mtDNA mutants can “cheat” by outcompeting wildtype 
genomes (right side, dotted oval). This occurs at the expense of host fitness, resulting in another level of 
selection (organismal selection) at which wildtype mtDNA retains a fitness advantage over the cheater 
mtDNA. Germline illustration reproduced from Pereira et al., 2021. 
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Caenorhabditis elegans is an ideal model organism for studying the mechanisms  

and population dynamics of selfish mitochondrial genomes 

 

To elucidate mechanisms and conditions that shape the evolutionary dynamics of cheater 

genomes, it is imperative to identify a system that is both experimentally tractable and that hosts 

such a genome. The roundworm species C. elegans ideally fits this description for a number of 

reasons. In addition to being the first multicellular organism to have its genome fully sequenced 

(Consortium, 1998), C. elegans was the first animal species in which double-stranded RNA was 

observed to robustly target gene expression (Fire et al., 1998). These considerations, together 

with a short generation time of around 3 days, make C. elegans highly amenable to genetic 

manipulations. Moreover, the mitochondrial genome and its role in energy metabolism in C. 

elegans (Figure 1-1) is remarkably similar across animal species. Of the 37 mtDNA-encoded 

genes in mammals, 36 are also encoded in C. elegans mtDNA, including 2 ribosomal RNA genes, 

22 transfer RNA genes, and 12 of the 13 protein-coding genes found in mammalian mtDNA 

(Okimoto et al., 1992). Also like mammalian mtDNA, C. elegans mtDNA is uniparentally inherited, 

entering the embryo from the maternal germline (Al Rawi et al., 2011). However, unlike mammals 

and many other animal taxa, the vast majority—upwards of 90 percent—of the total mtDNA 

content within the adult hermaphroditic C. elegans is confined to the maternal germline (Bratic et 

al., 2009, Tsang and Lemire, 2002a), which exists as a contiguous syncytial cytoplasm shared by 

the germline stem-cell population (Figure 1-2 and reviewed by Waters and Reinke, 2011). The 

vast majority of overall population dynamics of mitochondrial mutations in C. elegans thus reflects 

two primary factors: selection for host fitness and the biology of the female germline, where 

mtDNA molecules compete for transmission to the next generation. Accordingly, C. elegans is 

especially ideal for efforts to characterize the conflicting multilevel selection dynamics between 

cheater proliferation and impact on host fitness. Finally, a deleterious but stably persisting 

mitochondrial genome, namely the mutant mtDNA variant uaDf5 (Figure 1-1A, dark red bar), has 
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been identified in a laboratory strain of C. elegans (Tsang and Lemire, 2002b). This mutant 

genome rises in frequency, especially in animals that inherit the mutant genome at low initial 

frequency, and can persist across hundreds of generations without being eliminated by drift or 

negative selection (Tsang and Lemire, 2002b), despite being associated with a variety of 

deleterious fitness consequences (Liau et al., 2007). These findings suggest that the uaDf5 

variant may behave as a cheater, a hypothesis that I address in the following chapter. If uaDf5 

indeed behaves as a bona fide selfish mitochondrial genome, then its stable presence in a 

laboratory strain of C. elegans, combined with the versatile experimental toolkit available for doing 

genetics and cell biology with C. elegans, position this genome as an ideal model for investigating 

the mechanisms and conditions underlying the cheating behavior of a selfish mitochondrial 

genome. 

 

The evolutionary adaptive strategies of cooperation and cheating define the population dynamics 

of mitochondrial mutations, but how? This question of “how,” with particular focus on the less-

understood behavior of cheating, remains the focus of my work using heteroplasmic C. elegans, 

described in the chapters that follow. 
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Part I 

Establishing a bona fide selfish mitochondrial genome 

 

 

 

 

 

 

 

 

 

 

 

 



 

 21 

Chapter 2 

The mutant variant uaDf5 in Caenorhabditis elegans 

is a bona fide selfish mitochondrial genome 

 

Adapted in part from: 

Gitschlag, B. L., Kirby, C. S., Samuels, D. C., Gangula, R. D., Mallal, S. A., & Patel, M. R. 2016. Homeostatic 

Responses Regulate Selfish Mitochondrial Genome Dynamics in C. elegans. Cell Metabolism, 24, 91-103 

Gitschlag, B. L., Tate, A. T., Patel, M. R. 2020. Nutrient status shapes selfish mitochondrial genome 

dynamics across different levels of selection. eLife, 9:e56686 

 

 

Introduction 

 

Because the eukaryotic cell is predicated on a mutualistic symbiotic relationship, the successful 

transmission of hereditary information across generations in eukaryotic organisms requires 

cooperation between two genomes of separate ancestry: the mitochondrial and host (nuclear) 

genomes. However, since cooperation requires contributing to the fitness of a partner, albeit for 

collective benefit, cooperators remain vulnerable to an alternative adaptive strategy, namely 

defection or cheating, whereby entities can reap the benefits of having cooperative partners 

without incurring the cost of reciprocating (Ghoul et al., 2014). Mutations in mitochondrial DNA 

(mtDNA) can thus give rise to cheater genomes, provided the mutant mtDNA can experience its 

own fitness gain at the expense of the host, which requires natural selection to act on mtDNA 

both within and between hosts. Indeed, selection can act on the mitochondrial genome at multiple 

levels of scale within the hierarchy of biological organization, particularly when different mtDNA 

sequence variants coexist within individual hosts, a state known as heteroplasmy. For example, 

individual mtDNA molecules can undergo selection within an organelle due to an intrinsic 
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replication advantage (Holt et al., 2014), such as when a mutant mtDNA variant contains multiple 

origins of replication. Selection can also occur between organelles, whereby the host cell may 

selectively target individual mitochondria for replication or degradation (Lieber et al., 2019, Zhang 

et al., 2019). Selection can also act on mtDNA between cells within a multicellular host (Shidara 

et al., 2005), and finally between host organisms due to the effect of mtDNA mutations on overall 

host fitness. Moreover, since the high mtDNA copy number within a typical eukaryotic cell can 

presumably shield the host against the deleterious effects of the occasional mtDNA mutation, 

mutant genomes that impose pathogenic phenotypic consequences tend to be those that 

propagate to high numbers within a host in spite of their fitness cost (Stewart and Chinnery, 2015). 

Accordingly, the population dynamics of mitochondrial mutations can often be characterized by 

the multilevel selection effects of cooperation and cheating. 

 

In order to elucidate the mechanisms and conditions that shape the outcome of competition 

between cooperating and cheating genomes, I first sought to identify a bona fide selfish 

mitochondrial genome within an experimentally tractable model organism. The ability to track 

shifts in mitochondrial mutant frequency across an organism’s lifespan within a short time—

together with the large sample sizes and versatile genetic toolkit available—make the 

hermaphroditic roundworm Caenorhabditis elegans ideally suited for this type of work. The vast 

majority of mitochondrial content in the adult C. elegans hermaphrodite is confined to the maternal 

germline (Bratic et al., 2009, Tsang and Lemire, 2002a), which exists as a contiguous syncytium 

of cytoplasm shared among a common pool of organelles and nuclei until the final stages of 

oocyte maturation (Pazdernik and Schedl, 2013). Selection within a host thus predominantly 

reflects the biology of the female germline, where mtDNA variants compete for transmission to 

the next generation. Accordingly, here I focus on selection for mitochondrial genotype at the 

within-host (sub-organismal) level as a largely single phenomenon, in addition to selection for 

mitochondrial genotype at the organismal level. By focusing on selection for mitochondrial 
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genotype overall, I bypass the challenges of studying selection among organelles, which undergo 

dynamic fusion and fission and hence do not persist as discrete units. 

 

Previous studies have identified a C. elegans strain harboring a heteroplasmic mutant mtDNA 

variant labeled uaDf5 (hereinafter referred to as ∆mtDNA, denoting a deletion-bearing genome). 

This genome contains a 3.1-kilobase deletion that removes four protein-coding genes and seven 

tRNA genes (see Chapter 1, Figure 1-1) (Tsang and Lemire, 2002b). Due to the loss of essential 

metabolic proteins, as well as RNA components important for protein synthesis in mitochondria, 

individuals carrying only ∆mtDNA are not expected to be viable. Indeed, animals homoplasmic 

for ∆mtDNA have not been reported (Tsang and Lemire, 2002b, Liau et al., 2007). Remarkably, 

however, animals that have lost ∆mtDNA had also not been previously observed prior to my work, 

even after passaging over hundreds of generations (Tsang and Lemire, 2002b, Liau et al., 2007). 

Moreover, ∆mtDNA levels have been reported to steadily increase in individuals, particularly those 

that inherit it at a low frequency (Tsang and Lemire, 2002b). This tendency to propagate evidently 

comes at a cost to host fitness, as ∆mtDNA has also been associated with reductions in lifespan, 

egg-laying rate, and sperm motility (Liau et al., 2007). Together, these previous findings raise the 

interesting possibility that ∆mtDNA behaves as a selfish genetic element. 

 

Determining whether ∆mtDNA behaves as a genuine selfish mitochondrial genome requires 

addressing two key questions. First, does ∆mtDNA propagate across generations at the expense 

of host fitness? The defining characteristic of a biological cheater is to benefit at the expense of 

a cooperative partner, particularly when the benefit and expense arise from a cooperative 

behavior being directed at the cheater rather than the “intended” recipient (Ghoul et al., 2014). 

Mitochondrial genomes typically cooperate with each other and with the host genome by 

contributing to energy production, while the host genome cooperates by supplying proteins and 

building blocks needed for replication of mtDNA. Selfish or cheater variants would therefore 
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propagate via the misdirection of resources. In other words, they propagate using resources that 

are normally—but in the case of cheaters, are not—invested in sustaining an mtDNA population 

that positively contributes to energy production and overall host fitness. Alternatively, a mutant 

mtDNA variant could conceivably propagate out of necessity, by continuing to make an essential 

contribution toward host fitness, while still carrying a mutation that negatively affects host fitness. 

This possibility raises the second key question that must be addressed: does ∆mtDNA propagate 

for reasons other than a cheating behavior? Here, I address both questions by first showing that 

∆mtDNA proliferates in spite of being costly for host fitness, in agreement with previous research 

on this genome variant. I then address alternatives to the “cheating” hypothesis, by showing that 

the sustained propagation of ∆mtDNA observed in heteroplasmic animals can neither be 

attributed to necessity nor to the intrinsic replication advantage of the smaller genome size. 

 

 

Methods 

 

Animal husbandry. C. elegans strains used in this study were maintained on 60-mm standard 

nematode growth medium (NGM) plates seeded with live OP50-strain E. coli bacteria as a food 

source, unless otherwise indicated. Nematode strains were incubated at 20˚C. Age-matched 

nematodes were used in all experiment samples except when tracking heteroplasmy levels 

across generations. Three C. elegans strains were used in this study: the uaDf5 heteroplasmy 

crossed into a wildtype nuclear background (the Bristol strain), the mpt2 heteroplasmy crossed 

into a wildtype nuclear background (the Bristol strain), and the Bristol strain as a wildtype control. 

 

Lysate preparation. To prepare nematodes for genotyping and quantification of ∆mtDNA 

frequency, nematodes were transferred to sterile PCR tubes or 96-well PCR plates containing 

lysis buffer with 100 µg/mL proteinase K. Lysis buffer consisted of 50 mM KCl, 10 mM Tris pH 
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8.3, 2.5 mM MgCl2, 0.45% Tween 20, 0.45% NP-40 (IGEPAL), and 0.01% gelatin, in deionized 

water. Volume of lysis buffer varied by worm count: 10 µL for individual nematodes and 50 µL for 

pooled nematodes used for tracking heteroplasmy levels across generations. Each tube or plate 

was then incubated at -80˚C for 10 minutes to rupture nematode cuticles, followed by lysis 

incubation at 60˚C for 60 minutes (90 minutes for pooled nematodes), and then at 95˚C for 15 

minutes to inactivate the proteinase K. Nematode lysates were then stored at -20˚C. 

 

Detecting presence of the ∆mtDNA variant. To confirm the presence of heteroplasmic ∆mtDNA 

and wildtype mtDNA, worms were first lysed as described above. Next, the presence of ∆mtDNA 

and wildtype mtDNA copies was confirmed by PCR using the ∆mtDNA-specific forward primer 5’-

CCATCCGTGCTAGAAGACAA-3’ with the wildtype-specific forward primer 5’-

TTGGTGTTACAGGGGCAACA-3’ (specific to a site within the region spanning the deletion), and 

reverse primer 5’-CTTCTACAGTGCATTGACCTAGTC-3’, which is common to both ∆mtDNA and 

wildtype mtDNA. 

 

Quantifying ∆mtDNA levels. Levels of ∆mtDNA were quantified using droplet digital PCR 

(ddPCR). Nematodes were lysed as described above, then diluted in nuclease-free water, with a 

dilution factor varying depending on nematode concentration: 200x for individual nematodes and 

20,000x for pooled nematodes used for tracking heteroplasmy levels across generations. Next, 

either 2 µL or 5 µL of each dilute nematode lysate was combined with 0.25 µL of a 10-µM dilution 

of each primer needed for amplifying wildtype mtDNA, mutant mtDNA, or both, as necessary. The 

following primers were used for ddPCR amplification. 

 

For amplifying wildtype mtDNA (paired with primers for amplifying uaDf5): 

Forward primer: 5’-GTCCTTGTGGAATGGTTGAATTTAC-3’ 

Reverse primer: 5’-GTACTTAATCACGCTACAGCAGC-3’ 
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For amplifying uaDf5: 

Forward primer: 5’-CCATCCGTGCTAGAAGACAAAG-3’ 

Reverse primer: 5’-CTACAGTGCATTGACCTAGTCATC-3’ 

For amplifying wildtype mtDNA (paired with primers for amplifying mpt2): 

Forward primer: 5’-GGATTAATTTTCTCAAGGGGTGCTG-3’ 

Reverse primer: 5’-CTTTTTCAAAGACGAAAACTGTAACC-3’ 

For amplifying mpt2: 

Forward primer: 5’-GAAGAAGGTGGTAGCCTTGAGGAC-3’ 

Reverse primer: 5’-CGTATAAGAAAAGTCTTGGGATGTTAAG-3’ 

 

Mixtures of dilute nematode lysate and primer were combined with 12.5 µL of Bio-Rad QX200TM 

ddPCR EvaGreen Supermix and nuclease-free water to a volume of 25 µL in EppendorfTM 96-

well twin.tecTM PCR plates. Droplet generation and PCR amplification were performed according 

to manufacturer protocol with an annealing temperature of 58˚C (uaDf5) or 55˚C (mpt2). Wildtype 

and ∆mtDNA primers were combined in the same reaction, and each droplet was scored as 

containing either wildtype or mutant template using the 2-dimensional (518 nm and 554 nm dual-

wavelength) clustering plot option in the Bio-Rad QuantaSoftTM program. 

 

Measuring ∆mtDNA across development (Figure 2-2). Three individual age-synchronized 

parents were selected according to initial ∆mtDNA frequency (parents with low, middle, and high 

frequency, determined by ddPCR as described above). In particular, one age-matched (L4-stage) 

nematode was picked at random under a dissecting microscope from each of three lines 

respectively maintained under artificial selection for low (<50 percent), medium (50-70 percent), 

and high (>70 percent) ∆mtDNA frequency. Each of animal was placed onto a fresh NGM plate 

seeded with live OP50 E. coli and incubated for 2 days at 20˚C. Each day-2 adult was then 

transferred to a fresh food plate every 4 hours and allowed to lay embryos. At each 4-hour time 
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point, approximately one third of the embryos produced were individually lysed. After three 4-hour 

transfers, for a total of 12 hours, the adults were individually lysed. A 12-hour time window for 

embryo production was chosen in order to generate a sufficient offspring count to allow for the 

establishment of single-brood frequency distributions of ∆mtDNA. The 12-hour time window was 

divided into 4-hour segments in order to maintain age-synchronicity, as each larva was lysed 

within 4 hours of being laid for the duration of the entire 12-hour period. After 2 days at 20˚C, 

approximately one third of the L4-stage larvae were individually lysed in the same 4-hour intervals 

to maintain age synchronicity. After an additional 2 days at 20˚C, the remaining third of offspring 

were individually lysed in 4-hour intervals once again, as they reached the same age at which 

their respective parents were lysed. The ∆mtDNA frequency of each individual was determined 

using ddPCR as described above and a ∆mtDNA frequency distribution was plotted for each 

offspring life stage. 

 

Detecting the effect of ∆mtDNA on aerobic respiration. Basal and maximum oxygen 

consumption rates were measured using the Seahorse XFe96 Analyzer in the High-Throughput 

Screening Facility at Vanderbilt University. One day before experimentation, each well of a 96-

well sensor cartridge that comes as part of the Seahorse XFe96 FluxPak was incubated with 200 

μL of the Seahorse XF Calibrant Solution. On the day of the experiment, 10-20 L4-stage larval 

animals were randomly sampled from either a stock population stably maintaining ∆mtDNA in the 

range of 50-80 percent (mean heteroplasmic frequency is approximately 60 percent), or from a 

wildtype control (Bristol strain). The animals were placed into each well of the cell culture 

microplate. Wells contained either M9 buffer or 10 μM FCCP. After calibration, 16 measurements 

were performed at room temperature. Measurements 12 through 16 were averaged and 

normalized to the number of worms per well. 
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Detecting the effect of ∆mtDNA on fertility. To assay fertility, day-2 adult nematodes were 

individually transferred onto NGM plates seeded with live OP50 E. coli and incubated at 20˚C for 

4 hours. I randomly selected 12 heteroplasmic adults carrying ∆mtDNA above the mean 

heteroplasmic frequency of 60 percent (within the range of 60 to 80 percent), and another 12 

heteroplasmic adults carrying ∆mtDNA below 60 percent (between 40 and 60 percent), plus 8 

homoplasmic (wildtype) adults as controls, and compared fertility between these groups. The 

adults were then individually lysed as described above and ∆mtDNA frequency was determined 

using ddPCR as described previously. Fertility was scored as the average number of viable 

progeny produced per hour during the 4-hour window, where viable progeny were identified as 

those that had progressed from embryos to larvae within 24 hours of being laid. 

 

Detecting the effect of ∆mtDNA on development. The impact of ∆mtDNA levels on 

development was assayed by comparing ∆mtDNA frequency with developmental stage for each 

nematode in a population of age-synchronized larvae. To age-synchronize larvae, multiple mature 

heteroplasmic adults carrying ∆mtDNA in the Bristol nuclear background were transferred to an 

NGM plate seeded with live OP50 E. coli and allowed to lay eggs at 20˚C for 2 hours. Adults were 

then removed from the plate. After 48 hours, each nematode was individually lysed and its 

respective larval stage (L2, L3, or L4) was annotated. None of the nematodes had yet reached 

adulthood at this point. Embryos that failed to transition to larvae were discarded. The ∆mtDNA 

frequency of each larval nematode was determined using ddPCR. 

 

Sequencing non-∆mtDNA. Non-∆mtDNA was amplified as three overlapping PCR products. The 

coordinates of the PCR products and the primers utilized are as follows: 

 

1-5132bp 

Forward primer: 5’-CAGTAAATAGTTTAATAAAAATATAGCATTTGGGTTG-3’ 
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Reverse primer: 5’-CCGTGGCAATATAACCTAGATGTTCTACC-3’ 

4997-13311bp 

Forward primer: 5’-TTGGTGTTACAGGGGCAACA-3’ 

Reverse primer: 5’-GTATGCAAAACATATATTTTTATTAAACTAAAATCCC-3’ 

12691-423bp 

Forward primer: 5’-GTGGATTAATTTTCTCAAGGGGTGCTG-3’ 

Reverse primer: 5’-CCTAAATATCTTCTATAAGTTAATACTGTGGGAG-3’ 

 

The following primers were used to sequence the above PCR products: 

 

1-5132bp PCR product 

Forward primer 1: 5’-GTGTTTTTTGTTTTAGCTGTTTTAAGTAGG-3’ 

Forward primer 2: 5’-GTGTTTTTCTGTTATTTCAAGAATCCTGGG-3’ 

Forward primer 3: 5’-GGAGGCTGAGTAGTAACTGAGAACCC-3’ 

Forward primer 4: 5’-CTTTTATTACTCTATATGAGCGTC-3’ 

Forward primer 5: 5’-CCATCCGTGCTAGAAGACAA-3’ 

Forward primer 6: 5’-GCTGCTGTAGCGTGATTAAGTACTTTG-3’ 

Forward primer 7: 5’-GTTCTAGGTTAAATCCTGCTCGTTTTTG-3’ 

Forward primer 8: 5’-GAGTCTTTTAATTGGATTGTTTTGGGAG-3’ 

Reverse primer 1: 5’-CCTAAATATCTTCTATAAGTTAATACTGTGGGAG-3’ 

Reverse primer 2: 5’-CGCACTGTTAAAGCAAGTGGACGAG-3’ 

Reverse primer 3: 5’-CCGTGGCAATATAACCTAGATGTTCTACC-3’ 

 

4997-13311bp PCR product 

Forward primer 1: 5’-TTGGTGTTACAGGGGCAACA-3’ 

Forward primer 2: 5’-GACTAGGTCAATGCACTGTAGAAGACCC-3’ 
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Forward primer 3: 5’-TCATCATCTGGGGTTGGAATTTGC-3’ 

Forward primer 4: 5’-CCTAAAGCTCATGTAGAGGCTCCTAC-3’ 

Forward primer 5: 5’-GAAATGTAGGGTTTTCAGCACCATTAGTC-3’ 

Forward primer 6: 5’-CAGCAGGGTTAAGATCTATCTTAGGTGG-3’ 

Forward primer 7: 5’-GGTGGGTTGACAGGTGTTGTATTATC-3’ 

Forward primer 8: 5’-GTCTGTAAGGTTCATACCCTTGAGGTGG-3’ 

Forward primer 9: 5’-CTAGATCAATTAAGTTTAGGTGAACCACG-3’ 

Forward primer 10: 5’-GGTGGAATTAGTGTTTGGCTTATACCCAC-3’ 

Forward primer 11: 5’-GGTGAGGTCTTTGGTTCATAGTAGAAC-3’ 

Forward primer 12: 5’-GTGGATTAATTTTCTCAAGGGGTGCTG-3’ 

Reverse primer 1: 5’-CGAATTTAAACCCGTCTATAACG-3’ 

Reverse primer 2: 5’-GCCCAAGCATGAATAACATCAGCAGATG-3’ 

Reverse primer 3: 5’-CTAGCGTAAACACTAAAACTATTAATAGCAC-3’ 

Reverse primer 4: 5’-CTCTAAACGTTACCAAAAAAAGAATAAACG-3’ 

Reverse primer 5: 5’-GTATGCAAAACATATATTTTTATTAAACTAAAATCCC-3’ 

Reverse primer 6: 5’-CTTCTACAGTGCATTGACCTAGTC-3’ 

 

12691-423bp PCR product 

Forward primer 1: 5’-GTGGATTAATTTTCTCAAGGGGTGCTG-3’ 

Reverse primer 1: 5’-CCACTGCTTAAAAATAAGGTGTACCCC-3’ 

Reverse primer 2: 5’-CCTAAATATCTTCTATAAGTTAATACTGTGGGAG-3’ 

Reverse primer 3: 5’-CAACCCAAATGCTATATTTTTATTAAACTATTTACTG-3’ 

 

Selection for loss of ∆mtDNA. Every generation, 8-16 individual animals were grown in isolation 

and PCR was performed on these single individuals after they produced progeny, to qualitatively 

determine ∆mtDNA levels. Next, 8-16 individuals from the plate with the lowest apparent ∆mtDNA 
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levels were transferred to fresh food plates to establish the subsequent generation, and the 

process was repeated until ∆mtDNA was no longer detected by PCR. 

 

Tracking heteroplasmy levels across generations. To track the frequency of heteroplasmic 

mtDNA mutations across multiple generations, populations of nematodes carrying one of two 

∆mtDNA variants (uaDf5 or mpt2) were maintained on 10-cm NGM plates seeded with OP50 E. 

coli. Every 3 days, nematodes were washed off the plates using sterile M9 buffer into a sterile 1.7 

mL collection tube. Approximately 500 nematodes of mixed ages from each line were transferred 

to a fresh food plate, marking the start of a subsequent generation. An additional 500 nematodes 

were lysed together in a single pooled lysate. These lines were propagated as “non-competing” 

control lines in an organismal-competition experiment to measure the impact of ∆mtDNA on host 

fitness (see Chapters 5 and 7). Heteroplasmy levels were quantified using ddPCR as described. 

 

Tracking heteroplasmic mutant mtDNA levels across development (Figure 2-6D and 2-6E). 

Frequency of uaDf5 and mpt2 were measured longitudinally across development among multiple 

isolated single-parent broods. Multiple L4-stage (late larval) heteroplasmic animals were picked 

at random under a dissecting microscope from a stock population carrying uaDf5 or mpt2 in the 

Bristol strain (wildtype) nuclear background. These larvae were transferred to a fresh food plate 

and incubated for 2 days at 20˚C. The day-2 adults were then segregated onto individual plates 

and incubated for 4 hours at 20˚C to produce age-synchronized progeny. Each parent was then 

individually removed and lysed. Three embryos from each parent were also lysed at the same 

time, in one pooled lysate per three same-parent embryos. After 4 days, three adult progeny per 

brood were pooled and lysed as they reached day 2 of adulthood. Progeny from each time-point 

were lysed in pools of three, across multiple independent broods, to minimize the effect of random 

drift. Frequency uaDf5 and mpt2 were determined using ddPCR as described above. 
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Results 

 

∆mtDNA proliferates at the expense of host fitness. Using a multiplex droplet digital PCR 

(ddPCR) approach to quantify mitochondrial genotype (Figure 2-1), I found that ∆mtDNA 

frequency rises across organismal development in a manner that depends on the initially inherited 

frequency of ∆mtDNA (Figure 2-2), consistent with earlier work (Tsang and Lemire, 2002b). The 

apparent upper limit of sub-organismal (within-host) ∆mtDNA proliferation is consistent with the 

phenomenon of frequency-dependent selection, a common feature of cheater entities (Dobata 

and Tsuji, 2013, Dugatkin et al., 2005, Pruitt and Riechert, 2009, Riehl and Frederickson, 2016, 

Ross-Gillespie et al., 2007). Another important feature of cheaters is that their selection 

advantage tends to break down at higher levels of selection, where fitness depends on 

cooperation at lower levels (Aktipis et al., 2015, de Vargas Roditi et al., 2013, Fiegna and Velicer, 

2003, Moreno-Fenoll et al., 2017, Rainey and Rainey, 2003, Wenseleers and Ratnieks, 2004). 

Indeed, consistent with a disadvantage at a higher level of selection, I observe numerous 

indicators that ∆mtDNA undermines overall host fitness. These include reduced aerobic 

respiration (Figure 2-3A), in spite of elevated overall mitochondrial mass and the activation of 

mitochondrial stress-response mechanisms (see Chapter 4) (Gitschlag et al., 2016, Lin et al., 

2016). Other indicators that ∆mtDNA impacts host fitness include reduced fertility (Figure 2-3B) 

and slowed larval development (Figure 2-3C) in heteroplasmic animals. Consistent with prior 

research, these results confirm that ∆mtDNA bears key hallmarks of a biological cheater. 

 

Alternate hypothesis: ∆mtDNA propagates by necessity. One explanation for the stable 

maintenance of ∆mtDNA over many generations is balanced heteroplasmy, in which two mtDNA 

haplotypes possess lethal but non-overlapping mutations. In this scenario, neither mtDNA variant 

can be lost because neither mtDNA is capable of fully supporting viability. On the contrary, the 

intact region of ∆mtDNA would genetically complement the mutated region of the other mtDNA 
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variant, and vice versa. Host survival would therefore select for persistence of the heteroplasmic 

state. To test this hypothesis, the non-∆mtDNA variant in heteroplasmic animals was sequenced. 

Using primers specific to a sequence located inside the deleted region (and thus absent from 

∆mtDNA), the entire genic region of non-∆mtDNA can be amplified as two large PCR products 

(Figure 2-4). Under the “balanced heteroplasmy” hypothesis, the non-∆mtDNA genome is not a 

fully metabolically competent (wildtype) genome, but rather contains additional deleterious 

mutations affecting loci that remain intact in ∆mtDNA. However, sequencing revealed that the 

non-∆mtDNA in heteroplasmic animals is wildtype. Next, to sequence an approximately 500-

basepair, highly AT-rich, non-coding region that was not captured within the two PCR products, 

the non-coding region was amplified by itself using primers that are common to both genomes. 

Sequencing of this region did not reveal any apparent heteroplasmic mutations, which would have 

been expected if there were any mutations specific to the non-∆mtDNA variant. Thus, the 

sequencing data do not support balanced heteroplasmy as an explanation for ∆mtDNA 

persistence, since the non-∆mtDNA is wildtype, suggesting that ∆mtDNA is not critical for host 

viability. 

 

The sequencing data are instead consistent with ∆mtDNA behaving as a selfish genetic element. 

I reasoned that if ∆mtDNA is not critical for viability, then I should be able to recover healthy 

individuals that have lost it. To test this hypothesis, I conducted an artificial selection experiment 

in which I selected for individuals with progressively lower ∆mtDNA levels across multiple 

generations (Figure 2-5A, red boxes). Under this artificial selection regime, I was able to recover 

healthy individuals that did not have detectable levels of ∆mtDNA by PCR (Figure 2-5B), 

suggesting that these individuals have lost ∆mtDNA. To confirm complete loss of ∆mtDNA, I used 

ddPCR to assay for the presence of ∆mtDNA in lysates obtained from the eighth and final 

generation of the artificial selection experiment. Since ddPCR relies on performing thousands of 

independent PCR amplifications in parallel across a population of droplets, which are designed 
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to segregate the template DNA molecules into an average of one template per droplet (Hindson 

et al., 2011), it provides a highly sensitive way to detect rare variants, up to single-molecule 

resolution. I observed complete loss of ∆mtDNA using ddPCR (Figure 2-5C). Together with the 

sequencing results, my observation that ∆mtDNA can be eliminated rules out balanced 

heteroplasmy as an explanation for ∆mtDNA maintenance. Instead, together with my previous 

observations, I conclude that ∆mtDNA not only propagates at the expense of host fitness but is 

also superfluous for host viability, consistent with the “cheater” hypothesis of ∆mtDNA 

propagation. 

 

Alternate hypothesis: ∆mtDNA has an intrinsic replicative advantage. One attractive 

hypothesis for maintenance of mutant mtDNA with large deletions like ∆mtDNA invokes a 

replicative advantage over wildtype mtDNA due to their smaller genome size (Wallace, 1992). 

The replicative advantage of a smaller genome has been shown under limited physiological 

contexts (Moraes et al., 1999, Diaz et al., 2002); nevertheless, this advantage could potentially 

enable the proliferative dynamics that I observe with ∆mtDNA. If this hypothesis were correct, I 

would expect to see different dynamics in mitochondrial genomes harboring smaller deletions, 

where the mutant and wildtype genomes are closer in size. However, the mutant mtDNA variant 

mpt2 (Figure 2-6A), which carries a deletion of only 245 basepairs, persists at similarly high 

frequency across multiple generations (Figure 2-6B and 2-6C), despite differing in size from the 

wildtype genome by less than 2 percent. Moreover, mpt2 and uaDf5 similarly proliferate across 

development, with each mutant genome increasing as a percentage of total mtDNA from embryo 

to adulthood (Figure 2-6D and 2-6E). While not ruling out a replicative advantage, these data 

suggest that other mechanisms likely contribute to the proliferative success of ∆mtDNA. 
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Figure 2-1. Quantification of mtDNA copy number and ∆mtDNA frequency by droplet digital PCR 
 
(A) Map of mtDNA showing the uaDf5 deletion (∆mtDNA) and the strategy for oligonucleotide primer design 
for the multiplex quantification of ∆mtDNA and wildtype mtDNA simultaneously within the same reaction. 
Due to the deletion size, primers flanking the uaDf5 deletion (green arrows) amplify a PCR product off of 
the ∆mtDNA but not wildtype mtDNA template (see panel B). Likewise, primers complementary to a 
sequence within the region spanning the uaDf5 deletion (blue arrows) amplify a PCR product off of the 
wildtype mtDNA but not ∆mtDNA template. 
(B-C) Sample droplet digital PCR data plots showing mtDNA copy number in lysates from homoplasmic 
wildtype (B) and heteroplasmic (C) nematodes. Mutant frequency is determined from ∆mtDNA copy number 
over total copy number. 

 
 
 
 

 
 
 

 



 

 36 

 
 
Figure 2-2. Proliferation to, and maintenance of, high ∆mtDNA frequency 
 
∆mtDNA frequency across developmental stages of single broods from low (top, N=94), intermediate 
(middle, N=93), or high (bottom, N=88) parental ∆mtDNA frequency (dotted lines). Mature adults were lysed 
at day 2 of adulthood, the same age at which the parents were lysed. Animals in this experiment were 
maintained on a diet of live OP50 E. coli at 20˚C. 
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Figure 2-3. Evidence of organismal fitness consequences associated with ∆mtDNA 
 
(A) Basal and maximum aerobic respiration in age-synchronized L4 animals. Two-way ANOVA with Sidak’s 
multiple comparisons test. 
(B) Peak fecundity (viable progeny per hour per parent at day 2 of adulthood) binned according to the low 
end of the ∆mtDNA frequency distribution (below the mean heteroplasmic ∆mtDNA frequency of 60 percent, 
N=12) or the high end (above 60 percent, N=12), with wildtype controls (N=8). Brown-Forsythe and Welch 
ANOVA with Dunnett’s T3 multiple comparisons test. 
(C) Larval stage reached within 48 hours starting from age-synchronized embryos, plotted as a function of 
∆mtDNA frequency. N=35 nematodes per larval stage. Brown-Forsythe and Welch ANOVA with Dunnett’s 
T3 multiple comparisons test. 
All experiments featured in this figure used nematodes that were maintained on a diet of live OP50 E. coli 
at 20˚C. Error bars represent 95% confidence intervals. 
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Figure 2-4. PCR products used for sequencing non-∆mtDNA genome, mapped to C. elegans 
reference mtDNA 
 
(A) Three overlapping PCR products were amplified from C. elegans mtDNA. The reverse primer used for 
generating the PCR product spanning base-pair positions 1 through 5,132 is specific to a region within the 
uaDf5 deletion in ∆mtDNA, as is the forward primer used for generating the PCR product spanning base-
pair positions 4,997 through 13,311. Additional primers were used for sequencing all three PCR products 
(see Methods). 
(B) Gel image of products amplified by PCR across the protein-coding mtDNA regions (the two larger black 
bars in panel A). 
(C) Gel image of product amplified by PCR across the major non-coding (D-Loop) region (the smallest black 
bar in panel A). 
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Figure 2-5. ∆mtDNA can be forced out from a stably persisting heteroplasmy in C. elegans 
 
(A) Schematic illustrating the selection strategy to force loss of ∆mtDNA from a heteroplasmic C. elegans 
line. Each generation, the progeny of individuals with the lowest ∆mtDNA levels were selected for 
subsequent propagation. 
(B) Single-worm PCR of ∆mtDNA and wildtype mtDNA. Successive propagation of individual worms with 
low ∆mtDNA levels (red boxes) results in complete loss of ∆mtDNA from the population over multiple 
generations. 
(C) ddPCR data from single worms (one per sample column) confirming complete loss of ∆mtDNA. Positive 
droplets containing ∆mtDNA-specific PCR product exhibit increased fluorescence intensity (blue) compared 
to negative droplets that contain no ∆mtDNA (gray). For each droplet, the droplet reader detects droplet 
size, shape, and fluorescence intensity, and automatically distinguishes positive from negative droplets on 
the basis of these criteria. Left-most sample column is a ∆mtDNA-positive control. 
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Figure 2-6. Tracking frequency of two ∆mtDNA variants, uaDf5 and mpt2, across multiple 
generations and animal development 
 
(A) C. elegans mtDNA map, including sizes and locations of the two mutations featured in this study: uaDf5 
(dark red bar) and mpt2 (dark blue bar). 
(B) Frequency of ∆mtDNA variant uaDf5 across six generations among four independent heteroplasmic 
populations (each red line represents a separate replicate population). 
(C) Frequency of ∆mtDNA variant mpt2 across six generations among four independent heteroplasmic 
populations (each blue line represents a separate replicate population). 
(D) Comparison of uaDf5 frequency between embryonic stage and mature adulthood across multiple 
independent cohorts. Each line connecting an embryo with an adult data point represents animals belonging 
to the same brood, sampled sequentially at embryonic and mature adult timepoints. Data shown here 
represents a sub-sample from among the “embryo” and “mature adult” time-points in Figure 5-1A, selected 
to match the range of starting (embryonic) frequencies of mpt2 in panel (E) by omitting cohorts with starting 
uaDf5 frequencies that do not overlap with that of mpt2. Because the magnitude of mutant mtDNA 
proliferation depends on initial frequency (Figure 2-2), uaDf5 and mpt2 proliferation across animal 
development were compared among similar frequency ranges, omitting cohorts with non-overlapping initial 
mutant frequencies. 
(E) Comparison of mpt2 frequency between embryonic stage and mature adulthood across multiple 
independent replicate populations (blue lines), similar to panel (C). Data shown here represents a sub-
sample of data from the experiment featured in Figure 7-2E but with mpt2 frequency shown for embryos 
(omitted in Figure 7-2E) instead of parents (shown in Figure 7-2E). 
 
 
 
 
 
 
 
 
 
 

 



 

 41 

Discussion 

 

The central challenge to understanding the complex population dynamics of mutant mtDNA arises 

from key differences between the mitochondrial and nuclear genomes that can be attributed to 

the endosymbiotic origins of mitochondria. For example, because mtDNA is a high-copy-number 

genome, new mutations coexist with wildtype mtDNA in a heteroplasmic state. Moreover, in 

contrast to the host genome, mtDNA undergoes relaxed replication that is not tightly coupled to 

the cell cycle (Bogenhagen and Clayton, 1977, Chatre and Ricchetti, 2013, Newlon and Fangman, 

1975, Sasaki et al., 2017, Sena et al., 1975), enabling mutant mtDNA levels to vary over time and 

between hosts. Mitochondrial mutations whose effects enable the mutant genome to proliferate 

at the expense of host fitness are precisely the mutant variants expected to reach high enough 

levels to give rise to disease phenotypes. Accordingly, elucidating the mechanistic basis for the 

evolutionary adaptive strategy of cheating and the conditions that shape cheater fitness would 

yield valuable insight into an integral feature of cell biology and biomedical science, namely the 

population dynamics of mitochondrial mutations and their role in disease. 

 

What mechanisms and conditions underlie selfish mitochondrial genome dynamics? I sought to 

address this question here by identifying a bona fide selfish mitochondrial genome within an 

experimentally tractable model organism, namely the uaDf5 genome (∆mtDNA) in the nematode 

C. elegans. To accomplish this, I developed a multiplex ddPCR protocol to quantitatively measure 

mutant mtDNA frequency. I then used this approach, in conjunction with assays of mitochondrial 

respiration and overall organismal fitness, to confirm that a promising candidate genome 

proliferates across development at the expense of host fitness. Interestingly, although host stress-

response mechanisms have been implicated in ∆mtDNA propagation (see Chapter 4) (Gitschlag 

et al., 2016, Lin et al., 2016), such mechanisms do not appear to protect the host from the fitness 

cost incurred by harboring ∆mtDNA. On the contrary, I observed several indicators that ∆mtDNA 
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imposes a host fitness cost, consistent with multilevel selection and in agreement with prior 

studies of this genome (Gitschlag et al., 2016, Liau et al., 2007, Lin et al., 2016). These indicators 

include reductions in mitochondrial respiration, fertility, and rate of larval development, 

underscoring the notion that ∆mtDNA propagates at the expense of host fitness. 

 

Finally, I sought to follow up on the putative selfish proliferation of ∆mtDNA by addressing 

alternatives to the “cheater” hypothesis. In particular, in addition to propagating at the expense of 

host fitness, I found that ∆mtDNA does not persist out of necessity for host viability, nor can the 

persistence of high mutant mtDNA levels simply be attributed to the replication advantage of 

smaller genomes. Based on these observations, I conclude that there are other mechanisms at 

work and that the ∆mtDNA variant uaDf5 in C. elegans is an ideal model genome for follow-up 

work to mechanistically characterize the complex population dynamics of a selfish mitochondrial 

genome, which will be the focus of subsequent chapters. 
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Part II 

Mechanistic basis for the cheating behavior of a selfish mitochondrial genome 
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Chapter 3 

The mitochondrial genome uaDf5 cheats 

by exploiting the regulation of mtDNA copy number 

 

Adapted in part from Gitschlag, B. L., Kirby, C. S., Samuels, D. C., Gangula, R. D., Mallal, S. A., & Patel, 

M. R. 2016. Homeostatic Responses Regulate Selfish Mitochondrial Genome Dynamics in C. elegans. Cell 

Metabolism, 24, 91-103 

 

 

Introduction 

 

Selfish mitochondrial genomes are common, having been identified and studied across a diversity 

of organisms, including plants, fungi, and animals (Havird et al., 2019, Klucnika and Ma, 2019, 

Taylor et al., 2002). In yeast, for example, selfish mitochondrial DNA (mtDNA) variants arise at 

high rates and result in the formation of “petite” colonies (Bernardi, 2005, Williamson, 2002). 

Despite harboring major deletions and rearrangements, and causing severe growth defects, many 

of these mutant mtDNA variants are able to outcompete wildtype mtDNA and are hence dubbed 

“hypersuppressive” mtDNA (MacAlpine et al., 2001, Jasmin and Zeyl, 2014, Harrison et al., 2014). 

Selfish mtDNA has also been extensively documented in animals. In natural populations of the 

nematode species Caenorhabditis briggsae, for example, a mutant mtDNA variant has been 

found to have a transmission advantage over wildtype mtDNA (Clark et al., 2012, Phillips et al., 

2015), despite being associated with deleterious fitness effects (Estes et al., 2011). Interestingly, 

phylogenetic analysis suggests that this mutation arose prior to a dispersal of C. briggsae into 

geographically diverse populations (Howe and Denver, 2008), suggesting that selfish 

mitochondrial genomes might be capable of stably persisting on evolutionary time-scales. 
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What accounts for these competitive dynamics among deleteriously mutated mtDNA molecules? 

In some cases, the proliferation of mutant mtDNA variants has been attributed to an intrinsic 

replication advantage, such as the presence of multiple origins of replication (Holt et al., 2014) or 

the faster replication rate of smaller genomes (Diaz et al., 2002). However informative, a focus on 

the intrinsic properties of the mutant mtDNA itself runs the risk of missing important ways in which 

mitochondrial mutations might propagate. After all, since the eukaryotic cell—and by extension, 

the propagation of its genetic material—is predicated on mutualistic interactions between the 

mitochondrial and host genomes, a mutant mtDNA variant could conceivably propagate without 

any intrinsic replication advantage, by affecting other aspects of cell biology. 

 

In Chapter 2, I established that the deleteriously mutated mtDNA (∆mtDNA) variant called uaDf5 

is a genuine selfish genetic element in C. elegans. In particular, I showed that ∆mtDNA 

outcompetes wildtype mtDNA to become the predominant allelic variant, accounting for upward 

of 60 percent of the total mtDNA within heteroplasmic hosts, despite being unnecessary for host 

viability. Moreover, the proliferation of ∆mtDNA is associated with numerous indicators of 

deleterious host fitness effects and may not be merely attributable to an intrinsic replication 

advantage, given that mutant mtDNA variants much closer in size to wildtype mtDNA can also 

maintain a sizeable allelic majority within their heteroplasmic hosts. Here, I sought to follow up on 

these findings by identifying a mechanistic basis for how ∆mtDNA proliferates within hosts. Using 

droplet digital PCR (ddPCR) to quantify mtDNA copy-number dynamics, I show that the variation 

in copy number between hosts is far greater for ∆mtDNA than for wildtype mtDNA, suggesting 

that ∆mtDNA “hitchhikes” to high frequency by evading the homeostatic regulation of mtDNA copy 

number. Drawing from the literature, I then discuss a theoretical model for mtDNA copy-number 

regulation that provides a promising explanation for how ∆mtDNA evades this regulation. 
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Methods 

 

Animal husbandry. The C. elegans strain used in this study consisted of the heteroplasmic 

∆mtDNA variant uaDf5 crossed into a transgenic line expressing the zcIs9 [hsp-60p::GFP + lin-

15(+)] fluorescent reporter in an otherwise wildtype nuclear background (the Bristol strain). The 

C. elegans were maintained on 60-mm standard nematode growth medium (NGM) plates seeded 

with live OP50-strain E. coli bacteria as a food source. Nematodes were incubated at 20˚C. 

 

Lysate preparation. To prepare nematode lysates for quantification of ∆mtDNA frequency, 

mature day-4 adult nematodes were transferred to sterile PCR tubes or 96-well PCR plates 

containing 50 µL lysis buffer with 100 µg/mL proteinase K. Lysis buffer consisted of 50 mM KCl, 

10 mM Tris pH 8.3, 2.5 mM MgCl2, 0.45% Tween 20, 0.45% NP-40 (IGEPAL), and 0.01% gelatin, 

in deionized water. Each tube or plate was then incubated at -80˚C for 10 minutes to rupture 

nematode cuticles, followed by lysis incubation at 60˚C for 60 minutes, and then at 95˚C for 15 

minutes to inactivate the proteinase K. Nematode lysates were then stored at -20˚C. 

 

Quantifying mutant and wildtype mtDNA levels. Quantification of ∆mtDNA and wildtype 

mtDNA copy number was achieved using droplet digital PCR (ddPCR). Individual hermaphrodite 

worms heteroplasmic for ∆mtDNA were each randomly selected from a stock population at the 

fourth and final (L4) larval stage and transferred to NGM plates seeded with OP50 E. coli as a 

food source. At 96 hours post-transfer, the hermaphrodites were lysed as day 4-adults. Lysates 

were diluted 1:100 in nuclease-free water for amplifying mtDNA and 1:5 for amplifying nuclear 

DNA. Next, 2 µL of each dilute lysate was combined with 0.25 µL of a 10-µM dilution of one of the 

following primer pairs as needed for amplifying mtDNA or nuclear DNA. 
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Wildtype-specific primers for amplifying wildtype mtDNA: 

Forward primer: 5’-GTGATGCAGAGATGTTTATTGAAGC-3’ 

Reverse primer: 5’-CACTCTGGAACAATATGAACTGGC-3’ 

Common primers for amplifying both ∆mtDNA and wildtype mtDNA: 

Forward primer: 5’-GCGGTATCGTAAGAAAATCAAAATATGG-3’ 

Reverse primer: 5’-CTTTGTCTTCTAGCACGGATGG-3’ 

Actin-specific primers for amplifying nuclear DNA: 

Forward primer: 5’-CAACACTGTTCTTTCCGGAGG-3’ 

Reverse primer: 5’-GTGATTTCCTTCTGCATACGATC-3’ 

 

Mixtures of dilute lysate and primer were combined with 12.5 µL of Bio-Rad QX200TM ddPCR 

EvaGreen Supermix and nuclease-free water to a volume of 25 µL in EppendorfTM 96-well 

twin.tecTM PCR plates. Droplet generation and PCR amplification were performed according to 

manufacturer protocol with an annealing temperature of 55˚C. Template copy number was 

quantified using the Bio-Rad QuantaSoftTM program and determined as the number of PCR-

positive droplets per sample on a 1-dimensional (518 nm wavelength) amplitude plot. Copy 

number of each mtDNA variant was normalized to nuclear DNA copy number (amplified using the 

actin-specific primers) to control for variation in cell-count between lysates. 

 

 

Results 

 

Although ∆mtDNA levels are variable between individuals, they can reach high frequency in 

individuals, accounting for approximately 60 percent of the total mtDNA within a heteroplasmic 

population (see Chapter 2). However, ∆mtDNA tends to rise across development (see Chapter 2, 

Figure 2-2). Indeed, here I observe that ∆mtDNA typically comprises 50-80 percent of overall 



 

 49 

mtDNA present in day-4 adults (Figure 3-1). To ascertain mechanisms that facilitate ∆mtDNA 

proliferation, I next examined how levels of ∆mtDNA relate to those of wildtype mtDNA. One 

simple “direct competition” model suggests that wildtype mtDNA levels should be inversely 

proportional to ∆mtDNA levels, while total mtDNA levels remain consistent. Alternatively, the copy 

number of wildtype mtDNA is maintained independent of ∆mtDNA levels. 

 

Here I sought to distinguish between these possibilities. Using ddPCR, I quantified mtDNA copy 

number across 60 individual day-4 adults that were heteroplasmic for ∆mtDNA. Replication of 

mtDNA in C. elegans does not start until the L4 larval stage, after which it greatly increases during 

maturation and in the first few days of adulthood, reaching steady-state levels by day 4 (Bratic et 

al., 2009). Copy number measurements in day-4 adults thus predominantly reflect germline 

mtDNA, since more than 90 percent of the total mtDNA content in an adult hermaphrodite is 

contained within the female germline (Bratic et al., 2009, Tsang and Lemire, 2002a). The “direct 

competition” model predicts relatively constant levels of total mtDNA amongst individuals, with a 

trade-off between the amount of ∆mtDNA and wildtype mtDNA. In contrast, my results show that 

wildtype mtDNA levels are maintained within a relatively consistent range compared to the mutant 

genome, whose copy number is significantly more variable (Figure 3-2). In conclusion, my data 

are consistent with the hypothesis that wildtype mtDNA levels, but not total mtDNA levels, are 

well regulated. 

 

One attractive hypothesis for the regulation of mtDNA copy number involves the coupling of 

mitochondrial function to mtDNA replication. To maintain an optimal mtDNA population for 

meeting its energy demands, the cell could be expected to resume replicating additional mtDNA 

copies until some output of mitochondrial function reaches a certain threshold. Consequently, any 

mutated mtDNA copies that do not contribute to such a functional output would fail to be “counted,” 

enabling them to “hitchhike” to higher levels as the cell blindly replicates both mutant and wildtype 
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genomes until sufficient wildtype levels are reached. This model, dubbed the “maintenance of 

wild-type” hypothesis (Capps et al., 2003), predicts that the host would be able to maintain 

wildtype mtDNA copy number within a narrow range at the expense of generating unregulated 

numbers of mutant mtDNA, with wildtype mtDNA levels dropping off substantially only at 

extremely high mutant frequency (Figure 3-3A). The copy-number dynamics that I observe in 

animals carrying ∆mtDNA is remarkably consistent with theoretical prediction based on this 

model, especially when mutant and wildtype copy number are visualized as a function of mutant 

frequency (Figure 3-3B). Based on these data, I conclude that ∆mtDNA proliferates at the 

expense of host fitness, at least in part, by escaping a mechanism of mtDNA copy-number 

regulation. 
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Figure 3-1. ∆mtDNA frequency distribution in day-4 adults 
 
Histogram showing ∆mtDNA frequency distribution in day-4 adult individuals (N=60) from a population 
stably maintaining ∆mtDNA, determined using ddPCR. 
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Figure 3-2. ∆mtDNA and wildtype mtDNA copy number from heteroplasmic animals 
 
Wider variation in ∆mtDNA relative to wildtype copy number (p<0.0001) suggests that wildtype mtDNA, but 
not ∆mtDNA, is subject to homeostatic copy-number control. Data points show mtDNA copy number from 
single individuals (N=60). Box and whisker plot shows the median, lower and upper quartile (boxes), and 
minimum and maximum (error bars) mtDNA copy number. F test for differences of variance. 
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Figure 3-3. Theoretical prediction and empirical data corresponding to a model of mtDNA copy-
number regulation 
 
(A) Theoretical prediction of mutant and wildtype mtDNA copy number as a function of mutant mtDNA 
frequency, according to the “maintenance of wild-type” hypothesis (Capps et al., 2003). According to this 
model, selfish mutant mtDNA exploits copy-number regulation to “hitchhike” to high frequency, as wildtype 
mtDNA copy number remains relatively constant, only substantially dropping off at very high mutant mtDNA 
frequency. 
(B) Wildtype mtDNA (blue) and ∆mtDNA (red) copy-number values from individual day-4 adult worms 
represented in Figure 3-2 (N=60), normalized to mean mtDNA copy number in homoplasmic-wildtype 
animals and plotted as a function of ∆mtDNA frequency. Shaded regions represent 95% confidence interval. 
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Discussion 

 

In contrast to the nucleus, which regulates gene expression by controlling the production of RNA, 

protein, or both, mitochondria permit a third layer of gene regulation: the ability to replicate 

additional copies of the mitochondrial genome itself as necessary. Because aerobic respiration 

depends on the expression of mtDNA-encoded proteins, mtDNA copy number can serve as a 

useful proxy indicator of metabolic capacity. Furthermore, altered mtDNA copy number is 

implicated in numerous human diseases and prognosis (Clay Montier et al., 2009, Reznik et al., 

2016). The maintenance of mtDNA copy number is therefore a subject of great research interest, 

with several models having been proposed. One study found that mtDNA levels in cultured human 

cells depend on the number of origins of replication, with replication favoring mutant molecules 

that contain a larger number of replication origins (Tang et al., 2000a). Conversely, comparison 

of mutant and wildtype mtDNA content in cultured cells revealed that total mtDNA mass was 

constant even when mutant and wildtype genomes differed in size and in number of replication 

origins, suggesting a possible role for the availability of nucleotides in regulating mtDNA copy 

number (Tang et al., 2000b). More recently, computational modeling and experimental 

observation support the previously mentioned “maintenance of wild-type” model, whereby the cell 

induces mtDNA replication to establish optimal mtDNA levels, which can lead to unregulated 

proliferation of mutant genomes in the context of a heteroplasmy (Chinnery and Samuels, 1999, 

Capps et al., 2003, Durham et al., 2007, Tam et al., 2015). 

 

My investigation of mtDNA copy-number dynamics in heteroplasmic C. elegans shows regulation 

of wildtype mtDNA levels but “runaway” dynamics of ∆mtDNA levels. These findings are most 

consistent with the “maintenance of wild-type” model, which requires a feedback mechanism 

whereby mtDNA replication is inversely related to wildtype mtDNA levels, allowing cells to 

maintain mtDNA at optimal levels (Figure 3-4). When mutant mtDNA variants fail to support 
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Figure 3-4. “Maintenance of wild-type” model of mtDNA copy-number regulation 
 
In wildtype individuals (top), an output of mtDNA is sensed, triggering feedback inhibition of replication 
when mtDNA copy number reaches a minimum threshold. In heteroplasmic animals (bottom), mutant 
mtDNA copies that fail to contribute the same output are invisible to the mechanism of feedback inhibition. 
The mutant copies therefore hitchhike to higher levels as the cell undergoes further mtDNA replication until 
sufficient wildtype mtDNA levels are achieved. This model predicts that wildtype mtDNA copy-number 
homeostasis is achieved at the cost of unregulated mutant levels. 
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normal mitochondrial function, insufficient levels of wildtype mtDNA in a heteroplasmy elicit 

mtDNA replication. However, replication of mutant genomes can also occur, requiring additional 

rounds of replication to establish the optimal wildtype mtDNA levels, leading to more mutant 

copies. This negative feedback model of copy-number homeostasis predicts “runaway” dynamics 

of mutant mtDNA like those observed for ∆mtDNA. Based on these data, ∆mtDNA can be viewed 

as taking advantage of homeostatic mtDNA copy-number control to hitchhike to high frequency. 

Similar over-proliferation of mtDNA is observed in individuals with heteroplasmic mtDNA diseases 

(Durham et al., 2007). Taken together, these data suggest that exploitation of homeostatic mtDNA 

copy-number control by mutant mtDNA might be a conserved and widespread “cheating” strategy. 

To my knowledge, this is the first study to show that this strategy can operate in the germline to 

potentially influence inheritance of mtDNA heteroplasmy. 

 

What is the mitochondrial output that is sensed to achieve mtDNA copy-number regulation? Given 

its central role in cellular energy production, the mitochondrial genome could conceivably undergo 

replication in response to energy depletion, such as low ATP levels, high ADP or AMP levels, or 

both (see Chapter 1, Figure 1-1, for an illustration of the mitochondrial genome and its role in 

energy production). Accordingly, mutations that compromise its contribution toward energy 

production might predispose the mutated genome to compensatory replication as the host seeks 

to rescue energy production. Consistent with this idea, the protein CLK-1 (the C. elegans homolog 

of human COQ7) has previously been shown in vitro to bind a DNA sequence corresponding to 

one of the origins of replication in mtDNA in a manner that is inhibited by ADP (Gorbunova and 

Seluanov, 2002). More recent work has shown that deletion of the gene clk-1 is associated with 

an approximately 30-percent increase in mtDNA copy number (Cristina et al., 2009, Kirby and 

Patel, 2021). Interestingly, pharmacological rescue of coenzyme Q synthesis (a key function of 

COQ7) was observed to reverse several phenotypic effects of clk-1 deletion, but not the elevation 

in mtDNA copy number (Kirby and Patel, 2021). Taken together, these findings suggest that CLK-
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1 may be involved in the regulation of mtDNA copy number by binding mtDNA and inhibiting 

replication when local energy levels are high, while dissociating from mtDNA to permit replication 

when energy is depleted. This model predicts that in heteroplasmic animals carrying a deleterious 

mtDNA mutation, CLK-1 should bind to the wildtype genome at higher rates than the mutant 

genome. Moreover, this model also predicts that the mutant genome should lose some of its 

proliferative advantage over the wildtype genome in heteroplasmic animals upon deletion of clk-

1. Testing these predictions in future research could yield valuable insights on the nature of 

mtDNA copy-number homeostasis and its role in the dynamics of selfish mitochondrial genomes. 
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Chapter 4 

The mitochondrial genome uaDf5 selfishly propagates 

by exploiting a key stress-tolerance mechanism of the host 

 

Adapted in part from Gitschlag, B. L., Kirby, C. S., Samuels, D. C., Gangula, R. D., Mallal, S. A., & Patel, 

M. R. 2016. Homeostatic Responses Regulate Selfish Mitochondrial Genome Dynamics in C. elegans. Cell 

Metabolism, 24, 91-103 

 

 

Introduction 

 

Cooperative interactions facilitate the evolution of biological complexity. Unfortunately, cooperation 

also opens up opportunities for the emergence of selfish, “cheater” entities that can benefit from 

the cooperative contributions of others without incurring the cost of reciprocating, resulting in 

cheaters having a fitness advantage over cooperators. How, then, does cooperation frequently 

persist as a successful evolutionary strategy under the threat of cheating? One common method 

for maintaining the fitness of cooperators involves the direct targeting of cheaters, often termed 

“enforcement” or “policing” behaviors. Policing is taxonomically widespread, with examples 

ranging from bacteria to animals (Manhes and Velicer, 2011, Ratnieks et al., 2006, Riehl and 

Frederickson, 2016). Perhaps the most well-documented examples can be found in the social 

insects, where reproduction by members of the worker castes can be viewed as a form of 

selfishness, by redirecting colony resources away from the care of the queen and her progeny 

(Wenseleers and Ratnieks, 2004). In many social insects, including various species of bees, 

wasps, and ants, the reproduction of workers is suppressed by nestmates via aggression, 

mutilation, or the removal or consumption of worker progeny, collectively categorized under the 

label of “worker policing” (Ratnieks et al., 2006). Given the existence of mechanisms that enforce 
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cooperation, the adaptive fitness of cheaters might be expected to select for the ability to evade 

such policing. 

 

Just as cooperation is present between different genomes within the eukaryotic cell, so too is a 

well-characterized policing mechanism. Severe mitochondrial dysfunction is often characterized 

by a loss of the membrane electrochemical potential that ordinarily fuels aerobic energy production 

(see Chapter 1, Figure 1-1B). During a loss of membrane potential, the protein PINK1 localizes to 

the outer membrane of the defective mitochondria, which recruits the protein Parkin to the outer 

mitochondrial membrane as well (Matsuda et al., 2010, Narendra et al., 2012). Parkin functions as 

an E3 ubiquitin ligase—an enzyme that tags mitochondria with the protein ubiquitin—resulting in 

the degradation of the damaged mitochondria in a mitochondria-specific form of autophagy, termed 

“mitophagy” (Matsuda et al., 2010, Narendra et al., 2008, Narendra et al., 2012). Although 

PINK1/Parkin-dependent mitophagy is triggered by the loss of mitochondrial membrane potential 

and not necessarily by mitochondrial DNA (mtDNA) mutations per se, mutant mtDNA should 

nevertheless be selectively targeted for elimination if they harbor mutations that compromise 

membrane potential. Consistent with this idea, PINK1/Parkin-dependent mitophagy has been 

shown to select against deleteriously mutated mtDNA in cell culture (Suen et al., 2010), Drosophila 

muscle tissue (Kandul et al., 2016), and Caenorhabditis elegans (Valenci et al., 2015). 

Interestingly, previous work also relates PINK1 and Parkin to the regulation of mitochondrial 

morphology. In particular, promoting mitochondrial fission has been reported to ameliorate 

deleterious phenotypes associated with mutations in the PINK1/Parkin pathway (Liu et al., 2011, 

Poole et al., 2008). The ability of the host to fragment its mitochondrial network can therefore at 

least partly compensate for the loss of PINK1/Parkin function. Consistent with this possibility, 

mitophagy can occur in a PINK1/Parkin-independent manner (Allen et al., 2013, Di Rita et al., 

2018, Hibshman et al., 2018). Moreover, inducing mitochondrial fragmentation—by disrupting the 

opposing process of mitochondrial fusion through knockdown of the mitofusin gene—was 
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observed to result in selection against mutant mtDNA in Drosophila, in a manner similar to PINK1 

overexpression (Kandul et al., 2016). Together, these studies suggest that the ability to isolate and 

degrade dysfunctional, mutant-bearing mitochondria represents a general form of policing against 

selfish mtDNA. 

 

Despite the presence of a policing mechanism encoded by the host genome, the selfish 

mitochondrial genome (∆mtDNA) still maintains a proliferative advantage over wildtype mtDNA in 

heteroplasmic C. elegans (see Chapter 2). This suggests that ∆mtDNA may evade the 

PINK1/Parkin pathway. To explore this possibility, I sought to further characterize the effects of 

∆mtDNA on mitochondrial function as well as its interactions with the host genome. One likely 

explanation for the evasion of mitophagy by ∆mtDNA involves the activation of additional 

responses to mitochondrial dysfunction. In addition to mitophagy, the cell is also equipped with 

mechanisms that seek to rescue mitochondrial function without having to eliminate the 

dysfunctional mitochondria (Eckl et al., 2021). Here, I adapt a previous study (Gitschlag et al., 

2016) to report that ∆mtDNA perturbs mitochondrial function in a manner that elicits the activation 

of one such mechanism, the mitochondrial unfolded protein response (UPRmt). Interestingly, I find 

that ∆mtDNA proliferates in a manner that depends at least partly on UPRmt activation, since 

∆mtDNA levels decline in hosts with compromised ability to activate UPRmt. As predicted, this 

decline is dependent on the gene pdr-1, which encodes the C. elegans homolog of Parkin. Taken 

together, my findings indicate that in addition to the evasion of mtDNA copy-number control (see 

Chapter 3), ∆mtDNA also propagates by activating and subsequently exploiting UPRmt, which 

protects ∆mtDNA from a cellular policing mechanism. 
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Methods 

 

Animal husbandry. The C. elegans strains used in this study were maintained on 60-mm standard 

nematode growth medium (NGM) plates seeded with live OP50-strain E. coli bacteria as a food 

source. Nematodes were incubated at 20˚C. Genotypes used in this study include mutant alleles 

pdr-1(gk448); atfs-1(tm4525); atfs-1(et15); and the ∆mtDNA variant uaDf5. Transgenic lines used 

here include zcIs9 [hsp-60p::GFP + lin-15(+)], zcIs17 [ges-1::GFPmt], and zcIs18 [ges-1::GFPcyt]. 

 

Lysate preparation. To prepare nematode lysates for genotyping and quantification of ∆mtDNA 

frequency, mature day-4 adult nematodes were transferred to sterile PCR tubes or 96-well PCR 

plates containing 50 µL lysis buffer with 100 µg/mL proteinase K. Lysis buffer consisted of 50 mM 

KCl, 10 mM Tris pH 8.3, 2.5 mM MgCl2, 0.45% Tween 20, 0.45% NP-40 (IGEPAL), and 0.01% 

gelatin, in deionized water. Each tube or plate was then incubated at -80˚C for 10 minutes to 

rupture nematode cuticles, followed by lysis incubation at 60˚C for 60 minutes and then at 95˚C 

for 15 minutes to inactivate the proteinase K. Nematode lysates were then stored at -20˚C. 

 

Genetic crosses. To evaluate mitochondrial function and UPRmt activation in the presence of 

∆mtDNA, the fluorescent UPRmt reporter hsp-60p::GFP, mitochondria-targeted GFP, and cytosolic 

GFP were each introduced to the ∆mtDNA heteroplasmic line by classical genetic crosses. To 

investigate the roles of UPRmt and mitophagy in the propagation of ∆mtDNA, the mutant alleles 

pdr-1(gk448), atfs-1(tm4525), and atfs-1(et15), were each introduced to the ∆mtDNA 

heteroplasmic line by classical genetic crosses. Males for these crosses were generated by heat-

shocking at 30˚C for six hours. Presence or absence of fluorescent reporters in F2 progeny was 

confirmed by fluorescence microscopy. The gain-of-function allele atfs-1(et15) was crossed into 

the UPRmt reporter hsp-60p::GFP and the presence of the gain-of-function mutation was confirmed 
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by increased fluorescence intensity of the reporter due to the constitutive activation of UPRmt in 

these animals. Loss-of-function alleles were detected in F2 progeny using the following primers. 

 

atfs-1(tm4525): 

Forward: 5’-GAAACCGCCTCCTTTCGCCTTTTG-3’ 

Interior reverse: 5’-GACTTCATCGTCGTCCATGGGTACG-3’ 

Exterior reverse: 5’-TCTCCAATTTTGTTAACTTCCAGCAGCC-3’ 

pdr-1(gk448): 

Exterior forward: 5’-GAATCATGTTGAAAATGTGACGCGAG-3’ 

Interior forward: 5’-CTGACACCTGCAACGTAGGTCAAG-3’ 

Reverse: 5’-GATTTGACTAGAACAGAGGTTGACGAG-3’ 

 

Quantifying mutant and wildtype mtDNA. Quantification of ∆mtDNA and wildtype mtDNA was 

achieved using droplet digital PCR (ddPCR). As detailed in Chapter 3, individual hermaphrodite 

worms heteroplasmic for ∆mtDNA were each randomly selected from a stock population at the 

fourth and final (L4) larval stage and transferred to NGM plates seeded with OP50 E. coli as a 

food source. At 96 hours post-transfer, day-4 adult hermaphrodites were lysed as described 

previously (see Lysate preparation). Lysates were diluted 1:100 in nuclease-free water for 

amplifying mtDNA and 1:5 for amplifying nuclear DNA. Next, 2 µL of each dilute lysate was 

combined with 0.25 µL of a 10-µM dilution of one of the following primer pairs as needed for 

amplifying mtDNA or nuclear DNA. 

 

Primers for amplifying wildtype mtDNA: 

Forward primer: 5’-GTGATGCAGAGATGTTTATTGAAGC-3’ 

Reverse primer: 5’-CACTCTGGAACAATATGAACTGGC-3’ 

Common primers for amplifying both ∆mtDNA and wildtype mtDNA: 
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Forward primer: 5’-GCGGTATCGTAAGAAAATCAAAATATGG-3’ 

Reverse primer: 5’-CTTTGTCTTCTAGCACGGATGG-3’ 

Actin-specific primers for amplifying nuclear DNA: 

Forward primer: 5’-CAACACTGTTCTTTCCGGAGG-3’ 

Reverse primer: 5’-GTGATTTCCTTCTGCATACGATC-3’ 

 

Mixtures of dilute lysate and primer were combined with 12.5 µL of Bio-Rad QX200TM ddPCR 

EvaGreen Supermix and nuclease-free water to a volume of 25 µL in EppendorfTM 96-well 

twin.tecTM PCR plates. Droplet generation and PCR amplification were performed according to 

manufacturer protocol with an annealing temperature of 55˚C. Template copy number was 

quantified using the Bio-Rad QuantaSoftTM program and determined as the number of PCR-

positive droplets per sample on a 1-dimensional (518 nm wavelength) amplitude plot. Frequency 

of ∆mtDNA was determined as the percentage of total mtDNA in heteroplasmic animals. 

 

Quantification of gene expression. Gene expression was quantified using a commercial cDNA 

synthesis kit from Thermo Scientific and ddPCR. Lysates were prepared by transferring 10 adult 

worms to 10 µL lysis buffer with 20 mg/mL proteinase K. The lysates were incubated at 65˚C for 

10 minutes, 85˚C for 1 minute, and 4˚C for 2 minutes. RNA transcripts in the worm lysates were 

immediately converted to cDNA. To accomplish this, 2 µL worm lysate was incubated at 37˚C for 

2 minutes with 0.5 µL double-stranded DNase (dsDNase), 0.5 µL 10x dsDNase buffer, and 2 µL 

H2O. Following dsDNase incubation, lysates were combined with 0.5 µL oligo d(T) primer, 0.5 µL 

10 mM dNTP, 1.5 µL H2O, 2 µL 5x reverse transcriptase buffer, 0.5 µL Maxima H Minus reverse 

transcriptase, and incubated at 25˚C for 10 minutes and 55˚C for 30 minutes, followed by a 5 

minute heat-inactivation at 85˚C and 2 minutes at 4˚C. The cDNA was then diluted to 50 µL with 

nuclease-free H2O and stored at -80˚C. Copy number of cDNA was quantified using ddPCR, as 

described above, using the following primers. 
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Actin: 

Forward: 5’-CAACACTGTTCTTTCCGGAGG-3’ 

Reverse 5’-GTGATTTCCTTCTGCATACGATC-3’ 

nuo-2: 

Forward: 5’-GACGAACACAAACGTGAACGGTTGG-3’ 

Reverse: 5’-GGCACTCGGCTGCATACTTTCC-3’ 

ND4: 

Forward: 5’-ATTTCCAATTTATTTTTTACATCTTTGATTACC-3’ 

Reverse: 5’-CCCGCTGTGCCTAATTTTAATAG-3’ 

Cytochrome b: 

Forward: 5’-GAGGTTTTGGTGTTACAGGGGCAAC-3’ 

Reverse: 5’-GCATCTTTACCTAAGTACTCAGGTC-3’ 

ND1: 

Forward: 5’-GCCATCCGTGCTAGAAGACAAAG-3’ 

Reverse: 5’-CCTCTAACTAACTCCCTTTCACCTTCAG-3’ 

CO2: 

Forward: 5’-CTAGATCAATTAAGTTTAGGTGAACCACG-3’ 

Reverse: 5’-CCAAGCATGAATAACATCAGCAGATG-3’ 

hsp-60: 

Forward: 5’-CTTGAGCCATCGTCGATTATTGATG-3’ 

Reverse: 5’-CATCTTGGAGAGCTGTGCGAACC-3’ 

hsp-6: 

Forward: 5’-GAAGATACGAAGACCCAGAGGTTC-3’ 

Reverse: 5’-GAACGAATGCTCCAACCTGAGATG-3’ 
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Fluorescence microscopy. Fluorescence images of worms were captured using Zeiss Axio 

Zoom V16 stereo zoom microscope. The fluorescence intensities were quantified using ImageJ. 

25 animals were used to calculate average fluorescence intensity for each group. To correlate hsp-

60p::GFP fluorescence with ∆mtDNA levels, worms heteroplasmic for ∆mtDNA and expressing the 

hsp-60p::GFP reporter were individually picked as day-4 adults and immobilized on unseeded 

NGM plates treated with 250 µL of 10 mM levamisole. Worms were individually imaged, followed 

by lysis and ddPCR quantification of mtDNA heteroplasmy as described previously (see 

Quantifying mutant and wildtype mtDNA). 

 

Mitochondrial staining. 250 µL of 10 µM TMRE dye was added to NGM plates seeded with OP50 

E. coli as a food source and allowed to dry. Adult animals were grown on these plates for overnight. 

These animals were picked onto new food plates without the TMRE dye and imaged one hour 

later. Same protocol was followed to stain animals with Mitotracker Green FM using a dye 

concentration of 50 µM. 

 

Targeting gene expression. RNA interference (RNAi) was used to knock down gene expression. 

RNAi was induced using feeder plates. Cultures consisting of 2 mL LB and 10 µL ampicillin were 

inoculated with bacteria harboring the ZC376.7 (atfs-1) ORF plasmid clone and incubated on a 

shaker at 37˚C overnight. Next, 750 µL of each overnight culture was transferred to a flask 

containing 75 mL LB and 375 µL ampicillin. The 75 mL culture was incubated on a shaker at 37˚C 

for 4-6 hours, until OD550-600 > 0.8. An additional 75 mL LB was added to the culture along with 375 

µL ampicillin and 600 µL of 1 M isopropyl β-D-1-thiogalactopyranoside (IPTG) to induce expression 

of the small interfering RNA (siRNA). Cultures were incubated an additional 3.5-4 hours on a 

shaker at 37˚C and centrifuged at 3900 rpm for 6 minutes. After discarding the supernatant, the 

resulting pellets were resuspended in 6 mL M9 buffer with 8 mM IPTG and 250 µL of resuspension 

was pipetted onto unseeded NGM plates. Once dry, RNAi feeder plates were stored at 4˚C. Control 
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plates were prepared using the same protocol with bacteria harboring an empty (no siRNA) vector. 

Worms were transferred at the L4 larval stage to empty vector control plates and RNAi plates and 

stored at 20˚C. Additional L4 worms were selected from the F1 generation, aged to day-4 adults 

on fresh RNAi plates, and lysed as described above. For multigenerational RNAi, L4 worms were 

transferred to fresh RNAi and empty vector control plates every 2-3 days and lysed after seven 

generations. 

 

Fitness assays. Three adults picked from a population of animals growing on RNAi plates since 

the L4 larval stage were allowed to lay eggs for 3 hours on corresponding fresh RNAi plates. The 

number of unhatched and hatched embryos were counted one day later to determine the 

percentage of unhatched embryos. After an additional two days, the total number of larvae and 

adults were counted to determine the fraction of animals that experienced delayed growth. 

Subsequently, all animals were transferred to fresh RNAi plates every other day until day 4 of 

adulthood. The number of total dead animals were counted until day 4 of adulthood to determine 

the percentage of dead animals. 

 

Western blot analysis. One hundred adult worms were lysed in 10 µL of 2X SDS sample buffer 

and boiled for 10 minutes, followed by SDS PAGE gel and transfer to membrane. Mouse 

monoclonal anti-beta-actin (Santa Cruz Biotechnology catalog # sc-47778) or mouse monoclonal 

anti-GFP (Santa Cruz Biotechnology catalog # sc-9996) were used at 1:500 dilution overnight at 

4˚C as primary antibodies. Horseradish peroxidase (HRP)-conjugated goat anti-mouse antibody 

(Santa Cruz Biotechnology catalog # sc-2005) was used at 1:5000 dilution for 90 minutes at room 

temperature as the secondary antibody. SuperSignalTM West Pico Chemiluminescent Substrate 

(Thermo Fisher) was used for detecting HRP. 
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Results 

 

Mitochondrial transcriptional imbalance in heteroplasmic animals. Since heteroplasmic 

animals carry ∆mtDNA in addition to wildtype mtDNA, I first determined whether ∆mtDNA 

contributed to the mtDNA transcripts. Since some genes are deleted from ∆mtDNA, I reasoned 

that expression of all genes from the wildtype mtDNA but only some from ∆mtDNA would result in 

a stoichiometric imbalance in mtDNA-encoded transcript levels (see schematic Figure 4-1A). 

Cytochrome b and ND1, genes deleted in ∆mtDNA, were expressed at similar levels in 

homoplasmic wildtype animals as in heteroplasmic animals (Figure 4-1B). Expression levels of 

actin as well as a nuclear-encoded electron transport chain subunit, nuo-2, were also unaltered in 

the heteroplasmic animals (Figure 4-1B). However, compared to homoplasmic wildtype animals, 

the genes CO2 and ND4, which are encoded in both ∆mtDNA and the wildtype genome, were 

significantly elevated in the heteroplasmic animals (Figure 4-1B). This implies that the mutant 

genomes are transcriptionally active and their expression contributes to substantial transcriptional 

imbalances in mtDNA-encoded genes. 

 

Mitochondrial perturbations in heteroplasmic animals. Organismal fitness is significantly 

affected by the presence of ∆mtDNA (see Chapter 2). At the molecular level, I observe 

overexpression of ∆mtDNA-encoded transcripts, resulting in transcriptional imbalance. Given 

these effects, I sought to determine whether ∆mtDNA imposes cellular consequences. 

Mitochondrially targeted green fluorescence protein (GFPmt) has previously been used as a model 

matrix protein to assess mitochondrial protein homeostasis, or proteostasis (Yoneda et al., 2004, 

Benedetti et al., 2006). If heteroplasmic animals have altered proteostasis, it might result in 

decreased fluorescence intensity of the mitochondrially targeted GFP. Indeed, GFPmt fluorescence 

is significantly diminished in heteroplasmic animals that express GFPmt in the intestinal cells under 

the control of the ges-1 promoter (Figure 4-1C) (Benedetti et al., 2006). In contrast, no such 
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decrease is observed in the fluorescence of cytoplasmic GFP (GFPcyt) in heteroplasmic animals 

(Figure 4-1C). Together, these data suggest that the fluorescence of mitochondrially targeted GFP, 

but not cytoplasmic GFP, is specifically affected in animals carrying ∆mtDNA. Consistent with 

fluorescence data, western blot analysis also shows decreased GFPmt protein levels in 

heteroplasmic animals (Figure 4-1D). This decrease in mitochondrial GFP does not seem to be 

due to a decrease in overall mitochondrial mass. On the contrary, I observe increased 

mitochondrial signal in animals stained with the fluorescent dye MitoTracker Green FM, which 

localizes to mitochondria independently of the membrane electrochemical potential (Figure 4-1E) 

(Dingley et al., 2014, Hicks et al., 2012). The signal intensity of tetramethyl rhodamine ethyl ester 

(TMRE), which localizes to mitochondria in a membrane potential-dependent manner (Dingley et 

al., 2014, Yoneda et al., 2004, Billing et al., 2011, Palikaras et al., 2015), is also higher in 

heteroplasmic animals compared to wildtype controls (Figure 4-1F). These data suggest an 

increase in mitochondrial organelle mass in the heteroplasmic animals, correlating with an 

increase in total mtDNA copy number. These data also suggest that the decreased GFPmt levels 

and fluorescence in heteroplasmic animals are due to alterations in mitochondrial proteostasis 

rather than due to decreased mitochondrial organelle mass. This altered proteostasis might reflect 

decreased GFPmt import efficiency into mitochondria, or a compromised protein-folding 

environment inside the mitochondrial matrix, or both. Either scenario might result in a loss of 

fluorescence signal due to the degradation of misfolded protein. Taken together, my findings 

suggest that mitochondrial gene expression and protein quality control are severely affected by 

the presence of ∆mtDNA. 
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Figure 4-1. Mitochondrial perturbations associated with ∆mtDNA 
 
(A) Schematic showing expected expression of mtDNA-encoded transcripts in heteroplasmic individuals. 
The presence of ∆mtDNA is expected to result in stoichiometric imbalance of gene expression, as the 
expression of ∆mtDNA and wildtype mtDNA copies (red and blue lines, respectively) combine to generate 
total expression (black line) at elevated levels for genes located outside the deletion but at normal wildtype 
levels for genes missing from ∆mtDNA. 
(B) Animals heteroplasmic for ∆mtDNA exhibit expression levels similar to that of wildtype animals for 
mtDNA-encoded genes affected by the deletion (CYTB and ND1), as well as a nuclear-encoded 
mitochondrial gene (NUO-2) and actin. However, ∆mtDNA results in overexpression for mtDNA-encoded 
genes located outside the uaDf5 deletion in ∆mtDNA (CO2 and ND4). All transcript levels are normalized 
to wildtype. N=4 biological replicates consisting of 10 mature adult nematodes per replicate. Two-way 
ANOVA with Sidak’s multiple comparisons test. 
(C) Mitochondrially targeted GFP (GFPmt), but not cytosolic GFP (GFPcyt), is significantly reduced in 
∆mtDNA-carrying heteroplasmic individuals. Mann-Whitney tests with Bonferroni correction. 
(D) Western blot analysis of wildtype and ∆mtDNA-carrying heteroplasmic animals expressing GFPmt 
reveals reduced levels in heteroplasmic individuals relative to actin. Data are shown from two biological 
replicates each for wildtype and heteroplasmic strains.  
(E) Fluorescence increase in heteroplasmic animals stained with mitochondrial membrane potential-
independent dye MitoTracker Green FM. N=21. Mann-Whitney test. 
(F) Fluorescence increase in heteroplasmic animals stained with mitochondrial membrane potential-
dependent dye TMRE. N=25. Mann-Whitney test. 
Error bars represent 95% confidence intervals. 
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Figure 4-2. UPRmt is activated in heteroplasmic animals carrying ∆mtDNA 
 
(A) Transcription of two UPRmt-activated molecular chaperones, hsp-60 and hsp-6, is increased in 
individuals with ∆mtDNA compared to wildtype individuals. N=4 biological replicates consisting of 10 mature 
adult nematodes per replicate. Two-way ANOVA with Holm-Sidak’s multiple comparisons test. 
(B) Visual comparison of GFP fluorescence between heteroplasmic and wildtype animals, each expressing 
hsp-60p::GFP. 
(C) Quantification of fluorescence between wildtype homoplasmic and heteroplasmic animals shows 
increased activation of the UPRmt marker hsp-60p::GFP in the presence of ∆mtDNA. Each data point is 
from a single individual picked randomly from a population. N=25. Mann-Whitney test. 
(D) Positive relationship between ∆mtDNA frequency and hsp-60p::GFP fluorescence (trendline) indicates 
that UPRmt activation increases at higher ∆mtDNA frequency. Each data point corresponds to a single 
individual (N=60), using animals represented in Figures 3-2 and 3-3. Shaded region represents 95% 
confidence range. 
Error bars represent 95% confidence intervals. 
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High levels of ∆mtDNA activate the mitochondrial unfolded protein response. The 

mitochondrial unfolded protein response (UPRmt) has emerged as an important protective stress 

response that is activated under a variety of conditions that affect mitochondrial proteostasis 

(Houtkooper et al., 2013, Yoneda et al., 2004, Haynes and Ron, 2010, Runkel et al., 2013, Baker 

et al., 2012). This homeostatic response involves expression of hundreds of target genes including 

chaperones and proteases that eliminate misfolded and nonfunctional complexes inside 

mitochondria (Nargund et al., 2015, Nargund et al., 2012). To determine whether UPRmt is induced 

in the heteroplasmic animals, I quantified hsp-6 and hsp-60 transcript levels using ddPCR. These 

genes encode mitochondrial chaperone proteins whose expression is upregulated upon UPRmt 

activation (Yoneda et al., 2004, Nargund et al., 2012). I observe significant increases in hsp-6 and 

hsp-60 transcript levels in heteroplasmic animals (Figure 4-2A). I was able to further confirm UPRmt 

activation using a transgenic fluorescent reporter in which the hsp-60 promoter drives GFP 

expression (Figure 4-2B and 4-2C) (Yoneda et al., 2004). These data suggest that UPRmt might 

be appreciably induced in animals that carry ∆mtDNA above a certain frequency threshold. 

Consistent with this notion, I was able to observe a weak but positive relationship between UPRmt 

activation and ∆mtDNA frequency (Figure 4-2D). Taken together, these results indicate that 

presence of the selfish mtDNA induces UPRmt. 

 

UPRmt modulates ∆mtDNA levels. UPRmt plays a physiologically protective role under conditions 

that affect mitochondrial function (Nargund et al., 2012, Baker et al., 2012, Runkel et al., 2013). 

Might the protective role for UPRmt inadvertently create the conditions that allow ∆mtDNA to thrive? 

According to this hypothesis, I predicted that loss of UPRmt would result in a decrease in ∆mtDNA 

levels. To test this hypothesis, I knocked down the expression of atfs-1, a gene that encodes a 

transcription factor central to UPRmt activation (Nargund et al., 2012). As predicted, targeting atfs-

1 expression resulted in a significant decrease in ∆mtDNA frequency (Figure 4-3A). I similarly 

observe a decrease in ∆mtDNA levels in atfs-1 loss-of-function mutants (Figure 4-3B). Moreover, 
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wildtype mtDNA levels are well regulated in atfs-1 loss-of-function mutants, thus ruling out loss of 

mtDNA copy-number control as a potential explanation for the decrease in ∆mtDNA levels (Figure 

4-3C and 4-3D, compare to Chapter 3, Figures 3-2 and 3-3). These data are consistent with the 

hypothesis that loss of UPRmt exposes ∆mtDNA to more stringent selection. 

 

If UPRmt enables ∆mtDNA propagation, then restoring atfs-1 should allow ∆mtDNA levels to 

recover after a period of atfs-1 knockdown. Indeed, ∆mtDNA levels recover within a single 

generation when atfs-1 expression is restored in ∆mtDNA animals after several generations under 

atfs-1 knockdown conditions (Figure 4-4A). These data suggest that UPRmt is required for ∆mtDNA 

to attain high levels. I next tested if the converse was also true—that is, whether forcing the 

constitutive activation of UPRmt decreases selection against ∆mtDNA, thereby driving ∆mtDNA to 

higher frequency. For this, I used an atfs-1 gain-of-function allele to constitutively activate UPRmt 

(Rauthan et al., 2013). I did not observe any significant increase in the ∆mtDNA levels in animals 

heterozygous for the atfs-1 gain-of-function allele (Figure 4-4B). However, given that the starting 

∆mtDNA levels in my heteroplasmic strain were already high (nearly 80 percent ∆mtDNA), I 

speculated that they might not be able to further increase due to an upper threshold effect. It is 

also possible that given the induction of UPRmt in individuals with high ∆mtDNA levels, the atfs-1 

gain-of-function allele might not induce significant further UPRmt activation in these animals. To 

overcome these limitations, I tested whether ∆mtDNA levels can rise in atfs-1 gain-of-function 

heterozygotes in a population with lower starting ∆mtDNA frequency (approximately 30 percent 

∆mtDNA). In this case, I observed a significant increase in ∆mtDNA frequency in atfs-1 gain-of-

function heterozygotes relative to animals homozygous for wildtype atfs-1 (Figure 4-4C). Together, 

these results show that atfs-1 can modulate ∆mtDNA levels. 

 

Loss of UPRmt does not select against ∆mtDNA at the organismal level. Organismal selection 

provides one potential explanation for the observed decrease in ∆mtDNA frequency upon loss of 
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atfs-1. Perhaps loss of atfs-1 combines with high ∆mtDNA levels to more strongly impact host 

fitness. Consistent with this idea, the knockdown of atfs-1 expression enhances developmental 

delay in animals exposed to the oxidative stress-inducing drug paraquat (Runkel et al., 2013). 

Mutations in isp-1 and clk-1, known to cause mitochondrial stress, similarly compromise 

development under atfs-1 knockdown conditions (Nargund et al., 2012). I sought to determine 

whether knockdown of atfs-1 causes developmental delay in animals carrying ∆mtDNA. While I 

observe a mild developmental delay in heteroplasmic animals, consistent with prior observation 

(see Chapter 2), it is not enhanced by atfs-1 knockdown (Figure 4-5A). Likewise, I did not observe 

appreciable levels of embryonic lethality in heteroplasmic animals raised under atfs-1 RNAi 

conditions (Figure 4-5B). The absence of an atfs-1 knockdown-dependent effect on reproductive 

fitness suggests that selection against ∆mtDNA is unlikely to occur at the organismal level. 

 

UPRmt modulates ∆mtDNA levels via mitophagy. Organelle-level selection provides an alternate 

possibility for the observed decrease in ∆mtDNA levels upon loss of atfs-1. According to this 

hypothesis, ∆mtDNA might be more susceptible to mitophagy in the absence of UPRmt. Mitophagy 

is initiated by the accumulation of PINK-1 on the outer membranes of dysfunctional mitochondria, 

which in turn recruits Parkin to mediate mitophagy (Matsuda et al., 2010, Randow and Youle, 

2014). If mitophagy mediates the decrease in ∆mtDNA levels upon loss of UPRmt, then ∆mtDNA 

levels can be predicted to recover in animals defective for UPRmt if mitophagy is also compromised. 

In order to test this prediction, I quantified ∆mtDNA levels in atfs-1;pdr-1 double-mutants (Figure 

4-6A and 4-6B). I observed significant recovery of ∆mtDNA levels in atfs-1;pdr-1 double-mutant 

animals compared to atfs-1 single-mutants. Relative to the wildtype nuclear background, the 

highest ∆mtDNA levels were in pdr-1 single-mutants (Figure 4-6B), in agreement with the idea that 

mitophagy limits the proliferation of ∆mtDNA. In summary, my findings indicate that UPRmt 

facilitates high levels of ∆mtDNA by protecting the mutant genome from mitophagy, with loss of 

UPRmt exposing the mutant genome to increased mitophagy. 
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Figure 4-3. Loss of UPRmt activation results in decreased ∆mtDNA levels but does not affect mtDNA 
copy-number control 
 
(A) Histograms showing ∆mtDNA frequency distributions of heteroplasmic animals grown under RNAi-
mediated knockdown of atfs-1 (N=20), required for UPRmt activation, versus heteroplasmic animals grown 
on control (empty vector) conditions (N=23). 
(B) ∆mtDNA frequency decreases in atfs-1 loss-of-function mutants compared to ∆mtDNA frequency in 
hosts expressing wildtype atfs-1. N=4. Mann-Whitney test. 
(C) Wildtype mtDNA (blue) and ∆mtDNA (red) copy-number values from individual day-4 adult atfs-1 
mutants (N=23, normalized to mean mtDNA copy number in homoplasmic animals and plotted as a function 
of ∆mtDNA frequency. N=23. Shaded regions represent 95% confidence interval. 
(D) Wider variation in ∆mtDNA relative to wildtype copy number (p<0.05) in atfs-1 mutants suggests that 
copy-number regulation persists in animals with defective UPRmt. Box and whisker plot shows the median, 
lower and upper quartile (boxes), and minimum and maximum (error bars) mtDNA copy number. F test for 
differences of variance. 
Error bars represent 95% confidence intervals. 
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Figure 4-4. Persistence of ∆mtDNA at high frequency depends in part on UPRmt activation 
 
(A) Growth under RNAi-mediated knockdown of atfs-1 across seven generations reduces average ∆mtDNA 
frequency (N=16). However, restoration of atfs-1 expression by removing animals from atfs-1 knockdown 
and returning them to control conditions results in recovery of elevated ∆mtDNA frequency in a single 
generation (N=8). One-way ANOVA with Dunnett’s multiple comparisons test. 
(B) When starting ∆mtDNA frequency is high (75-80 percent), constitutive UPRmt activation in individuals 
heterozygous for an atfs-1 gain-of-function allele causes no further rise in average ∆mtDNA frequency 
(N=12). Mann-Whitney test. 
(C) In contrast to when ∆mtDNA frequency is already high, ∆mtDNA frequency rises dramatically when the 
atfs-1 gain-of-function allele is crossed into a strain harboring relatively low (approximately 30 percent) 
∆mtDNA frequency (N=8). Mann-Whitney test. 
Error bars represent 95% confidence intervals. 
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Figure 4-5. Knockdown of UPRmt does not significantly alter the reproductive fitness cost 
associated with ∆mtDNA 
 
(A) Heteroplasmic individuals exhibit delayed growth: as 100 percent of progeny from wildtype parents 
reach adulthood in three days, approximately 10 percent of heteroplasmic progeny remain in the larval 
stage. Knockdown of atfs-1 showed no effect on development in homoplasmic wildtype animals and did not 
further enhance the developmental delay in uaDf5 heteroplasmic animals. N=4 replicate experiments. Two-
way ANOVA with Sidak’s multiple comparisons test. 
(B) No significant difference was observed between heteroplasmic and wildtype animals, or between atfs-
1 knockdown and control conditions, on the percentage of embryos that remain unhatched after one day. 
N=4 replicate experiments. Two-way ANOVA with Sidak’s multiple comparisons test. 
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Figure 4-6. Loss of the mitophagy-promoting E3 ubiquitin ligase gene pdr-1 rescues ∆mtDNA 
proliferation in UPRmt-defective hosts 
 
(A) Crossing scheme employed to isolate ∆mtDNA animals in wildtype, atfs-1 mutant, pdr-1 mutant, and 
atfs-1;pdr-1 double-mutant backgrounds. 
(B) ∆mtDNA in atfs-1 mutants is restored to high frequency in atfs-1;pdr-1 double-mutants. ∆mtDNA 
reaches highest levels in pdr-1 single-mutants. N=4 biological replicates consisting of 10 mature adult 
animals each. One-way ANOVA with Sidak’s multiple comparisons test. 
Error bars represent 95% confidence intervals. 
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Discussion 

 

∆mtDNA activates the mitochondrial unfolded protein response. In this study, I observed 

UPRmt activation in animals with high ∆mtDNA levels, as determined by measuring transcript levels 

for two mitochondrial chaperone proteins, HSP-6 and HSP-60, as well as by measuring the 

fluorescence of a GFP reporter of hsp-60 expression. How does ∆mtDNA induce UPRmt? Defective 

protein handling inside mitochondria is believed to trigger UPRmt (Yoneda et al., 2004, Houtkooper 

et al., 2013, Mouchiroud et al., 2013). Here, I observe overexpression of genes that are encoded 

in both ∆mtDNA and wildtype mtDNA. However, it is unclear whether the overexpression of these 

genes at the transcriptional level actually translates to more protein, since ∆mtDNA also lacks 

several tRNA genes, which could compromise protein synthesis. On the other hand, the dynamics 

of mitochondrial fusion and fission could redistribute the tRNA molecules encoded by the wildtype 

genome, potentially giving ∆mtDNA access to all the molecular machinery necessary for protein 

synthesis. If these transcripts are translated, they might overwhelm the protein-handling 

environment in the mitochondria. Alternatively, they might result in formation of stoichiometrically 

imbalanced non-functional electron transport chain complexes. In any case, I observe a decrease 

in mitochondrially targeted GFP in ∆mtDNA animals, consistent with the hypothesis that either 

protein import into mitochondria or protein folding inside the mitochondrial matrix is compromised. 

Future experiments aimed at characterizing the details of the protein-handling environment in 

heteroplasmic animals will help determine the mechanistic basis of UPRmt induction. 

 

UPRmt activation relies on decreased import efficiency of ATFS-1 into mitochondria. Active protein 

import into mitochondria is known to rely on the mitochondrial membrane potential. In 

heteroplasmic animals, although I see UPRmt induction and a role for ATFS-1 in modulating 

∆mtDNA levels, mitochondrial membrane potential is likely not compromised. Indeed, I actually 

see an increase in staining of heteroplasmic animals with TMRE, a mitochondrial membrane 
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potential-dependent dye. This increase might not be reflective of an actual increase in 

mitochondrial membrane potential but probably results from an overall increase in mitochondrial 

organelle mass, since I also observe an increase in staining with MitoTracker Green FM, a dye 

that localizes to mitochondria independently of the membrane potential. Overall, these data 

suggest a different molecular basis for decreased ATFS-1 import efficiency than decreased 

mitochondrial membrane potential. 

 

The mitochondrial unfolded protein response promotes ∆mtDNA proliferation. Mitochondrial 

stress is known to promote longevity (Dillin et al., 2002, Rea et al., 2007). Additional work has 

implicated UPRmt in this extension in lifespan (Durieux et al., 2011, Houtkooper et al., 2013). Given 

the role of UPRmt in alleviating proteotoxic stress in mitochondria (Schulz and Haynes, 2015), it 

has been proposed to protect mitochondria from age-related decline in proteostasis (Taylor and 

Dillin, 2011, Jensen and Jasper, 2014). Here I show that UPRmt is activated in the context of high 

∆mtDNA frequency, representing an attempt by the cell to rescue mitochondrial function in the 

presence of ∆mtDNA. However, I also observe UPRmt activation to favor elevated ∆mtDNA levels. 

The longevity-promoting protective role of this pathway can therefore be viewed as a double-edged 

sword, by creating the conditions that promote ∆mtDNA proliferation to the detriment of the host. 

Consistent with this interpretation, heteroplasmic animals expressing an atfs-1 gain-of-function 

mutation, which constitutively activates UPRmt, exhibit reduced metabolic activity compared to 

heteroplasmic animals with wildtype atfs-1 (Lin et al., 2016). 

 

Why does loss of UPRmt result in reduced ∆mtDNA levels? I suggest that UPRmt protects ∆mtDNA 

against selection, with loss of UPRmt sensitizing the cell and exposing ∆mtDNA to selection. 

Selection can operate at the organismal level, arising from a reduction in fitness of animals with 

high ∆mtDNA levels when UPRmt is compromised. Although I observe a slight developmental delay 

in animals carrying ∆mtDNA, this delay is not enhanced by atfs-1 knockdown, nor did I observe 
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increased rates of non-viable embryos. These data suggest that UPRmt protects ∆mtDNA against 

selection, perhaps at the organelle level. Under this hypothesis, mitochondria harboring high levels 

of ∆mtDNA might be more susceptible to mitophagy in the absence of UPRmt. In support of this 

hypothesis, I observe recovery of ∆mtDNA levels in atfs-1;pdr-1 double-mutants, which are 

defective for both UPRmt and mitophagy. Interestingly, pdr-1 mutants exhibit ∆mtDNA levels higher 

than either the wildtype controls or the double-mutants, consistent with the previously published 

data that loss of pdr-1 results in elevated ∆mtDNA frequency (Valenci et al., 2015). Furthermore, 

overexpression of Parkin is reported to result in selection against mutant mtDNA in cultured 

mammalian cells (Suen et al., 2010). My observation that ∆mtDNA levels recover in atfs-1;pdr-1 

double-mutants suggests that UPRmt protects selfish mtDNA from negative selection at the sub-

cellular level. 

 

The ability of UPRmt to relax selection against ∆mtDNA does not, in and of itself, explain the 

preferential proliferation of ∆mtDNA, particularly when UPRmt activation is restored (“recovery” 

condition in Figure 4-4A), or when UPRmt is constitutively active (Figure 4-4C), or in pdr-1 single-

mutants with intact UPRmt (Figure 4-6B). However, recall that ∆mtDNA evades the ability of the 

host to regulate its mtDNA copy number (see Chapter 3). Taken together with the observation that 

Parkin mediates selection against ∆mtDNA (Figure 4-6), I conclude that ∆mtDNA is exposed to a 

combination of sub-organismal (within-host) mechanisms, both favoring and disfavoring ∆mtDNA 

in different ways. Accordingly, the relaxed selection against ∆mtDNA in atfs-1 mutants may be 

sufficient to explain ∆mtDNA proliferation, as long as mtDNA copy-number control, and thus 

∆mtDNA-biased replication, are not abolished by loss of atfs-1 (Figure 4-3C and 4-3D). On one 

hand, these findings do not rule out other possible mechanisms by which atfs-1 might promote 

∆mtDNA propagation. Indeed, other work suggests that mitochondrial biogenesis and organelle 

fusion-fission dynamics may influence ∆mtDNA levels in an atfs-1-dependent manner (Lin et al., 

2016). On the other hand, the frequency of mutant mtDNA in Drosophila was found to vary 
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depending on the expression-levels of genes essential for mtDNA synthesis (Chiang et al., 2019) 

or mitochondrial fusion (Kandul et al., 2016). Given that these processes are regulated by 

numerous upstream pathways, especially those involved in responding to physiological stress (van 

der Bliek et al., 2017), the influence of atfs-1 on ∆mtDNA levels may represent a specific example 

of a more general phenomenon. In other words, mutant mitochondrial genomes might generally 

behave selfishly by exploiting their hosts’ attempts to preserve metabolic function and to alleviate 

the stress caused by the mutation. 

 

Generalizability of these findings. As with the “maintenance of wild-type” model of mtDNA copy-

number control, successful proliferation of mutant mtDNA via UPRmt activation does not invoke an 

intrinsic replicative advantage of the mutant genome. In both cases, the proliferation of mutant 

mitochondrial genomes is linked to a deleterious effect on mitochondrial function, underscoring 

their behavior as selfish genomes. Also in common with the “maintenance of wild-type” model of 

mtDNA copy-number control is the evasion by ∆mtDNA of a mechanism that would otherwise limit 

the proliferation of mutant mitochondrial genomes. In the case of mtDNA copy-number control, 

∆mtDNA evades the ability of the cell to inhibit mtDNA synthesis, whereas in the case of UPRmt, 

∆mtDNA evades the targeted degradation of dysfunctional mitochondria and their resident 

genomes. Consequently, an array of mtDNA mutations of varying sizes, including small deletions 

and point mutations, could be predicted to proliferate selfishly as long as they similarly induce 

UPRmt, compromise the accurate sensing of mtDNA levels, or both. 

 

Exploitation of homeostatic processes might also underlie persistence of naturally occurring selfish 

mtDNA. Many natural isolates of C. briggsae are heteroplasmic for mutant mtDNA (nad5Δ mtDNA) 

with an approximately 900-basepair deletion that disrupts an essential gene (Howe and Denver, 

2008). This nad5Δ mtDNA is widespread in C. briggsae natural populations despite its deleterious 

organismal effects (Estes et al., 2011). This mutant variant has also been shown to have a strong 
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drive to increase in frequency when bottlenecked through small populations (Clark et al., 2012). It 

will be interesting to determine in the future whether homeostatic mtDNA copy-number control or 

UPRmt activation contribute to persistence of nad5Δ mtDNA in C. briggsae. 

 

Although UPRmt is less characterized in mammals, previous reporting suggests that the 

mechanism by which UPRmt modulates heteroplasmy levels in C. elegans reported here may be 

widely conserved. Specifically, the accumulation of unfolded protein was shown to result in the up-

regulation of the chaperone HSPD1 (HSP-60) and the mitochondrial protease CLPP in mammalian 

cells (Zhao et al., 2002). More recently, the mammalian protein ATF5 has been identified as a 

candidate regulator of UPRmt in mammals and was shown to mimic atfs-1 function by activating 

UPRmt in C. elegans (Fiorese et al., 2016), providing an attractive target for future studies seeking 

to characterize the cellular mechanisms underlying mutant mtDNA dynamics in the context of 

human disease. Overall, the data presented here suggests that exploitation of homeostatic 

responses may represent a general strategy underlying the proliferation of pathogenic mtDNA 

mutations. 
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Part III 

The multilevel selection dynamics of a selfish mitochondrial genome 
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Chapter 5 

An experimental strategy to measure separate selection forces 

acting on selfish mitochondrial genomes both within and between hosts 

 

Adapted in part from Gitschlag, B. L., Tate, A. T., Patel, M. R. 2020. Nutrient status shapes selfish 

mitochondrial genome dynamics across different levels of selection. eLife, 9:e56686 

 

 

Introduction 

 

Mitochondria were hypothesized to experience conflicting evolutionary pressures since as far 

back as the early 1980s (Leigh, 1983), before the discovery of disease-causing mitochondrial 

mutations (Holt et al., 1988). Specifically, natural selection favoring selfish genetic elements was 

proposed to occur within individual hosts, while selection for host fitness was proposed as a form 

of “group selection,” favoring the faithful transmission of a metabolically competent population of 

mitochondrial genomes (Leigh, 1983). Consistent with this notion, multiple studies in recent years 

have identified mitochondrial mutations across a wide diversity of life that propagate while 

inflicting a fitness cost on their hosts (Havird et al., 2019, Klucnika and Ma, 2019). These 

observations have inspired a widespread interest among mitochondrial geneticists and microbial 

ecologists in the evolutionary phenomenon of multilevel selection (Dubie et al., 2020, Havird et 

al., 2019, Klucnika and Ma, 2019, Shou, 2015), which helps to resolve an apparent paradox 

associated with the adaptive strategy of cheating. In particular, if cheaters gain a fitness 

advantage over their cooperative counterparts by unilaterally benefiting from the cooperative 

relationshps without contributing to them, what explains the successful persistence of cooperation 

across evolutionary time-scales? The theoretical framework of multilevel selection offers some 

explanatory insight. Since the emergence and survival of higher levels of biological organization—
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such as multicellularity or animal societies—is dependent on cooperation at lower levels, the 

fitness advantage of cheaters can break down at these higher levels (Moreno-Fenoll et al., 2017, 

Rainey and Rainey, 2003, Wenseleers and Ratnieks, 2004, Wilson and Wilson, 2008). In 

hierarchically structured populations, where interactions can have unilateral fitness effects in 

some cases and synergistic fitness effects in others, these conflicting selection pressures can 

contribute to the coexistence of cooperators and cheaters within the same population. 

 

Consistent with the predictions of conflicting multilevel selection and with previous observation 

(Liau et al., 2007, Tsang and Lemire, 2002b), I observed that a deleteriously mutated copy of 

mitochondrial DNA (∆mtDNA) can stably persist in a population across multiple generations, in 

spite of inflicting a substantial cost on host fitness (see Chapter 2). Moreover, the stable 

persistence of mutant mitochondrial genomes in a state of heteroplasmy does not seem to be 

easily explained by necessity, such as a need to maintain a balance of two or more mutation-

burdened genomes that would each be detrimental on its own (Figures 2-4 and 2-5), nor is the 

stable maintenance of deleterious heteroplasmy easily explained by an intrinsic replication 

advantage (Figure 2-6). Taken together, these findings raise the interesting possibility that 

∆mtDNA likely behaves as a biological cheater, propagating by exploiting interactions with its 

host. I sought to follow up on this hypothesis in Chapters 3 and 4, by identifying evidence of 

physiological mechanisms encoded by the host genome that underpin the cheater behavior of 

∆mtDNA. However, evolutionary processes do not occur in a vacuum. On the contrary, natural 

selection—including the question of which trait has adaptive advantage over others—arises as a 

consequence of interactions between biological systems and their environments. Taking 

environmental conditions into account should therefore provide deeper insight into the nature of 

biological cheaters and the competition with their cooperative counterparts. 
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In heteroplasmic hosts, the selection advantage of one mtDNA variant over another is well 

understood to be highly context-specific. In one study focusing on the maintenance of a disease-

causing mutant mtDNA variant in cultured cells, a shift in favor of the wildtype genome was 

achieved by subjecting the cells to nutrient conditions that forced them to rely less on glycolysis, 

and more on aerobic respiration, for energy production (Santra et al., 2004). Importantly, these 

effects could be observed for a number of reasons. When a condition is found to induce a 

population-wide shift in mutant mtDNA frequency, is this because the condition alters the impact 

of the mutation on host fitness, or because it alters the within-host advantage of the mutant versus 

wildtype genome, or both? By addressing this question, accounting for selection at different levels 

can uncover a higher-resolution picture of the overall population dynamics of selfish mitochondrial 

genomes, enabling mechanistic follow-up and potential practical applications, such as the 

development of therapeutic interventions. Accordingly, I recently sought to develop an approach 

to separately measure the strength of natural selection at each level in isolation (Gitschlag et al., 

2020), namely within hosts (sub-organismal selection) and at the level of overall host fitness 

(organismal selection). Here, I describe a simple approach for measuring and modeling the 

multilevel selection dynamics of ∆mtDNA. In the chapters that follow, I apply this approach across 

different conditions, host genotypes, and mitochondrial mutations, in order to identify and 

characterize conditions that shape the outcome of competition between the selfish and 

cooperative mitochondrial genomes, as well as to identify potential similarities and differences in 

the population dynamics of different mitochondrial mutations. 
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Methods 

 

Animal husbandry. C. elegans strains used in this study were maintained on 60-mm standard 

nematode growth medium (NGM) plates (for measuring sub-organismal selection), or 100-mm 

NGM plates (for measuring organismal selection), seeded with live OP50-strain E. coli bacteria 

as a food source. Nematode strains were incubated at 20˚C. Two C. elegans strains were used 

in this study: the Bristol strain of C. elegans representing the wildtype animals, and heteroplasmic 

animals consisting of the uaDf5 variant (∆mtDNA) crossed into the nuclear background of the 

Bristol strain. 

 

Lysate preparation. To prepare animals for quantification of ∆mtDNA frequency, nematodes 

were transferred to sterile PCR tubes or 96-well PCR plates containing lysis buffer with 100 µg/mL 

proteinase K. Lysis buffer consisted of 50 mM KCl, 10 mM Tris pH 8.3, 2.5 mM MgCl2, 0.45% 

Tween 20, 0.45% NP-40 (IGEPAL), and 0.01% gelatin, in deionized water. Volume of lysis buffer 

varied by worm count: 10 µL for individual adults, pooled larvae, or pooled embryos; 20 µL for 

pooled adult progeny for measuring sub-organismal selection; and 50 µL for pooled animal lysates 

from the competition experiments for measuring organismal selection. After transferring worms to 

lysis buffer, each tube or plate was immediately sealed and incubated at -80˚C for 10 minutes to 

rupture nematode cuticles, followed by lysis incubation at 60˚C for 60 minutes (90 minutes for 

pooled nematodes), and then at 95˚C for 15 minutes to inactivate the proteinase K. Nematode 

lysates were then kept at -20˚C for stable long-term storage until being used for genotyping and 

quantification. 

 

Detecting presence of the ∆mtDNA variant. To confirm the presence of heteroplasmic ∆mtDNA 

and wildtype mtDNA, worms were lysed as described above. Next, the presence of ∆mtDNA and 

wildtype mtDNA was confirmed by PCR using the ∆mtDNA-specific forward primer 5’-
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CCATCCGTGCTAGAAGACAA-3’ with the wildtype-specific forward primer 5’-

TTGGTGTTACAGGGGCAACA-3’ (specific to a site within the region spanning the uaDf5 

deletion), and reverse primer 5’-CTTCTACAGTGCATTGACCTAGTC-3’, which is common to 

both ∆mtDNA and wildtype mtDNA. 

 

Quantifying ∆mtDNA levels. Levels of ∆mtDNA were quantified using droplet digital PCR 

(ddPCR). Nematodes were lysed as described above, then diluted in nuclease-free water, with a 

dilution factor varying depending on nematode concentration: 20x for embryos, 200x for pooled 

larvae, 200x for single adults, 1000x for pooled adults (sub-organismal selection experiment), and 

20,000x for pooled nematodes of mixed age (organismal selection experiment). Next, 5 µL of 

each dilute nematode lysate was combined with 0.25 µL of a 10-µM dilution of each primer needed 

for amplifying wildtype mtDNA, mutant mtDNA, or both, as necessary. The following primers were 

used for ddPCR amplification. 

 

For amplifying wildtype mtDNA (paired with primers for amplifying ∆mtDNA): 

Forward primer: 5’-GTCCTTGTGGAATGGTTGAATTTAC-3’ 

Reverse primer: 5’-GTACTTAATCACGCTACAGCAGC-3’ 

For amplifying ∆mtDNA: 

Forward primer: 5’-CCATCCGTGCTAGAAGACAAAG-3’ 

Reverse primer: 5’-CTACAGTGCATTGACCTAGTCATC-3’ 

 

Mixtures of dilute nematode lysate and primer were combined with 12.5 µL of Bio-Rad QX200TM 

ddPCR EvaGreen Supermix and nuclease-free water to a volume of 25 µL in EppendorfTM 96-

well twin.tecTM PCR plates. Droplet generation and PCR amplification were performed according 

to manufacturer protocol with an annealing temperature of 58˚C. Wildtype and ∆mtDNA primers 

were combined in the same reaction, and each droplet was scored as containing either wildtype 
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or mutant template using the 2-dimensional (518 nm and 554 nm dual-wavelength) clustering plot 

option in the Bio-Rad QuantaSoftTM program. 

 

Sub-organismal selection assay. The strength of sub-organismal (within-host) selection on 

∆mtDNA was measured longitudinally across isolated parent-progeny lineages. Multiple L4-stage 

(late larval) heteroplasmic animals were picked at random under a dissecting microscope from a 

stock population carrying ∆mtDNA in the Bristol strain (wildtype) nuclear background. These 

larvae were transferred to a fresh food plate and incubated for 2 days at 20˚C. The day-2 adults 

were then segregated onto individual plates and incubated for 4 hours at 20˚C to produce age-

synchronized progeny. Each parent was then individually lysed. Three embryos from each parent 

were also lysed at the same time, in one pooled lysate per three same-parent embryos. After 2 

days, three L4-stage larvae were pooled and lysed from each parent, similar to the lysis of 

embryos. After another 2 days, three adult progeny per parent were pooled and lysed as they 

reached the age at which the parents were lysed, to obtain age-matched pairs consisting of one 

parent and three of its adult progeny. Each parent-progeny lineage was individually segregated 

from the rest. Since ∆mtDNA impacts fecundity, the progeny from parents on the lower end of the 

∆mtDNA frequency are expected to be overrepresented in the offspring sampled from a mixed 

cohort of parents. Lineages were therefore segregated to ensure that the ∆mtDNA frequency from 

each progeny lysate was being compared with that of its own respective parent, to minimize the 

effect of organismal selection. To reduce the effect of random drift, progeny from each time-point 

were lysed in pools of three, across multiple independent biological replicates. The ∆mtDNA 

frequency of parents and progeny was determined using ddPCR as described above. 

 

Experimental evolution (organismal selection). Selection against ∆mtDNA that occurs strictly 

at the level of organismal fitness was measured using a competition assay. Heteroplasmic 

nematodes carrying ∆mtDNA in the Bristol nuclear background were combined with Bristol-strain 
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nematodes on 10-cm NGM plates seeded with live OP50 E. coli as a food source. For the first 

generation, heteroplasmic and Bristol strain nematodes were age-synchronized. Age 

synchronization was accomplished using a bleaching protocol. Nematodes from a mixed-age 

stock food plate were washed off the plate and into a sterile 1.7 mL microcentrifuge tube with 

nuclease-free water. The water was brought to a volume of 750 µL. The volume of each tube was 

brought to 1 mL by adding 100 µL of 5 N NaOH and 150 µL of 6% bleach. Each nematode tube 

was incubated at room temperature for 10 minutes with light vortexing every 2 minutes to rupture 

gravid adults and release embryos. Nematode tubes were centrifuged for 1 minute at 1,000x g to 

pellet the nematode embryos. To wash the nematode pellets, the supernatant was removed and 

replaced with 1 mL of nuclease-free water. After a second spin for 1 minute at 1,000x g, the water 

was removed and the nematode embryos were resuspended in 100 µL M9 buffer. The 

resuspended embryos were then transferred to glass test tubes containing 500 µL M9 buffer and 

incubated overnight at room temperature on a gentle shaker to allow hatching and developmental 

arrest at the L1 larval stage. On the following day, a glass Pasteur pipette was used to transfer 

approximately equal quantities of heteroplasmic and homoplasmic-wildtype nematodes onto the 

10-cm food plates. Approximately 500 nematodes were transferred to each plate. In addition to 8 

competing lines, 8 non-competing control lines were established by transferring only 

heteroplasmic nematodes onto food plates, with no wildtype nematodes to compete against. 

 

Every 3 days, the generation for each experimental line was reset. To do this, nematodes were 

washed off the plates using sterile M9 buffer into a sterile 1.7 mL collection tube. Approximately 

500 nematodes of mixed age from each line were transferred to a fresh food plate. An additional 

500 nematodes were lysed together in a single pooled lysate. Every other generation, 48 

additional adults randomly selected from each competition line were lysed individually in order to 

determine the proportion of heteroplasmic animals remaining in each competition line. This 

experiment was continued for 10 consecutive generations. 
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Results 

 

To measure the impact of sub-organismal selection on the propagation of ∆mtDNA across 

generations, ∆mtDNA frequency was quantified longitudinally at successive developmental 

stages and across multiple parent-progeny lineages. Individual parent-progeny lineages were 

maintained in isolation from one another to minimize the confounding effect of organismal 

selection for lower ∆mtDNA levels. Initially, I observed reduced ∆mtDNA frequency in embryos 

compared to their parents (Figure 5-1A), consistent with the notion of germline purifying selection 

(Ahier et al., 2018, Hill et al., 2014, Lieber et al., 2019, Ma et al., 2014, Stewart et al., 2008). 

However, ∆mtDNA proliferates across development, achieving even higher frequency on average 

in adult progeny than in their respective parents (Figure 5-1A). Moreover, the magnitude of this 

proliferation declines as a function of increasing initial ∆mtDNA frequency in the parents (Figure 

5-1B), consistent with the phenomenon of negative frequency-dependent selection, a common 

feature of cheater entities (Dobata and Tsuji, 2013, Dugatkin et al., 2005, Pruitt and Riechert, 

2009, Riehl and Frederickson, 2016, Ross-Gillespie et al., 2007). Overall, I have successfully 

isolated and quantitatively measured the impact of selection at the sub-organismal level on 

∆mtDNA propagation across generations. 

 

To measure selection against ∆mtDNA strictly at the level of host fitness, I competed 

heteroplasmic animals carrying ∆mtDNA against their homoplasmic wildtype counterparts on the 

same food plate (Figure 5-1C). In parallel, I propagated non-competing control lines consisting 

exclusively of heteroplasmic animals, with no wildtype animals to compete against. Consistent 

with organismal selection, I observed a decline in the fraction of individuals carrying ∆mtDNA 

across all 8 replicate lineages (Appendix 2: Supplemental Figure 5-1A and 5-1B). I also quantified 

∆mtDNA frequency directly across all competing and non-competing lines using multiplex droplet 

digital PCR (ddPCR), which revealed a dramatic decline in ∆mtDNA frequency across all 8 
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competing lines (Appendix 2: Supplemental Figure 5-1C). This decline was not observed in the 

non-competing lines, which maintained ∆mtDNA frequency near 60 percent despite minor 

variation (Figure 2-6B, Appendix 2 and Appendix 4). In order to isolate the effect of organismal 

selection on ∆mtDNA, I controlled for confounding factors such as sub-organismal ∆mtDNA 

dynamics. To accomplish this, the ∆mtDNA frequencies of the competing lines were normalized 

to that of the non-competing lines at each generation. This normalizes population-wide frequency 

to heteroplasmic (sub-organismal) frequency; since non-competing lines contain only 

heteroplasmic individuals, their population-wide frequency is equal to average heteroplasmic 

frequency. Moreover, normalizing to ∆mtDNA frequency of non-competing lines sets the slope of 

those lines to zero (Figure 5-1D, gray lines). Whatever non-zero slope remains for the competing 

lines can then be attributed to competition with homoplasmic wildtype individuals—the only 

variable distinguishing the competing from non-competing lines. In conclusion, I have separately 

measured the effects of selection on ∆mtDNA at the sub-organismal and organismal levels. 

 

I sought to integrate the measurements of sub-organismal and organismal selection into a single 

theoretical framework describing the overall population dynamics of ∆mtDNA. The Price Equation, 

which provides such a framework, describes evolution as the covariance between a trait and its 

reproductive fitness (Frank, 1997, Price, 1972). Since this equation can accommodate more than 

one source of covariance, including non-linear interactions (Frank, 2012), it can be used to 

describe selection at different levels simultaneously: 

𝑤∆𝑧 = 𝑐𝑜𝑣(𝑤, 𝑧)!"# + 𝐸[𝑐𝑜𝑣(𝑤, 𝑧)$%&] 

Here, z refers to a heritable, quantifiable trait value. Since mitochondrial genotype consists of a 

heteroplasmic mix of mtDNA variants, this value can be defined as ∆mtDNA frequency. Fitness 

w refers to the replicative success of ∆mtDNA relative to wildtype mtDNA, defined as the ratio of 

new ∆mtDNA produced per generation to new wildtype mtDNA per generation (see Appendix 5). 
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Figure 5-1. Quantification of intergenerational changes in ∆mtDNA frequency due to selection at 
sub-organismal and organismal levels 
 
(A) ∆mtDNA frequency across parent-progeny lineages, maintained in isolation to minimize the effect of 
organismal selection. Each light gray line represents a single lineage consisting of a parent lysed 
individually followed by 3 of its progeny pooled and lysed together at each of 3 developmental time-points. 
Mature adults were lysed at day 2 of adulthood, the same age at which the parents were lysed, to ensure 
that parents and their adult progeny were age-matched. Box and whisker plots depict mean heteroplasmic 
∆mtDNA frequency and each quartile. N=30 lineages. Friedman test with Dunn’s multiple comparisons test. 
(B) Shift in ∆mtDNA frequency per generation, obtained by subtracting ∆mtDNA frequency of mature adult 
progeny in panel (A) from ∆mtDNA frequency of the respective parent, plotted as a function of parental 
∆mtDNA frequency. Red shaded region represents 95% confidence interval. 
(C) Competition experiment designed to quantify organismal selection against ∆mtDNA. 
(D) Population-wide ∆mtDNA frequency across the organismal competition experiment. To isolate the 
change in ∆mtDNA frequency that occurs strictly due to organismal selection, we controlled for the 
confounding influence of sub-organismal ∆mtDNA dynamics by normalizing the total population-wide 
∆mtDNA frequency of each line to the mean frequency of the non-competed lines at each generation. 
Because the non-competed lines consist entirely of heteroplasmic individuals, ∆mtDNA frequency across 
the non-competed populations is equal to mean sub-organismal (heteroplasmic) ∆mtDNA frequency. The 
overall slope of the non-competing lines is therefore set to zero and the non-zero slope across the 
competing lines is due to the presence of wildtype animals (see panel C), allowing us to measure the effect 
of organismal selection by itself. Solid lines represent best-fit regressions across all replicate lineages. 
Error bars represent 95% confidence intervals 
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Subscripts org and sub in this equation (page 93) label covariance between w and z at organismal 

and sub-organismal levels, respectively, with covariance defined by the following formula: 

𝑐𝑜𝑣(𝑤, 𝑧) =
∑(𝑤! −𝑤"#$%"&$)(𝑧! − 𝑧"#$%"&$)

𝑛 − 1  

The term E in front of the sub-organismal covariance term denotes expected, or average, sub-

organismal covariance between w and z; note that the total sub-organismal change in ∆mtDNA 

frequency is the average number of replicated copies per template of ∆mtDNA compared to that 

of wildtype mtDNA. Moreover, since the strength or intensity of selection can be expressed as the 

selection coefficient S (equal to 1-w), the change in ∆mtDNA frequency at each respective level 

of selection can be expressed using the covariance term that relates selection coefficient to 

∆mtDNA frequency (see Figure 5-2 for a sample illustration): 

𝑐𝑜𝑣(𝑆,%∆𝑚𝑡𝐷𝑁𝐴) =
∑(𝑆! − 𝑆"#$%"&$)(%∆𝑚𝑡𝐷𝑁𝐴! −%∆𝑚𝑡𝐷𝑁𝐴"#$%"&$)

𝑛 − 1  

Although the above formula for covariance merely describes how variation in ∆mtDNA frequency 

relates to variation in selection acting on ∆mtDNA, this relation can be applied to the empirically 

measured shifts in ∆mtDNA frequency (Figure 5-1 and Appendix 2 to Appendix 4) to derive a 

function that relates selection to ∆mtDNA frequency, taking both levels of selection into account 

(for a more detailed derivation of this equation, see Appendix 5): 

𝑆'#$%"(( = 𝑆)*+,'%&"-!)."( + 𝑆'%&"-!)."( = (0.01154 ∗ %∆𝑚𝑡𝐷𝑁𝐴 − 0.923) +	(10/./121	∗	%∆.789:,1.21) 

The term shown in the parentheses on the left defines the relationship between ∆mtDNA 

frequency and sub-organismal selection (plotted in Figure 5-3A). The term shown in the 

parentheses on the right defines the relationship between heteroplasmic ∆mtDNA frequency and 

organismal selection (plotted in Figure 5-3B, solid red line), relying on two additional assumptions. 

The first assumption is that selection coefficient would be zero when ∆mtDNA frequency is 0 

percent, since there is no ∆mtDNA to select against. Second, the selection coefficient is assumed 

to approach 1—in other words, fitness approaches 0, reflecting elimination of ∆mtDNA from the 

population within a single generation—as ∆mtDNA frequency approaches 100 percent within 
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hosts. This assumption rests on the fact that the mutation deletes essential genes and should 

therefore be lethal if present at 100 percent frequency. Summing the organismal and sub-

organismal regressions yields the overall, population-wide relationship between heteroplasmic 

∆mtDNA frequency and the net selection acting on ∆mtDNA (Figure 5-3C). 

 

This multilevel selection analysis shows that sub-organismal and organismal selection balance—

in other words, the overall selection coefficient approaches 0, reflecting no net difference in fitness 

between ∆mtDNA and wildtype mtDNA—when average heteroplasmic (sub-organismal) ∆mtDNA 

frequency is near 60 percent (Figure 5-3C). Note that this is the approximate frequency at which 

∆mtDNA persists in the non-competing (entirely heteroplasmic) populations, in which the 

conflicting levels of selection are both in effect (Figure 2-6B and Appendix 2: Supplemental Figure 

5-1C). This conclusion is compatible with a range of alternate assumptions regarding the impact 

of rising heteroplasmic ∆mtDNA frequency on organismal fitness. For example, ∆mtDNA may 

become lethal before reaching fixation, perhaps at 90 or 95 percent frequency. Consistent with 

this idea, ∆mtDNA is rarely observed at or above 90 percent frequency (Figures 2-2 and 3-1). 

Alternatively, the fitness cost of ∆mtDNA might not rise smoothly, as depicted in the non-linear 

regression in Figure 5-3B. For example, the organismal selection coefficient may rise linearly with 

increasing heteroplasmic ∆mtDNA frequency up to and beyond the mean of 60 percent, perhaps 

until reaching a critical threshold before imposing a heavy fitness cost, resulting in an abrupt 

upward shift in the strength of selection. However, taking these alternative assumptions into 

account had little effect on my overall conclusions (Figure 5-3B, 5-3C, and Appendix 5). I have 

thus measured selection on ∆mtDNA at each level separately and integrated them into a unified 

theoretical framework that robustly predicts the overall, net population dynamics of ∆mtDNA. 
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Figure 5-2. Graphical depiction of covariance between a quantifiable trait value and selection 
coefficient 
 
Covariance implies that variation in a measured trait value z (such as ∆mtDNA frequency) corresponds to 
variation in the selection coefficient s (a measure of the strength of the selection force acting to change z). 
A slope of zero indicates that variation in the trait does not correspond to variation in the fitness effects of 
the trait. 
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Figure 5-3. Integration of the multilevel selection dynamics of ∆mtDNA using the Price Equation 
 
(A) Sub-organismal selection coefficient plotted as a function of heteroplasmic (sub-organismal) ∆mtDNA 
frequency. Selection coefficients are calculated from the empirically measured shifts in ∆mtDNA frequency 
between parents and progeny (Figure 5-1B, Appendix 3 and Appendix 5). Shaded region represents 95% 
confidence interval. 
(B) Organismal selection coefficient plotted as a function of heteroplasmic ∆mtDNA frequency. Selection 
coefficients are calculated from the population-wide declines in ∆mtDNA frequency during organismal 
competition (red circles correspond to competing lines in Figure 5-1D; see also Appendix 2: Supplemental 
Figure 5-1C, Appendix 4 and Appendix 5). However, the selection coefficients are plotted as a function of 
heteroplasmic (not population-wide) ∆mtDNA frequency. Note that in an entirely heteroplasmic population, 
as in the non-competing control lines, the overall population-wide ∆mtDNA frequency is equal to the mean 
heteroplasmic ∆mtDNA frequency. Solid regression and shaded region represents the best fit and 95% 
confidence interval, respectively, assuming the organismal selection coefficient reaches 1 (lethality) as 
∆mtDNA approaches homoplasmic fixation (frequency of 100 percent). Dashed line and horizontally-striped 
region represents the best fit and 95% confidence interval, respectively, assuming the organismal selection 
coefficient reaches 1 when heteroplasmic ∆mtDNA frequency is 90 percent. Dotted line and vertically-
striped region represents the best fit and 95% confidence interval, respectively, assuming the organismal 
selection coefficient increases linearly with heteroplasmic ∆mtDNA frequency up to and beyond the mean 
of 60 percent. 
(C) Overall, combined selection coefficient plotted as a function of heteroplasmic ∆mtDNA frequency 
(summation of plots shown in panels A and B), reflecting the net fitness effects in a heteroplasmic population 
given each of the alternative organismal covariance models assumed in panel (B). 
 
For each graph shown above, the horizontal dotted line represents no net selection. Above the dotted 
horizontal line: selection favors wildtype mtDNA. Below the dotted horizontal line: selection favors ∆mtDNA. 
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Discussion 

 

Multilevel selection offers a powerful explanatory framework to understand cooperator-cheater 

dynamics. However, investigations of multilevel selection face the challenge of having to account 

for the confounding influence of selection at one level while trying to estimate the strength of 

selection at a different level (Goodnight, 2015, Goodnight et al., 1992, Heisler and Damuth, 1987). 

To overcome these challenges, I developed an approach to empirically quantify selection for 

cheater mtDNA at the sub-organismal (within-host) level by tracking cheater frequency within 

isolated parent-progeny lineages. At the organismal (between-host) level, I devised a competition 

experiment that makes it possible to identify and measure changes in population-wide cheater 

frequency that occur strictly due to the host fitness cost of the cheater genome. This methodology 

not only makes it possible to empirically measure selection at different levels, but it also provides 

a powerful experimental approach that can be applied broadly to future studies seeking 

mechanistic insight on cooperator-cheater dynamics in hierarchically structured populations. 

 

At the sub-organismal level, I note two trends describing the dynamics of the cheater genome 

∆mtDNA. First, ∆mtDNA frequency declines between parent and embryo (Figure 5-1A). This 

suggests germline purifying selection against deleterious mtDNA, a phenomenon observed 

across many species (Ahier et al., 2018, Fan et al., 2008, Hill et al., 2014, Lieber et al., 2019, Ma 

et al., 2014, Stewart et al., 2008). Although the molecular basis for germline purifying selection 

against ∆mtDNA is unknown, recent work in Drosophila has shown that mitochondrial protein 

synthesis in oocytes is localized around healthy mitochondria, providing a selection advantage 

for genomes that are free of deleterious mutations (Zhang et al., 2019). Whether similar 

mechanisms underlie germline purifying selection against ∆mtDNA in C. elegans remains to be 

explored. 
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Following the initial decline from parent to embryo, ∆mtDNA proliferates across development in a 

frequency-dependent manner, a common feature of cheater entities (Dobata and Tsuji, 2013, 

Dugatkin et al., 2005, Pruitt and Riechert, 2009, Riehl and Frederickson, 2016, Ross-Gillespie et 

al., 2007). Specifically, the sub-organismal advantage of ∆mtDNA declines as its frequency 

approaches the range of 75-80 percent (Figures 5-1B). One possible explanation for this 

observation involves resource availability. I previously found that across increasingly higher 

∆mtDNA copy number, wildtype mtDNA copy number remains relatively consistent (Figure 3-3). 

In other words, as ∆mtDNA frequency increases, so does the total size of the mtDNA population. 

The apparent upper limit observed for sub-organismal ∆mtDNA proliferation could therefore 

reflect a depletion of resources required for DNA synthesis. Another possibility is the activation of 

policing mechanisms, a common strategy for enforcing cooperation (Ozkaya et al., 2017, Riehl 

and Frederickson, 2016). The host genome might prevent ∆mtDNA from rising beyond a certain 

level by increasing the targeted degradation of underperforming mitochondria via mitophagy. 

Consistent with this possibility, I find that deletion of the mitochondrial autophagy gene pdr-1 

facilitates an increase in ∆mtDNA frequency (Figure 4-6), suggesting that a cellular policing 

mechanism encoded by the host genome may limit the extent to which the cheater can proliferate. 

 

Finally, I also explored selection at the organismal level. Consistent with the predictions of 

multilevel selection, I was able to confirm that ∆mtDNA outcompetes wildtype mtDNA within hosts 

while the reverse is true at the level of host fitness. The conflicting selection pressures balance 

when ∆mtDNA is near 60 percent of total mtDNA on average within hosts, enabling ∆mtDNA to 

stably persist at this level. Remarkably, this conclusion is robust to a range of possible 

assumptions about how rising ∆mtDNA frequency might impact host fitness (Figure 5-3B and 5-

3C). Having separately measured the effects of selection at different levels on a biological 

cheater, I sought to turn to the question of how environmental factors such as nutrient status 

influence selection at each of these different levels, which is the primary focus of Chapter 6. 
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Part IV 

Environment and the multilevel selection dynamics of a selfish mitochondrial genome 
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Chapter 6 

Diet and host genome interact to shape selfish mitochondrial genome dynamics 

 

Adapted in part from Gitschlag, B. L., Tate, A. T., Patel, M. R. 2020. Nutrient status shapes selfish 

mitochondrial genome dynamics across different levels of selection. eLife, 9:e56686 

 

 

Introduction 

 

In evolutionary biology, “cheaters” can be defined as entities that benefit at the cost of a 

cooperative partner (Ghoul et al., 2014). Selfish mitochondrial genomes represent a broad 

category of biological cheaters, in that they proliferate within hosts at the expense of host fitness 

(Havird et al., 2019). Given that such a widespread evolutionary adaptive strategy shapes 

foundational aspects of cell biology in eukaryotic organisms, understanding its basis could have 

far-reaching implications, potentially yielding valuable insights for both evolutionary and biomedical 

research. In the preceding chapters, I sought to expand our understanding of selfish mitochondrial 

genome dynamics by first establishing that the well-characterized selfish mitochondrial DNA 

(mtDNA) variant uaDf5 (∆mtDNA) behaves as a genuine selfish genome in the model organism 

Caenorhabditis elegans. This work makes ∆mtDNA ideally suited for follow-up research on the 

mechanistic basis for the cheating behavior of selfish mitochondrial genomes. Building on this 

work, I then identify two mechanisms by which ∆mtDNA selfishly proliferates within hosts: the 

evasion of mtDNA copy-number regulation (see Chapter 3), as well as the evasion of a cellular 

“policing” mechanism—mitochondrial autophagy, or mitophagy—due to the activation of the 

mitochondrial unfolded protein response (see Chapter 4). The nucleus encodes numerous 

mechanisms to maintain a population of mitochondrial genomes that benefit the host, and my 

findings suggest that evading such mechanisms may represent a general theme in the sub-
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organismal (within-host) proliferation of ∆mtDNA. However, natural selection, whether within or 

between hosts, does not act on genomes in a vacuum. On the contrary, adaptive fitness arises 

from interactions between biological systems and their environments. I therefore sought to follow 

up on my previous work by integrating the multilevel selection dynamics of a selfish mitochondrial 

genome (characterized in Chapter 5) with environmental context (Gitschlag et al., 2020). In this 

chapter, I describe a genotype-by-environment interaction that plays a crucial role in shaping the 

outcome of competition between the selfish and cooperative mitochondrial genomes. 

 

Competition over limited resources shapes relative reproductive fitness, and hence Darwinian 

evolution. Interestingly, some studies have shown that resource abundance can promote the 

cooperative sharing of public goods, particularly in cases where resource abundance reduces the 

cost incurred by making cooperative contributions (Brockhurst et al., 2008, Connelly et al., 2017, 

Sexton and Schuster, 2017). Conversely, resource abundance can also promote selfishness 

(Chen and Perc, 2014, Ducasse et al., 2015, Velicer et al., 1998). One possible explanation for 

this apparent discrepancy involves the trade-off between the cost and benefit of cooperation with 

respect to the use of vital resources. Although resource abundance can promote public-goods 

cooperation in instances where it reduces the cost of cooperating, resource abundance may also 

reduce the benefits of cooperating, in which case resource scarcity would be expected to select 

for cooperation. Indeed, numerous studies have identified resource scarcity as a condition that can 

promote cooperation (Cao et al., 2015, Chisholm and Firtel, 2004, Koschwanez et al., 2013, Li and 

Purugganan, 2011, Pereda et al., 2017, Requejo and Camacho, 2011). Consistent with this idea, 

increased efficiency in resource utilization has been suggested as an adaptive benefit of 

cooperative groups (Koschwanez et al., 2013, Vanthournout et al., 2016). These studies raise the 

interesting question of how the environmental variable of resource availability shapes the outcome 

of competition in a hierarchically structured population, where cooperators and cheaters compete 

across well-defined levels of selection. 
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Previous work has shown that the selfish mitochondrial DNA (∆mtDNA) variant uaDf5 propagates 

at the expense of host fitness by exploiting regulatory mechanisms encoded by the host genome. 

Given the important influence of resource availability on the dynamics of cooperation and 

selfishness, I sought to expand on my investigation of this biological cheater by integrating 

genotype with environment, to address the question of how resource availability shapes the 

multilevel selection dynamics of a selfish mitochondrial genome. In the previous chapter, I describe 

experiments for isolating and measuring selection on ∆mtDNA separately at the sub-organismal 

(within-host) level, as well as the organismal level (in other words, selection for host fitness). In 

this chapter, I adapt the formalized multilevel selection framework to study the effects of food 

availability and the physiology of nutrient stress tolerance on ∆mtDNA. I find that although diet and 

nutrient-sensing govern overall mtDNA levels, the preferential proliferation of the selfish genome 

at the sub-organismal level depends on a key regulator of metabolic stress tolerance, namely the 

Forkhead box O (FoxO) transcription factor, encoded by the gene daf-16 in C. elegans. Diet 

restriction strengthens organismal selection against the selfish genome, but only upon deletion of 

FoxO/DAF-16. I conclude that nutrient availability, and the ability to cope with nutrient scarcity, 

shape the relative fitness of the cooperators and cheaters both within and between individual hosts. 

 

 

Methods 

 

Animal husbandry. Except where otherwise indicated, C. elegans were maintained on 60-mm 

standard nematode growth medium (NGM) plates seeded with live OP50-strain E. coli bacteria 

as a food source and incubated at 20˚C. Age-matched nematodes were used in all experiment 

samples except when tracking heteroplasmy levels across generations in the competition 

experiments. C. elegans stock strains used for this study consisted of the ∆mtDNA heteroplasmy, 
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insulin receptor mutant daf-2(e1370), FoxO mutant daf-16(mu86), Parkin mutant pdr-1(gk448), 

mitochondrial fission mutant drp-1(tm1108), and apoptosis mutant ced-3(ok2734), each crossed 

into the wildtype (Bristol strain) nuclear background. 

 

Lysate preparation. To prepare nematodes for genotyping and quantification of ∆mtDNA 

frequency, nematodes were transferred to sterile PCR tubes or 96-well PCR plates containing 

lysis buffer with 100 µg/mL proteinase K. Lysis buffer consisted of 50 mM KCl, 10 mM Tris pH 

8.3, 2.5 mM MgCl2, 0.45% Tween 20, 0.45% NP-40 (IGEPAL), and 0.01% gelatin, in deionized 

water. Volume of lysis buffer varied by worm count: 10 µL for individual adults or pooled embryos 

and 20 µL for pooled adult progeny for measuring sub-organismal selection, and 50 µL for pooled 

animal lysates from the competition experiments for measuring organismal selection. Each tube 

or plate was then incubated at -80˚C for 10 minutes to rupture nematode cuticles, followed by 

lysis incubation at 60˚C for 60 minutes (90 minutes for pooled nematodes), and then at 95˚C for 

15 minutes to inactivate the proteinase K. Nematode lysates were then stored at -20˚C. 

 

Diet restriction. Diet restriction was accomplished using variable dilutions of UV-inactivated OP50 

E. coli bacterial lawns on NGM plates. To prepare diet-restricted food plates, 1 L of sterile 2xYT 

liquid microbial growth medium was inoculated with 1 mL of live OP50 E. coli (suspended in liquid 

LB) using a sterile serological pipette. The inoculated culture was then incubated overnight on a 

shaker at 37˚C. The following day, the OP50 E. coli was pelleted by centrifugation for 6 minutes at 

3,900 rpm. The pellet was resuspended to a bacterial concentration of approximately 2x1010 

cells/mL in sterile M9 buffer. This suspension was seeded onto NGM plates (control) or further 

diluted 100-fold to 2x108 cells/mL in sterile M9 buffer before being seeded onto NGM plates (diet 

restriction). Plates were incubated upright at room temperature 4 hours to allow the lawns to dry. 

To inhibit bacterial growth, plates were irradiated with UV radiation using a Stratagene® UV 

Stratalinker 1800 set to 9.999x105 µJ/cm2. To confirm inhibition of bacterial growth, UV-treated 
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plates were incubated overnight at 37˚C. Animals were picked at random under a dissecting 

microscope onto either control or diet restriction plates. 

 

Genetic crosses and genotyping. To control for nuclear effects on ∆mtDNA proliferation, 

hermaphroditic nematodes carrying the ∆mtDNA allele uaDf5 were serially back-crossed into a 

male stock of the Bristol (N2) C. elegans nuclear background for six generations. To investigate 

the role of insulin signaling in selfish mitochondrial genome dynamics, the alleles daf-2(e1370) and 

daf-16(mu86) were introduced to the ∆mtDNA heteroplasmic lineage by classical genetic crosses. 

To investigate the mechanistic basis by which the insulin signaling pathway regulates mtDNA 

levels, mutant alleles affecting various putative downstream processes were genetically crossed 

into the insulin signaling-defective nuclear genotypes. Specifically, the parkin-dependent 

mitophagy-defective pdr-1(gk448), the mitochondrial fission-defective drp-1(tm1108), and the 

apoptosis-defective ced-3(ok2734) were each genetically combined with daf-2(e1370), both with 

and without the daf-16(mu86) allele. Nuclear genotype was confirmed by PCR using the following 

oligonucleotide primers: 

 

Mutant and wildtype mtDNA: 

Exterior forward: 5’-CCATCCGTGCTAGAAGACAA-3’ 

Interior forward: 5’-TTGGTGTTACAGGGGCAACA-3’ 

Reverse: 5’-CTTCTACAGTGCATTGACCTAGTC-3’ 

daf-2: 

Forward: 5’-CATCAAGATCCAGTGCTTCTGAATCGTC-3’ 

Reverse: 5’-CGGGATGAGACTGTCAAGATTGGAG-3’ 

daf-16: 

Forward: 5’-CACCACGACGCAACACACTAATAGTG-3' 

Exterior reverse: 5’-CACGAGACGACGATCCAGGAATCG-3' 
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Interior reverse: 5’-GGTCTAAACGGAGCAAGTGGTTACTG-3' 

pdr-1: 

Exterior forward: 5’-GAATCATGTTGAAAATGTGACGCGAG-3' 

Interior forward: 5’-CTGACACCTGCAACGTAGGTCAAG-3' 

Reverse: 5’-GATTTGACTAGAACAGAGGTTGACGAG-3' 

drp-1: 

Forward: 5’-CGTCGGATCACAGTCGGC-3' 

Reverse: 5’-GCACTGACCGCTCTTTCTCC-3' 

ced-3: 

Exterior forward: 5’-CAGTACTCCTTAAAGGCGCACACC-3' 

Interior forward: 5’-GATTGGTCGCAGTTTTCAGTTTAGAGGG-3' 

Reverse: 5’-CGATCCCTGTGATGTCTGAAATCCAC-3' 

 

The insulin signaling receptor allele daf-2(e1370) introduces a point mutation that eliminates a BlpI 

restriction endonuclease recognition site. Following PCR amplification, daf-2 PCR products were 

incubated with BlpI and New England BioLabs CutSmart® buffer at 37˚C for 2 hours prior to gel 

electrophoresis. Fluorescent reporters used in this study were genotyped by fluorescence 

microscopy. 

 

Quantifying ∆mtDNA levels. Levels of ∆mtDNA were quantified using droplet digital PCR 

(ddPCR). Nematodes were lysed as described above, then diluted in nuclease-free water, with a 

dilution factor varying depending on nematode concentration: 20x for embryos, 200x for single 

adults, 1000x for pooled adults, 20,000x for pooled nematodes of mixed age from the competition 

experiments (control diet) or 2,000x for pooled nematodes of mixed age from the competition 

experiments (restricted diet). The lower dilution factor for the lysates collected from the restricted 

diet condition was due to the smaller population sizes of nematodes raised on a restricted diet, 
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which arises from reduced fecundity under diet restriction and was reflected in the number of 

nematodes present in these lysates. Next, 5 µL of each dilute nematode lysate was combined 

with 0.25 µL of a 10-µM dilution of the following primers. 

 

For wildtype mtDNA: 

Forward primer: 5’-GTCCTTGTGGAATGGTTGAATTTAC-3’ 

Reverse primer: 5’-GTACTTAATCACGCTACAGCAGC-3’ 

For ∆mtDNA: 

Forward primer: 5’-CCATCCGTGCTAGAAGACAAAG-3’ 

Reverse primer: 5’-CTACAGTGCATTGACCTAGTCATC-3’ 

 

Mixtures of dilute nematode lysate and primer were combined with 12.5 µL of Bio-Rad QX200TM 

ddPCR EvaGreen Supermix and nuclease-free water to a volume of 25 µL in EppendorfTM 96-

well twin.tecTM PCR plates. Droplet generation and PCR amplification were performed according 

to manufacturer protocol with an annealing temperature of 58˚C. Wildtype and ∆mtDNA primers 

were combined in the same reaction, and each droplet was scored as containing either wildtype 

or mutant template using the 2-dimensional (518 nm and 554 nm dual-wavelength) clustering plot 

option in the Bio-Rad QuantaSoftTM program. 

 

Insulin signaling inactivation. Insulin signaling was conditionally inactivated using the allele daf-

2(e1370), encoding a temperature-sensitive variant of the C. elegans insulin receptor homolog. 

Because complete loss of insulin signaling during early larval development results in a stage of 

developmental arrest (dauer), age-synchronized nematodes were incubated at the permissive 

temperature of 16˚C until reaching the fourth and final larval stage. L4-stage larvae were then 

picked at random under a dissecting microscope for either transfer to the restrictive temperature 

of 25˚C or for continued incubation at 16˚C as a control. After 4 days of incubation, mature adults 
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were lysed and ddPCR quantification of ∆mtDNA frequency was performed as previously 

described (see Quantifying ∆mtDNA levels). To follow up on the downstream mechanism by 

which insulin signaling regulates mtDNA dynamics, homoplasmic nematodes were incubated at 

the restrictive temperature of 25˚C and mtDNA copy number was measured using the same 

ddPCR primer pair that was used for quantifying the wildtype mtDNA in heteroplasmic worms. 

 

Knockdown of gene expression. Expression knockdown of the C. elegans insulin signaling 

receptor homolog, daf-2, was accomplished using feeder plates. Cultures consisting of 2 mL LB 

and 10 µL ampicillin were inoculated with a bacterial culture obtained from Source BioScience 

harboring the Y55D5A_391.b (daf-2) ORF plasmid clone and incubated overnight on a shaker at 

37˚C. Bacteria containing the empty plasmid vector were used to establish a control diet. The 

following day, 750 µL of culture was transferred to a flask containing 75 mL LB and 375 µL 

ampicillin and incubated 4-6 hours on a shaker at 37˚C, until OD550-600 >0.8. An additional 75 mL 

LB was added to the culture along with another 375 µL ampicillin and 600 µL 1 M isopropyl β-D-

1-thiogalactopyranoside (IPTG) to induce expression of the small interfering RNA. Cultures were 

incubated another 4 hours on a shaker at 37˚C. Cultures were then centrifuged for 6 minutes at 

3,900 rpm and the resulting bacterial pellets were each resuspended in 6 mL M9 buffer with 8 mM 

IPTG. Next, 250 µL of resuspension was seeded onto each NGM plate. Plates were allowed to dry 

at room temperature in the dark and then stored at 4˚C until use. Synchronized L4-stage 

nematodes were picked at random under a dissecting microscope onto either RNAi knockdown or 

control plates and incubated at 25˚C until day 4 of adulthood to match the conditions that were 

used for the daf-2 mutant allele. Day-4 adults were lysed and their mtDNA copy number was 

quantified using ddPCR as described above. 

 

Live imaging. Overall mitochondrial content across the wildtype and defective insulin signaling 

genotypes was measured using the mitochondrial reporter TOMM-20::mCherry. Age-synchronized 
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nematodes were incubated for 2 days from the L4 stage to mature adulthood at 25˚C, immobilized 

with 10 mM levamisole, and placed on the center of a 2% agarose pad on a microscope slide. 

Nematodes were imaged at 10x magnification using a Leica DM6000 B compound fluorescence 

microscope and mitochondrial fluorescence was quantified using ImageJ. Apoptosis was imaged 

in daf-2(e1370) mutant nematodes and wildtype controls using the CED-1::GFP reporter. Age-

synchronized nematodes were incubated for 2 days from the L4 stage to mature adulthood at 25˚C 

before being immobilized and mounted on microscope slides as described above. Apoptotic cells 

were imaged using a Zeiss LSM 880 Confocal Laser Scanning microscope at 20x magnification. 

 

Staining and imaging of germline nuclei. Nematode germline nuclei were quantified across age-

synchronized mature adults homozygous for daf-2(e1370) or daf-16(mu86), as well as in double-

mutants and wildtype controls. For each genotype, age-synchronized L4-stage nematodes were 

incubated for 2 days at 25˚C and then placed in a plate containing 3 mL of PBS with 200 µM 

levamisole. To dissect the nematode gonads, each adult was decapitated using two 25Gx1” 

hypodermic needles in a scissor-motion under a dissecting microscope. Dissected gonads were 

fixed for 20 minutes in 3% paraformaldehyde. Fixed gonads were transferred to a glass test tube 

using a glass Pasteur pipette and the paraformaldehyde was replaced with PBT (PBS buffer with 

0.1% Tween 20) and incubated for 15 minutes at room temperature. The PBT was then replaced 

with PBT containing 100 ng/mL 4’,6’-diamidino-2-phenylindole dihydrochloride (DAPI) and the 

gonads were incubated in darkness for another 15 minutes at room temperature. Gonads were 

then subjected to 3x consecutive washes, each consisting of a 1-minute centrifugation at 1,000 

rpm followed by replacement of the PBT. Gonads were then mounted directly onto a 2% agarose 

pad on the center of a microscope slide and imaged using a Zeiss LSM 880 Confocal Laser 

Scanning microscope at 20x magnification. 
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Measuring sub-organismal selection. Sub-organismal selection for ∆mtDNA was quantified as 

previously described (see Chapter 5). Briefly, sub-organismal selection was determined by 

measuring changes in ∆mtDNA frequency as a function of both developmental stage and of initial 

(parental) ∆mtDNA frequency. Multiple L4-stage heteroplasmic nematodes were picked at 

random from stocks of nematodes carrying ∆mtDNA in the Bristol strain (wildtype) or daf-

16(mu86) mutant nuclear background, onto plates seeded with either a control or restricted diet 

(UV-killed OP50 E. coli diluted to approximately 2x1010
 cells/mL or 2x108 cells/mL, respectively). 

After incubating for 2 days at 20˚C, day-2 adults were segregated onto individual plates with the 

same dietary conditions and incubated for 4 hours at 20˚C to produce age-synchronized progeny. 

After 4 hours, each parent was individually lysed. Three embryos from each parent were lysed at 

the same time in one pooled lysate from each parent. After 4 days, three day-2 adult progeny 

were pooled and lysed from each parent upon reaching the same age at which their respective 

parents were lysed, to control for the effects of age on ∆mtDNA level. Each parent-progeny 

lineages was individually segregated from the rest and ∆mtDNA frequency of progeny was 

compared to that of their own respective parents in order to minimize the confounding influence 

of organismal selection. Progeny from each time-point were lysed in pools of three to reduce the 

confounding effect of random drift. The ∆mtDNA frequency of parents and each developmental 

stage of progeny was determined using ddPCR as described previously (see Quantifying 

∆mtDNA levels). 

 

Experimental evolution (organismal selection). Selection against ∆mtDNA that occurs strictly 

at the level of organismal fitness was measured using the competition experiment previously 

described (see Chapter 5). Briefly, heteroplasmic nematodes carrying ∆mtDNA in the Bristol strain 

(wildtype) or daf-16(mu86) mutant nuclear background were combined with each of their 

respective homoplasmic (wildtype mtDNA only) counterparts on 10-cm NGM plates seeded with 

either a control or restricted diet (UV-killed OP50 E. coli diluted to approximately 2x1010
 cells/mL 
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or 2x108 cells/mL, respectively). For the first generation, nematodes were age-synchronized using 

a bleaching protocol. Nematodes from mixed-age stock food plates were transferred to sterile 1.7 

mL microcentrifuge tubes by pipette using nuclease-free water. The water was brought to a 

volume of 750 µL per tube. The volume of each tube was then brought to 1 mL by adding 100 µL 

of 5 N NaOH and 150 µL of 6% bleach. Each tube was incubated at room temperature for 10 

minutes with light vortexing every 2 minutes to rupture gravid adults and release embryos, 

followed by centrifugation for 1 minute at 1,000x g to pellet the nematode embryos. To wash the 

nematode pellets, the supernatant was removed and replaced with 1 mL of nuclease-free water 

followed by another spin for 1 minute at 1,000x g. The nematode embryos were resuspended in 

100 µL M9 buffer and transferred to glass test tubes containing 500 µL M9 buffer for overnight 

incubation at room temperature on a gentle shaker to allow hatching and developmental arrest at 

the L1 larval stage. The next day, nematodes were transferred in approximately equal quantities 

of heteroplasmic and homoplasmic-wildtype nematodes onto the 10-cm food plates containing 

either a control or restricted diet. Approximately 500 nematodes were transferred to each plate. 

In addition to 6 replicate competition lines, 6 non-competing control lines were established by 

transferring only heteroplasmic nematodes randomly selected from the same overnight incubation 

tubes onto food plates, with no homoplasmic-wildtype nematodes to compete against. Every 3 

days, the generation for each experimental line was reset by transferring approximately 200 

nematodes of mixed age from each line onto a fresh food plate containing the same dietary 

condition as in the previous generation (200 nematodes were transferred instead of 500 due to 

the smaller brood sizes on a restricted diet). An additional 200 nematodes were lysed together in 

a single pooled lysate per replicate. This experiment was continued for 8 consecutive generations 

and individual adults from each competition line were lysed to determine the fraction of 

heteroplasmic nematodes in each competition line after the 8th generation. 
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Figure 6-1 (Top). Workflow for measuring impact of dietary and metabolic perturbations on ∆mtDNA 
frequency 
Schematic of experimental strategy to assay the impact of dietary and pharmacological approaches to 
perturb ∆mtDNA frequency. 
 
Table 6-1 (Bottom). Conditions under which changes in ∆mtDNA frequency were explored 
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Results 

 

Nutrient availability influences sub-organismal ∆mtDNA dynamics. Here I sought to 

investigate how resource availability affects the multilevel selection dynamics of a selfish 

mitochondrial genome (∆mtDNA). Nematodes were raised on food plates seeded with either a high 

or low concentration of E. coli (OP50 strain), which were UV-killed to prevent further bacterial 

growth (Figure 6-1 and Table 6-1). Although UV-killed OP50 partially mimics diet restriction (Win 

et al., 2013), I found that animals raised on the more restricted (low concentration) diet harbored 

significantly lower ∆mtDNA frequency compared to those raised on a more abundant (high 

concentration) control diet (Figure 6-2A). Moreover, sub-organismal ∆mtDNA frequency is even 

higher in animals raised on live food (Figure 6-2B). Despite the attenuated ∆mtDNA proliferation 

on UV-killed food, I still observe noteworthy dietary effects that result simply by varying the 

concentration of the UV-killed food. First, the initial selection against ∆mtDNA between parent and 

embryo was abolished by diet restriction, corresponding to a 100-fold dilution of the control diet 

(Figure 6-2C and 6-2D). Second, ∆mtDNA frequency rose from embryos to adults on a control diet, 

recovering from the initial purifying selection between parent and embryo (Figure 6-2C), but failed 

to do so in animals grown on a restricted diet (Figure 6-2D). These observations reveal complex, 

life-stage-specific effects of diet on ∆mtDNA dynamics: a plentiful diet selects against ∆mtDNA 

between parent and embryo but selects for ∆mtDNA across development. 

 

∆mtDNA exploits nutrient sensing to proliferate across development. To better understand 

the role of nutrient status in the cheating behavior of ∆mtDNA, I focused on sub-organismal 

∆mtDNA proliferation across development. In particular, I hypothesized that the insulin-signaling 

pathway underlies ∆mtDNA proliferation. Insulin acts as a nutrient-dependent growth hormone and 

regulator of metabolic homeostasis (Figure 6-3A), tailoring the appropriate physiological responses 

to external nutrient conditions (Badisco et al., 2013, Danielsen et al., 2013, Lee and Dong, 2017, 



 

 116 

Lopez et al., 2013, Michaelson et al., 2010, Puig and Tjian, 2006, Shiojima et al., 2002, Das and 

Arur, 2017, Porte et al., 2005). C. elegans expressing a defective allele of the insulin receptor 

homolog daf-2 perceive starvation, even in presence of food. However, disrupting insulin signaling 

in young larvae causes the dauer phenotype, a form of developmental arrest (Gottlieb and Ruvkun, 

1994). Thus, I used a temperature-sensitive daf-2 allele to conditionally inactivate insulin signaling. 

Animals were incubated at a permissive temperature (16˚C) to preserve insulin signaling during 

early larval development, thereby preventing developmental arrest. Animals were transferred to 

the restrictive temperature (25˚C) beginning at the last larval stage (L4) to inactivate insulin 

signaling during adult maturation, when most mtDNA replication occurs. Compared to animals with 

intact insulin signaling, I observed lower ∆mtDNA frequency in animals expressing the defective 

daf-2 allele (Figure 6-3B). This difference was absent in control lines that were kept exclusively at 

the permissive temperature of 16˚C (Figure 6-3C), suggesting that loss of insulin signaling limits 

∆mtDNA proliferation. Moreover, no overall change in ∆mtDNA frequency occurred across 4 

independent lineages of daf-2 mutants, even after 4 consecutive generations of alternating 

between adult maturation at 25˚C and subsequent larval recovery at 16˚C (Figure 6-3D). In 

contrast, ∆mtDNA frequency increased substantially in insulin signaling-intact controls. These data 

show that nutrient sensing via the insulin-signaling pathway is involved in sub-organismal 

proliferation of ∆mtDNA. 

 

The insulin receptor communicates nutrient status to the cell largely through the negative 

regulation of the Forkhead box O (FoxO) family of transcription factors (O-Sullivan et al., 2015), 

encoded by the gene daf-16 in C. elegans (Figure 6-3A). Nutrient limitation or inactivation of the 

receptor activates FoxO/DAF-16, resulting in altered expression of its target genes. Interestingly, 

deletion of daf-16 restores the proliferation of ∆mtDNA in animals defective for daf-2 function 

(Figure 6-3B). Based on these results, I conclude that insulin signaling promotes sub-organismal 

∆mtDNA proliferation by inhibiting the function of the protein FoxO/DAF-16. 
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Figure 6-2. Nutrient abundance promotes preferential proliferation of the selfish genome 
 
(A) ∆mtDNA frequency on restricted versus control diet. Nematodes were maintained at 20˚C on a diet of 
UV-killed OP50 E. coli. N=8 pooled lysates of 5 age-synchronized day-4 adults each. Mann-Whitney test. 
(B) ∆mtDNA frequency in age-synchronized adults maintained at 20˚C on one of three food plates: UV-
killed OP50 E. coli, live OP50 suspended in M9 buffer, and live OP50 suspended in LB medium. N=8 pooled 
lysates of 10 animals each. One-way ANOVA with Dunnett’s multiple comparisons test. 
(C-D) ∆mtDNA frequency across parent-progeny lineages raised on control (C) or restricted (D) diet. Each 
light gray line represents a single lineage consisting of a parent lysed individually followed by 3 of its 
progeny pooled and lysed together at each of 2 developmental time-points. Animals were maintained at 
20˚C on a diet of UV-killed OP50 E. coli. Mature adults were lysed at day 2 of adulthood, the same age at 
which the parents were lysed, to ensure that parents and their adult progeny were age-matched. Box and 
whisker plots depict mean ∆mtDNA frequency and each quartile. N=24 lineages (control diet); N=20 
lineages (restricted diet). Friedman test with Dunn’s multiple comparisons test. 
Error bars represent 95% confidence intervals. 
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Figure 6-3. The insulin signaling pathway modulates ∆mtDNA frequency by inhibiting FoxO/DAF-16 
 
(A) FoxO-dependent insulin signaling cascade with C. elegans homologs in parentheses. 
(B) ∆mtDNA frequency among wildtype, daf-2(e1370) mutant, and daf-2(e1370);daf-16(mu86) double-
mutant host genotypes, incubated at 16˚C until L4 larval stage and then transferred to 25˚C (the restrictive 
temperature for the daf-2 mutant allele) for adult maturation. Animals were maintained on a plentiful diet 
consisting of live OP50 E. coli. N=8 pooled lysates of 5 age-synchronized day-4 adults each. Kruskal-Wallis 
ANOVA with Dunn’s multiple comparisons test. 
(C) ∆mtDNA frequency among wildtype, daf-2(e1370) mutant, and daf-2(e1370);daf-16(mu86) double-
mutant genotypes maintained at 16˚C (the permissive temperature for the daf-2 mutant allele), on a plentiful 
diet consisting of live OP50 E. coli. N=8 pooled lysates of 5 age-synchronized adults each. Kruskal-Wallis 
ANOVA with Dunn’s multiple comparisons test. 
(D) ∆mtDNA frequency in generation 1 versus generation 4, between wildtype and the temperature-
sensitive allele daf-2(e1370). Starting with heteroplasmic animals carrying ∆mtDNA at low frequency, 
embryos from each of four consecutive generations were incubated at the permissive temperature of 16˚C 
to preserve DAF-2 function during larval development and prevent developmental arrest, followed by 
transfer of L4-stage larvae to 25˚C, the restrictive temperature of the daf-2(e1370) allele, to inactivate DAF-
2 during progression to adulthood and the production of progeny. N=4 lysates containing 5 pooled age-
synchronized adults each. Two-way ANOVA with Sidak’s multiple comparisons test. 
All experiments featured in this figure used nematodes that were lysed at day 4 of adulthood. Error bars 
represent 95% confidence intervals. 
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Figure 6-4. FoxO/DAF-16 inhibition by the insulin receptor DAF-2 increases overall mtDNA copy 
number in a manner that preferentially drives up ∆mtDNA frequency 
 
(A) mtDNA copy number of individuals in Figure 6-3B, incubated from L4 larval stage to adulthood at 25˚C, 
normalized to total mtDNA from wildtype nuclear background. Green and purple represent wildtype and 
total mtDNA copy number, respectively, with the vertical distance between green and purple representing 
∆mtDNA copy number. N=8 pooled lysates of 5 age-synchronized adults each. Two-way ANOVA with 
Sidak’s multiple comparisons test; p-values reflect comparisons of total mtDNA copy number. 
(B) mtDNA copy number of individuals in Figure 6-3C, maintained at 16˚C (the permissive temperature for 
the daf-2 mutant allele), normalized to total mtDNA from wildtype nuclear background. Green and purple 
represent wildtype and total mtDNA copy number, respectively, with the vertical distance between green 
and purple representing ∆mtDNA copy number. N=8 pooled lysates of 5 age-synchronized adults each. 
Two-way ANOVA with Sidak’s multiple comparisons test; p-values reflect comparisons of total mtDNA copy 
number. 
(C) mtDNA copy number in homoplasmic adults of wildtype, daf-2(e1370) mutant, and daf-2(e1370);daf-
16(mu86) double-mutant host genotypes, incubated from L4 larval stage to adulthood at 25˚C. Animals 
were maintained on a plentiful diet consisting of live OP50 E. coli. N=8 pooled lysates of 5 age-synchronized 
day-4 adults each. One-way ANOVA with Dunnett’s multiple comparisons test. 
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(D) mtDNA copy number in homoplasmic adults of wildtype, daf-2(e1370) mutant, and daf-2(e1370);daf-
16(mu86) double-mutant genotypes, maintained at 16˚C (the permissive temperature for the daf-2 mutant 
allele), on a plentiful diet consisting of live OP50 E. coli. N=8 pooled lysates of 5 age-synchronized adults 
each. One-way ANOVA with Dunnett’s multiple comparisons test. 
(E) mtDNA copy number in homoplasmic adults (lacking ∆mtDNA) of either wildtype or null daf-16(mu86) 
host genotype, on either daf-2 RNAi knockdown or empty-vector control conditions. N=8 lysates containing 
5 pooled age-synchronized day-4 adults each. Two-way ANOVA with Sidak’s multiple comparisons test. 
Experiments depicted in panels (A) and (C) used nematodes that were maintained at 16˚C during larval 
development and transferred at the L4 stage to 25˚C for adult maturation, corresponding to the permissive 
and restrictive temperatures for the daf-2(e1370) allele, respectively. 
All experiments featured in this figure used nematodes that were lysed at day 4 of adulthood. Error bars 
represent 95% confidence intervals. 
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How does DAF-16-dependent insulin signaling affect ∆mtDNA proliferation? The reduction of 

∆mtDNA frequency by DAF-2 inactivation, and the rescue of ∆mtDNA frequency by loss of DAF-

16, are almost entirely attributable to large differences in the copy number of the mutant genome 

alone (Figure 6-4A and 6-4B). In other words, insulin signaling promotes elevated total mtDNA 

copy number, perhaps as a driver of ∆mtDNA proliferation or as a consequence of it. To distinguish 

between these possibilities, I quantified copy number in animals lacking ∆mtDNA. Homoplasmic 

wildtype mtDNA copy number was quantified using the multiplex droplet digital PCR (ddPCR) 

method. To obtain relative copy number, raw mtDNA copy number across each nuclear genotype 

was normalized to that of the wildtype controls. In homoplasmic animals (lacking ∆mtDNA), I 

observed lower mtDNA copy number upon loss of insulin signaling, whether by daf-2 mutation 

(Figure 6-4C and 6-4D) or by knockdown of daf-2 gene expression (Figure 6-4E), consistent with 

previous work in Drosophila (Wang et al., 2019). Loss of DAF-16 partially but significantly rescued 

copy number (Figure 6-4C to 6-4E). Together, these data suggest that DAF-2 signaling inhibits 

DAF-16 to allow high mtDNA copy number, which permits sub-organismal ∆mtDNA proliferation. 

 

How does DAF-16 suppress mtDNA copy number? This suppression could be achieved via 

mechanisms that result in the elimination of mitochondria, either at the organelle level through 

increased mitochondrial autophagy (mitophagy) or at the cellular level through increased 

apoptosis. Consistent with these possibilities, previous studies have identified FoxO/DAF-16 as a 

regulator of genes involved in autophagy and apoptosis (Murtaza et al., 2017, Webb and Brunet, 

2014, Webb et al., 2016). I therefore reasoned that loss of insulin signaling might lead DAF-16 to 

suppress mtDNA copy number, by upregulating either the direct destruction of mitochondria or cell 

death in the female germline. To test this idea, I genetically targeted PINK1/Parkin-dependent 

mitophagy using a deletion of pdr-1, encoding the C. elegans Parkin homolog. I genetically 

targeted apoptosis with a deletion of ced-3, encoding the terminator caspase in C. elegans. I 

observed no increase in germline apoptosis in daf-2 mutants (Figure 6-5A and 6-5B). 
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Figure 6-5. Inactivation of DAF-2 suppresses mtDNA copy number in a FoxO/DAF-16-dependent 
manner but not through apoptosis, Parkin-dependent mitophagy, or mitochondrial fission  
 
(A and B) Images (A) and quantification (B) of apoptosis as indicated by the engulfment of apoptotic cells 
by the reporter CED-1::GFP (white arrows in panel A), between age-synchronized adults of wildtype or 
temperature-sensitive daf-2(e1370) mutant genotype. Nematodes were maintained on a diet of live OP50 
E. coli at 16˚C during larval development and transferred at the L4 stage to 25˚C for adult maturation, 
corresponding to the permissive and restrictive temperatures for the daf-2(e1370) allele, respectively, and 
were imaged at day 2 of adulthood. N=10 age-synchronized adults. Mann-Whitney test. 
(C-E) mtDNA copy number in age-synchronized adults of wildtype, temperature-sensitive daf-2(e1370) 
mutant, null daf-16(mu86) mutant, or double-mutant genotype. Copy number is also shown in wildtype, daf-
2(e1370), and daf-2(e1370);daf-16(mu86) double-mutant adults each paired with ced-3(ok2734) (C), pdr-
1(gk448) (D), or drp-1(tm1108) (E), representing loss-of-function alleles of the terminator caspase CED-3, 
the Parkin homolog, or dynamin-related protein, respectively. Copy number in daf-16(mu86) single-mutants 
is also shown. N=8 lysates containing 5 pooled age-synchronized day-4 adults each. One-way ANOVA with 
Sidak’s multiple comparisons test. 
Error bars represent 95% confidence intervals 
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Figure 6-6. FoxO/DAF-16 activation upon loss of insulin signaling suppresses mtDNA content via 
regulation of germline proliferation 
 
(A-B) Images (A) and quantification (B) of germline mitochondria labeled with TOMM-20::mCherry across 
wildtype, daf-2(e1370), daf-16(mu86), or double-mutant genotype. Each data point in (B) represents one 
adult visualized in (A). One-way ANOVA with Sidak’s multiple comparisons test. 
(C-D) Representative images (C) and quantification (D) of DAPI-stained nuclei with mtDNA copy number 
across wildtype, daf-2(e1370), daf-16(mu86), or double-mutant genotype. Each gray data point represents 
one adult female gonad. For mtDNA copy number, N=8 pooled lysates of 5 age-synchronized adults each. 
Two-way ANOVA with Sidak’s multiple comparisons test. 
(H) Schematic showing that upon loss of insulin signaling, FoxO/DAF-16 limits ∆mtDNA proliferation by 
restricting germline development. 
All experiments featured in this figure used nematodes that were maintained on a diet of live OP50 E. coli 
at 16˚C during larval development and transferred at the L4 stage to 25˚C for adult maturation, 
corresponding to the permissive and restrictive temperatures for the daf-2(e1370) allele, respectively. 
Imaging was conducted on day-2 adults to visualize germlines at peak fecundity (Hughes et al., 2007). 
Error bars represent 95% confidence intervals 
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Moreover, mtDNA copy number in daf-2 mutants was not rescued by loss of apoptosis nor PINK-

1/Parkin-dependent mitophagy (Figure 6-5C and 6-5D). Because mitochondrial degradation can 

occur in a PINK1/Parkin-independent manner (Allen et al., 2013, Di Rita et al., 2018, Hibshman et 

al., 2018), I therefore also tested for a potential role of mitochondrial fission, a common precursor 

of mitophagy, using a deletion in the gene drp-1, which encodes a dynamin-related protein 

important for mitochondrial fission. Although I observe an increase in mtDNA copy number when 

mitochondrial fission is disrupted in animals with intact insulin signaling (Figure 6-5E), consistent 

with reduced mitophagy, I did not observe a rescue of mtDNA copy number in daf-2;drp-1 double-

mutants. These data suggest that the suppression of mtDNA content upon loss of insulin signaling 

is not mediated through the elimination of mitochondria by PINK1/Parkin-dependent mitophagy, 

mitochondrial fission, or apoptosis. 

 

Alternatively, DAF-16 might restrict mtDNA biogenesis. Nutrient availability and insulin signaling 

each promote development of the female germline (Angelo and Van Gilst, 2009, Drummond-

Barbosa and Spradling, 2001, Michaelson et al., 2010, Narbonne and Roy, 2006, Shim et al., 

2002), which harbors the vast majority of mtDNA in the adult nematode (Bratic et al., 2009, Tsang 

and Lemire, 2002a). I observed that mitochondrial organelle quantity and mtDNA copy number are 

proportional to gonad size and cell count, respectively, across wildtype, daf-2 mutant, and daf-

2;daf-16 double-mutants (Figure 6-6A to 6-6D). I therefore conclude that suppression of germline 

development by DAF-16 accounts for the reduced mtDNA content in insulin-signaling mutants 

(Figure 6-6E). 

 

Because DAF-16 is required for mtDNA copy-number suppression upon loss of insulin signaling, I 

reasoned that DAF-16 should also be required for copy-number suppression in response to diet 

restriction. However, while diet restriction suppresses mtDNA copy number, this occurs 

independently of DAF-16 (Figure 6-7A). Given that ∆mtDNA frequency is sensitive to changes in 
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total mtDNA copy number (Figures 6-3 to 6-4), the effect of diet on total copy number suggests 

that diet might also modulate ∆mtDNA frequency independently of DAF-16. Remarkably, I only 

observed diet-dependent elevation in ∆mtDNA frequency when DAF-16 was present (Figure 6-

7B). Moreover, while total mtDNA copy number and ∆mtDNA frequency each rose significantly 

across development on a control relative to restricted diet (Figure 6-7C), copy number rose by 

itself, with no accompanying change in ∆mtDNA frequency, in daf-16 mutants (Figure 6-7D). 

Because diet restriction and loss of DAF-16 were each found to attenuate ∆mtDNA proliferation, I 

conclude that nutrient abundance and DAF-16 are each necessary (Figure 6-7E), but not sufficient 

individually, for ∆mtDNA to maintain a sub-organismal selection advantage. 

 

Nutrient status governs selection on ∆mtDNA at different levels. FoxO/DAF-16 regulates 

numerous genes involved in stress tolerance (Klotz et al., 2015, Martins et al., 2016, Murphy et 

al., 2003, Tepper et al., 2013, Webb et al., 2016) and promotes organismal survival during nutrient 

scarcity (Greer et al., 2007, Hibshman et al., 2017, Kramer et al., 2008). I therefore asked whether 

nutrient availability and DAF-16 affect selection on ∆mtDNA at both the organismal and sub-

organismal levels. Sub-organismal selection was quantified as before (see Chapter 5), on 

restricted versus control diets, in the presence versus absence of DAF-16 (Figure 6-8A and 6-8D). 

Organismal selection was quantified under each of these same conditions, using the competition 

method previously described (see Chapter 5). In populations expressing wildtype DAF-16, diet 

restriction did not significantly affect organismal selection against ∆mtDNA (Figure 6-8B and 6-

8C). However, diet restriction intensified organismal selection against ∆mtDNA among daf-16 

mutants (Figure 6-8E and 6-8F). These data indicate that although food scarcity can accelerate 

selection against ∆mtDNA at the organismal level, DAF-16 protects ∆mtDNA from this effect 

(Figure 6-8G). 
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Figure 6-7. The sub-organismal selection advantage of ∆mtDNA requires both nutrient abundance 
and FoxO/DAF-16 
 
(A) Total mtDNA copy number in heteroplasmic individuals, wildtype versus null daf-16(mu86) host 
genotype, restricted versus control diet. N=8 pooled lysates of 5 age-synchronized day-4 adults each. One-
way ANOVA with Sidak’s multiple comparisons test. 
(B) ∆mtDNA frequency of individuals in (A). One-way ANOVA with Sidak’s multiple comparisons test. 
(C-D) Change in mtDNA copy number and ∆mtDNA frequency across development, with wildtype (C) 
versus null daf-16(mu86) (D) host genotype, on restricted versus control diet. Each data point represents 
the difference in copy number (horizontal axis) and ∆mtDNA frequency (vertical axis) between 3 pooled 
day-2 adults (age-matched to their respective parents) and 3 pooled embryos of the same brood. N=22 
wildtype, restricted diet; N=24 wildtype, control diet; N=24 daf-16(mu86), restricted diet; N=24 daf-
16(mu86), control diet. Mann-Whitney tests with Bonferroni corrections. 
(E) Schematic showing that FoxO/DAF-16 is required in order for ∆mtDNA to take advantage of the 
increased mtDNA replication on an abundant diet. 
All experiments featured in this figure used animals maintained on a diet of UV-killed OP50 E. coli at 20˚C. 
Error bars represent 95% confidence intervals 



 

 127 

 
 
Figure 6-8. Nutrient status impacts multilevel selection dynamics of ∆mtDNA 
 
(A) Sub-organismal shift in ∆mtDNA frequency per generation, similar to Figure 5-1B, in the background of 
the wildtype host genotype, on restricted versus control diets. Adult progeny were lysed at day 2 of 
adulthood, the same age at which the parents were lysed, to ensure that parents and their adult progeny 
were age-matched. Regressions were compared using analysis of covariance. 
(B) Organismal selection against ∆mtDNA as measured by population-wide (not heteroplasmic) ∆mtDNA 
frequency, relative to average frequency across non-competing populations, in competing lines of wildtype 
nuclear background, similar to Figure 5-1D but in populations maintained on restricted or control diet (non-
competed lines omitted for visual simplicity). To isolate the change in ∆mtDNA frequency that occurs strictly 
due to organismal selection, I controlled for the confounding influence of sub-organismal ∆mtDNA dynamics 
by normalizing overall ∆mtDNA across each population to that of the non-competed lines at each 
generation. Because all individuals within the non-competed lines contain ∆mtDNA, the frequency across 
a non-competing population is equal to the average sub-organismal ∆mtDNA. Hence, normalizing ∆mtDNA 
to the non-competing lines accounts for sub-organismal ∆mtDNA dynamics and reveals the decline in 
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∆mtDNA that occurs strictly due to selection at the level of organismal fitness. Solid lines reflect mean 
normalized ∆mtDNA frequency. Non-competed lines not shown for visual simplicity. Linear regression 
analysis. 
(C) Fraction of ∆mtDNA-carrying individuals at generation 8 of the competition experiment shown in (B), 
normalized to control-diet lines. Two-tailed Welch’s t-test. 
(D) Sub-organismal shift in ∆mtDNA frequency per generation in the background of the null daf-16(mu86) 
mutant host genotype, on restricted versus control diets. Adult progeny were lysed at day 2 of adulthood, 
the same age at which the parents were lysed, to ensure that parents and their adult progeny were age-
matched. Regressions were compared using analysis of covariance. 
(E) Organismal selection against ∆mtDNA as measured by population-wide ∆mtDNA frequency relative to 
average heteroplasmic (non-competed) frequency, similar to panel (B), in competing lines of daf-16(mu86) 
mutant nuclear background, maintained on restricted or control diet. The ∆mtDNA frequency of each line, 
at each generation, was normalized to that of the non-competed lines in order to control for the confounding 
influence of sub-organismal ∆mtDNA dynamics, as was done in (B). Solid lines reflect mean normalized 
∆mtDNA frequency. Non-competed lines not shown for visual simplicity. Linear regression analysis. 
(F) Fraction of ∆mtDNA-carrying individuals with daf-16(mu86) nuclear background at generation 8 of the 
competition experiment shown in (E), normalized to control-diet lines. Two-tailed Welch’s t-test. 
(G) Schematic showing the influence of FoxO/DAF-16 on organismal selection against ∆mtDNA. 
Specifically, FoxO/DAF-16 protects ∆mtDNA from greater organismal selection during nutrient stress. 
All experiments featured in this figure used nematodes maintained on a diet of UV-killed OP50 E. coli at 
20˚C. 
Error bars and shaded regions represent 95% confidence intervals. 
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Finally, I sought to integrate these observations of sub-organismal and organismal selection for 

each of the conditions tested (Figure 6-9A to 6-9F), using the Price Equation framework described 

in Chapter 5. The sub-organismal selection advantage of ∆mtDNA is compromised by diet 

restriction, loss of DAF-16, or both (Figures 6-7, 6-8A, 6-8D, 6-9A, and 6-9D). Furthermore, diet 

restriction was observed to accelerate organismal selection against ∆mtDNA, but only in the 

absence of DAF-16 (Figures 6-8B and 6-8C, 6-8E and 6-8F, 6-9B and 6-9E, and Appendices 6, 8, 

and 10). The combined covariances predict that the weakest overall selection occurs in 

populations with DAF-16 and experiencing food abundance (Figure 6-9C), while the strongest net 

selection against ∆mtDNA occurs in populations lacking DAF-16 and experiencing food scarcity 

(Figure 6-9F), with the remaining conditions each corresponding to an intermediate magnitude of 

selection. Measuring ∆mtDNA frequency across non-competing heteroplasmic populations 

afforded the opportunity to test this prediction. Remarkably, this prediction is consistent with 

observation (Figure 6-9G), even though UV-killed food compromises ∆mtDNA propagation even 

in the control diet (Figure 6-9G, compare gray to dotted brown line). Combined, these findings 

reveal numerous ways in which diet and host genome interact to shape the multilevel selection 

dynamics of a cheater genome (Figure 6-10). 
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Figure 6-9. Separately measuring, and then summing, the effects of diet and host FoxO/DAF-16 
genotype on sub-organismal and organismal selection accurately predict the combined effects of 
these conditions on ∆mtDNA 
 
(A) Sub-organismal selection coefficient plotted as a function of heteroplasmic (sub-organismal) ∆mtDNA 
frequency, on control and restricted diets. Selection coefficients are calculated similarly to Figure 5-3A, 
using the empirically measured shifts in ∆mtDNA frequency between parents and progeny under variable 
diet conditions (Figure 6-8A). Regressions were compared using analysis of covariance. 
(B) Organismal selection coefficient plotted as a function of heteroplasmic ∆mtDNA frequency, on control 
and restricted diets. Selection coefficients are calculated similarly to Figure 5-3B, from the population-wide 
declines in ∆mtDNA frequency during organismal competition under variable diet conditions (Figure 6-8B). 
For visual simplicity, the regressions assume the organismal selection coefficient reaches 1 (lethality) as 
∆mtDNA approaches homoplasmic fixation (frequency of 100 percent), omitting the effect of the alternate 
assumptions featured in Figure 5-3B. Inset: magnification of the regressions around the range of mean 
heteroplasmic frequencies observed in these experiments. 
(C) Overall, combined selection coefficient plotted as a function of heteroplasmic ∆mtDNA frequency 
(summation of plots shown in panels A and B), reflecting the net fitness effects in a heteroplasmic 
population. 
(D-F) Similar to panels A-C but in the background of host genotypes homozygous for the null daf-16(mu86) 
mutant allele, obtained from the sub-organismal and organismal shifts in ∆mtDNA shown in Figures 6-8D 
and 6-8E. Regressions in panel (D) were compared using analysis of covariance. 
(G) ∆mtDNA frequency, normalized to starting frequency, in non-competing lines from the organismal 
competition experiment (Figure 6-8B and 6-8E). For reference, dotted brown line represents data of non-
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competing lines from the competition experiment on live OP50 E. coli (see Chapter 5). Linear regression 
analyses with Bonferroni correction for multiple comparisons. 
Shaded regions represent 95% confidence intervals. 
For panels A-F, the horizontal dotted line represents no net selection. Above the dotted horizontal line: 
selection favors wildtype mtDNA. Below the dotted horizontal line: selection favors ∆mtDNA. 
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Figure 6-10. Summary of influence of diet and nutrient stress tolerance on multilevel selection 
dynamics of ∆mtDNA 
 
At the sub-organismal level, FoxO/DAF-16 influences ∆mtDNA dynamics via two separate functions. On 
one hand, loss of insulin signaling results in activation of FoxO/DAF-16, which inhibits germline 
development (Figure 6-6). On the other hand, ∆mtDNA preferentially propagates by taking advantage of 
dietary nutrients but only when FoxO/DAF-16 is present (Figure 6-7), indicating that nutrient supply and 
FoxO/DAF-16-dependent nutrient sensing are each necessary, but not sufficient individually, for ∆mtDNA 
proliferation. During conditions of food scarcity, FoxO/DAF-16 partially shields ∆mtDNA from organismal 
selection (Figures 6-8 and 6-9), suggesting that nutrient supply and FoxO/DAF-16 promote ∆mtDNA 
propagation across organismal and sub-organismal selection levels. 
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Discussion 

 

The role of nutrient status in shaping cooperator-cheater dynamics is not well understood. I first 

characterized the effect of maternal diet and nutrient sensing on sub-organismal cheater mtDNA 

dynamics, which revealed that nutrient abundance and insulin signaling promote mtDNA 

biogenesis in the germline, thereby providing the niche space for cheater proliferation. I further 

found that the stress-response transcription factor FoxO/DAF-16 is necessary for the cheater to 

take advantage of the nutrient supply and proliferate. These findings reveal that while nutrient 

abundance may be necessary, it is not sufficient to promote selfish mtDNA proliferation. 

 

Interestingly, while I find that nutrient scarcity promotes the cooperative over cheater genotype, 

nutrient abundance is known to select for cooperation in other contexts. I propose that the impact 

of nutrient availability depends on whether the cost or the benefit of cooperation is the predominant 

effect. Nutrient abundance can promote public-goods cooperation by reducing the cost of making 

a cooperative contribution (Brockhurst et al., 2008, Connelly et al., 2017, Sexton and Schuster, 

2017). Alternatively, scarcity can increase the benefit of cooperating, a phenomenon I observe in 

heteroplasmy dynamics. Since heteroplasmic animals exhibit lower rates of respiration despite 

increased mtDNA copy number and overall mitochondrial content (see Chapters 2 to 4), the 

wildtype mtDNA achieves a greater bioenergetic payoff per quantity of nutrients invested. When 

nutrients are scarce, a shift occurs within hosts in favor of the more metabolically efficient wildtype 

genome. In conclusion, I find that the benefit of cooperation, as indicated by net cooperator 

(wildtype)-biased replication, increases during nutrient scarcity and decreases during abundance. 

 

In addition to nutrient abundance, DAF-16 is also required for sub-organismal selfish mtDNA 

proliferation. This could occur through compensatory biogenesis that favors underperforming 

mitochondria, inadvertently biasing replication toward the cheater genotype. Consistent with this 
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possibility, FoxO/DAF-16 has been identified as a regulator of genes associated with mitochondrial 

biogenesis (Tepper et al., 2013, Webb et al., 2016). Alternatively, DAF-16 might passively permit 

proliferation of the cheater genome by alleviating stress. DAF-16 up-regulates the expression of 

multiple genes involved in energy metabolism and antioxidant defense (Depuydt et al., 2014, 

Tepper et al., 2013, Webb et al., 2016). By seeking to rescue energy production and protect against 

cellular damage, DAF-16 may passively permit the spread of deleterious mtDNA mutants by 

relaxing the sub-organismal selection pressure to maintain optimal mitochondrial genome function. 

 

How does resource availability affect selection on cooperators and cheaters at the level of 

competing groups? Note that the female germline harbors the entire population of mtDNA 

molecules that compete for transmission to the next generation. Selection on mtDNA genotype at 

the organismal level can thus be viewed as a group-level phenomenon, insofar as host fitness is 

determined by the cumulative effects of its mtDNA population. Accordingly, sub-organismal 

selection could be viewed as selection at the within-group level. On one hand, if resource scarcity 

selects for cooperation, groups with a higher proportion of cooperators should gain an extra fitness 

advantage over other groups during times of scarcity. On the other hand, exposure to cheating 

can lead to an evolutionary arms race whereby cooperators acquire resistance to cheaters, a 

phenomenon observed in bacteria and social amoebae (Hollis, 2012, O'Brien et al., 2017, Khare 

et al., 2009). Could food scarcity select for adaptations that reduce the impact of cheaters on group 

fitness? I propose that DAF-16 functions as an example of this type of stress tolerance. Although 

diet restriction compromised the sub-organismal advantage of ∆mtDNA, it had no effect on the 

organismal disadvantage—that is, no effect on the host fitness cost of carrying ∆mtDNA—provided 

DAF-16 is present. However, in daf-16 mutants, diet restriction intensified organismal selection 

against ∆mtDNA. I therefore conclude that FoxO/DAF-16, which is known to prolong organismal 

survival during nutrient deprivation (Greer et al., 2007, Hibshman et al., 2017, Kramer et al., 2008), 

prevents food scarcity from exposing the cheater to stronger negative selection at the organismal 
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level. Broadly, these findings suggest that the ability to cope with resource scarcity can promote 

group-level tolerance to cheating, inadvertently prolonging cheater persistence. 
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Part V 

Themes and differences in selfish mitochondrial genome dynamics 
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Chapter 7 

Comparison of multilevel selection dynamics  

across a collection of mutant mitochondrial genomes 

 

Based on data not yet published 

 

 

Introduction 

 

Mutant mitochondrial genomes that propagate selfishly at the expense of host fitness have been 

observed to arise spontaneously in laboratory populations of yeast (Bernardi, 2005) and 

Caenorhabditis elegans (Dubie et al., 2020, Konrad et al., 2017), indicating that cheating may 

represent a relatively common theme in the population dynamics of mitochondrial mutations. On 

the other hand, the phenotypic manifestations of mitochondrial mutations vary considerably, not 

only between different individuals but also between different mutant mitochondrial DNA (mtDNA) 

variants (Taylor and Turnbull, 2005). Moreover, since mtDNA is a high-copy-number genome, 

mutations generally become pathogenic only when they proliferate to relatively high 

heteroplasmic frequency (Stewart and Chinnery, 2015, Wallace and Chalkia, 2013). Their 

proliferation and phenotypic diversity together suggest that mutant mitochondrial genomes may 

interact with their host through a variety of mechanisms—depending on the nature of the 

mutation—to reach and maintain high frequency. 

 

In the preceding chapters, I identified a bona fide selfish mitochondrial genome. I then proceeded 

to identify and characterize mechanisms by which this genome propagates at the expense of host 

fitness. However, this progress was achieved by focusing on the mutant mtDNA variant uaDf5. 

Given the phenotypic diversity of mtDNA mutations, I sought to expand the scope of my 
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investigation to include other heteroplasmies. In Chapter 5, I describe experiments designed to 

isolate and quantitatively measure sub-organismal and organismal selection, since the defining 

feature of a “cheater” mitochondrial genome involves both of these levels: mitochondrial cheaters, 

or selfish mitochondrial genomes, are those that propagate within hosts at the expense of host 

fitness, giving rise to conflicting multilevel selection. In Chapter 6, I apply these experiments under 

conditions of variable diet and host genotype to investigate a key way in which the host genome 

interfaces with its environment to shape the dynamics of its resident mitochondrial population. 

Here, I apply the same experiments across a range of heteroplasmies that consist of deletions 

affecting enzyme complexes I, III, and IV of the electron transport chain (ETC). These 

experiments reveal that although cheating is evidently a common feature among deleterious 

mitochondrial mutations, the specific nature of the cheating “strategy” varies between mutant 

mtDNA variants. 

 

 

Methods 

 

Animal husbandry. C. elegans strains used in this study were maintained on 60-mm standard 

nematode growth medium (NGM) plates (for measuring sub-organismal selection), or 100-mm 

NGM plates (for measuring organismal selection), seeded with live OP50-strain E. coli bacteria 

as a food source. Nematode strains were incubated at 20˚C. In addition to the Bristol wildtype 

strain and the heteroplasmic uaDf5 strain characterized in previous chapters, five additional C. 

elegans strains were used in this study. These consisted of heteroplasmic mutant genomes mpt1, 

mpt2, mptDf3, mptDf2, and mpt4, each crossed into the nuclear background of the Bristol strain. 

 

Lysate preparation. To prepare animals for quantification of ∆mtDNA frequency, nematodes 

were transferred to sterile PCR tubes or 96-well PCR plates containing lysis buffer with 100 µg/mL 
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proteinase K. Lysis buffer consisted of 50 mM KCl, 10 mM Tris pH 8.3, 2.5 mM MgCl2, 0.45% 

Tween 20, 0.45% NP-40 (IGEPAL), and 0.01% gelatin, in deionized water. Volume of lysis buffer 

varied by worm count: 10 µL for individual adults of the parent generation and 20 µL for pooled 

adult progeny for measuring sub-organismal selection, and 50 µL for pooled animal lysates from 

the competition experiments for measuring organismal selection. After transferring worms to lysis 

buffer, each tube or plate was immediately sealed and incubated at -80˚C for 10 minutes to rupture 

nematode cuticles, followed by lysis incubation at 60˚C for 60 minutes (90 minutes for pooled 

nematodes), and then at 95˚C for 15 minutes to inactivate the proteinase K. Nematode lysates 

were then kept at -20˚C for stable long-term storage until being used for genotyping and 

quantification. 

 

Quantifying mutant mtDNA levels. Levels of each mutant mtDNA variant were quantified as 

described previously for uaDf5, using droplet digital PCR (ddPCR). In particular, nematodes were 

lysed as described above, then diluted in nuclease-free water, with a dilution factor varying 

depending on nematode concentration: 200x for single adults, 1000x for pooled adults (sub-

organismal selection experiment), and 20,000x for pooled nematodes of mixed age (organismal 

selection experiment). Next, 5 µL of each dilute nematode lysate was combined with 0.25 µL of a 

10-µM dilution of each primer needed for amplifying each mtDNA variant. The following primers 

were used for ddPCR amplification of each mutant variant as necessary. 

 

mpt1: 

Forward primer 1: 5’-TTCTGAAGGTGAAAGGGAGTTAG-3’ 

Reverse primer 1: 5’-ACTGACCTTAATGGTAAAGTATTTG-3’ 

Forward primer 2: 5’-GGGTACTTTCTTCTGCTATAT-3’ 

Reverse primer 2: 5’-CGATAACGAGGGTATGAACTACG-3’ 
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mpt2: 

Forward primer 1: 5’-GAAGAAGGTGGTAGCCTTGAGGAC-3’ 

Reverse primer 1: 5’-CGTATAAGAAAAGTCTTGGGATGTTAAG-3’ 

Forward primer 2: 5’-GGATTAATTTTCTCAAGGGGTGCTG-3’ 

Reverse primer 2: 5’-CTTTTTCAAAGACGAAAACTGTAACC-3’ 

mptDf3: 

Forward primer 1: 5’-CCCTGAAGAGGCTAAGAATATTAGG-3’ 

Reverse primer 1: 5’-GGCAATGTCACCAACATCC-3’ 

Reverse primer 2: 5’-CCCAATACAATAACTAGAATAGCTCACG-3’ 

mptDf2: 

Forward primer 1: 5’-GGATTGGCAGTTTGATTAGAGAG-3’ 

Reverse primer 1: 5’-AAGTAACAAACACTAAAACTCCCAAC-3’ 

Forward primer 2: 5’-CGTGCTTATTTTTCGGCTGC-3’ 

Reverse primer 2: 5’-CTTTAACACCTGTTGGCACTG-3’ 

mpt4: 

Forward primer 1: 5’-CGGTGGTTTTGGTAACTG-3’ 

Reverse primer 1: 5’-TCATAGTGTAACACCCGTGAAAATCC-3’ 

Forward primer 2: 5’-TGATCCAAGAACTGGAGGTAATC-3’ 

Reverse primer 2: 5’-CCTGTTGGCACTGCAATAAC-3’ 

 

Mixtures of dilute nematode lysate and primer were combined with 12.5 µL of Bio-Rad QX200TM 

ddPCR EvaGreen Supermix and nuclease-free water to a volume of 25 µL in EppendorfTM 96-

well twin.tecTM PCR plates. Droplet generation and PCR amplification were performed according 

to manufacturer protocol. Wildtype and mutant-specific primers were combined in the same 

reaction, and each droplet was scored as containing either wildtype or mutant mtDNA using the 
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2-dimensional (518 nm and 554 nm dual-wavelength) clustering plot option in the Bio-Rad 

QuantaSoftTM program. 

 

Sub-organismal selection assay. The strength of sub-organismal (within-host) selection on 

mutant mtDNA was measured longitudinally across isolated parent-progeny lineages, as 

described in the case of uaDf5 (see Chapter 5). Multiple L4-stage (late larval) heteroplasmic 

animals were picked at random under a dissecting microscope from a stock population carrying 

∆mtDNA in the Bristol strain (wildtype) nuclear background. These larvae were transferred to a 

fresh food plate and incubated for 2 days at 20˚C. The day-2 adults were then segregated onto 

individual plates and incubated for 4 hours at 20˚C to produce age-synchronized progeny. Each 

parent was then individually lysed. Three embryos from each parent were also lysed at the same 

time, in one pooled lysate per three same-parent embryos. After 2 days, three L4-stage larvae 

were pooled and lysed from each parent, similarly to the lysis of embryos. After another 2 days, 

three adult progeny per parent were pooled and lysed as they reached the age at which the 

parents were lysed, to obtain age-matched pairs consisting of one parent and three of its adult 

progeny. Each parent-progeny lineage was individually segregated from the rest. Lineages were 

segregated to ensure that mutant mtDNA frequency from each progeny lysate was being 

compared with that of its own respective parent, to minimize the effect of confounding factors 

such as organismal selection. To reduce the effect of random drift, progeny from each time-point 

were lysed in pools of three, across multiple independent biological replicates. Mutant mtDNA 

frequency of parents and progeny was determined for each heteroplasmy using ddPCR as 

described (see Quantifying mutant mtDNA levels). 

 

Experimental evolution (organismal selection). Selection against mutant mtDNA that occurs 

strictly at the level of organismal fitness was measured using a competition assay similar to the 

one described for uaDf5 (see Chapter 5). Briefly, for each mutant mtDNA variant, heteroplasmic 
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nematodes carrying mutant mtDNA in the Bristol nuclear background were combined with Bristol-

strain nematodes on 10-cm NGM plates seeded with live OP50 E. coli as a food source. 

Approximately 500 nematodes were transferred to each plate. In addition to 4 replicate 

competition lines for each heteroplasmy, 4 non-competing control lines were established by 

transferring only heteroplasmic nematodes onto food plates, with no homoplasmic-wildtype 

nematodes to compete against. Every 3 days, the generation for each experimental line was 

reset; nematodes were washed off the plates using M9 buffer into a sterile 1.7 mL collection tube. 

Approximately 500 animals of mixed age from each line were transferred to a fresh food plate. 

Another 500 nematodes were lysed together in a single pooled lysate. This experiment was 

continued for 6 consecutive generations. 

 

 

Results 

 

I sought to identify broad themes and notable differences between different stably propagating 

heteroplasmic mtDNA variants. I elected to use the mutant mtDNA variants mpt1, mpt2, mptDf3, 

mptDf2, and mpt4 (Figure 7-1). These encompass mutations in ETC complex I (mpt1 and mpt2), 

complex III (mptDf3), and complex IV (mpt4 and mptDf2). See Figure 1-1 for an ETC diagram. 

Although the mutations in mpt1, mpt2, and mpt4 are each confined to a single protein-coding 

gene, the mptDf2 deletion also deletes transfer RNA (tRNA) genes, indicating that it may disrupt 

ETC function beyond complex IV by also impacting protein synthesis. Moreover, the complex III 

mutation in mptDf3 deletes the last 5 nucleotides on the 3’ end of the isoleucine tRNA gene, 

although it is not clear whether this affects protein synthesis. 

 

By tracking levels in parent-progeny lineages, as well as competing heteroplasmic hosts against 

their wildtype counterparts, I was able to isolate changes in mutant mtDNA frequency in a manner 
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specific to each level of selection (Figure 7-2). Since each mtDNA variant stably persists in a 

heteroplasmic population, despite harboring a deleterious mutation in at least one essential gene, 

they could all be predicted to undergo conflicting multilevel selection similarly to uaDf5 (see 

Chapter 5, Figure 5-3). Surprisingly, however, the capacity for within-host proliferation, as well as 

the host-level fitness costs, vary considerably between mutant mitochondrial genomes. 

 

Neither of the ETC complex I deletions show a significant effect on host fitness. It should be noted, 

however, that the two complex I mutations stably persist at different frequencies (Figure 7-2C, 7-

2E and Appendix 11: Supplemental Figure 7-1A and 7-1B). Consistent with a lack of host fitness 

effects, these mutations appear to undergo neither within-host proliferation nor negative 

organismal selection, remaining at similar frequencies across generations in both sub-organismal 

and organismal experiments (Figure 7-2C to 7-2F). The same is true for the complex III mutation 

in mptDf3 (Figure 7-2G and 7-2H). Interestingly, the population-wide frequency of mptDf3 rose 

dramatically in only one of the competition lines (Figure 7-2H), consistent with random drift toward 

higher population-wide fraction of heteroplasmic animals. The complex IV mutations, on the other 

hand, inflict dramatic fitness effects, being almost entirely outcompeted by homoplasmic 

(wildtype) animals within six generations (Figure 7-2J and 7-2L). This was true for mptDf2, which 

affects both complex IV and tRNA genes, as well as mpt4, which only affects the complex IV gene 

CO1. Consistent with these findings, mutations in human CO1 are associated with a number of 

clinical pathologies (Brown et al., 1992, Namslauer and Brzezinski, 2009, Varlamov et al., 2002). 

Based on these severe host fitness costs, I predict that if these mutations are to persist in a 

population, they must undergo significant within-host proliferation, sufficient to overcome the 

strong negative selection at the organismal level. Indeed, this prediction is remarkably consistent 

with my observations based on the measurement of sub-organismal selection (Figure 7-2I and 7-

2K). I therefore have identified mutations that behave similarly to uaDf5, and some that differ, 

from among a collection of five heteroplasmic mtDNA mutations. 
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As with uaDf5, I sought to integrate these findings into the same theoretical framework of the 

Price Equation (see Chapter 5), by summing the covariance between mutant mtDNA frequency 

and the strength of selection at the sub-organismal and organismal levels (Figure 7-3). Not 

surprisingly, when the levels of selection are combined into a single overarching description of 

their respective population dynamics, there is no overall (population-level) covariance between 

mutant frequency and selection, at least for mpt1, mpt2, and mptDf3 (Figure 7-3D to 7-3L). In 

other words, the frequency of these mutations does not seem to correlate with their fitness effects, 

at least within the frequency ranges at which these heteroplasmies were observed to persist. In 

contrast, the combined covariance for the mutant genome mptDf2 (Figure 7-3O) predicts that this 

genome stably persists at very high frequency—near 80 percent—due to a balance between a 

strong sub-organismal proliferative advantage and a strong host fitness cost. As with uaDf5, this 

prediction is highly consistent with the empirical observation that mptDf2 stably propagates at 

very high frequency across multiple generations in non-competing lines, where the forces of sub-

organismal and organismal selection are both in effect (Appendix 11: Supplemental Figure 7-1D, 

non-competing lines). Finally, although mpt4 undergoes robust sub-organismal proliferation 

(Figure 7-2K), the magnitude of proliferation does not appear to co-vary with mpt4 frequency 

(Figure 7-3P), indicating that the combined population-level covariance fails to predict the level at 

which this mutant genome persists (Figure 7-3R). However, the substantial host fitness cost of 

this genome (Figures 7-2L and 7-3Q) implies a strong selection pressure that acts in opposition 

to the sub-organismal proliferation, similarly to uaDf5 and mptDf2. In conclusion, I have identified 

notable similarities and differences in the population dynamics of selfish mitochondrial genomes. 
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Figure 7-1. Map of mitochondrial genome in Caenorhabditis elegans showing locations and sizes 
of heteroplasmic mutations featured in this chapter 
 
The uaDf5 deletion, comprising the majority focus of chapters 2 through 6, and the genome itself are 
decolorized to more easily visualize the mutations. Proteins and ribosomal RNA genes are in gray; the 
locations of transfer RNA genes are shown in black. Colored bars around the perimeter of the genome 
represent approximate locations and sizes of the mtDNA deletions used in this study. Coloring corresponds 
to the visualization of data in Figures 7-2 and 7-3. 
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Figure 7-2. Data from experiments designed to measure possible changes in frequency at the sub-
organismal and organismal levels, carried out across the collection of heteroplasmic mutations 
featured in Figure 7-1 
 
(A-B) For reference, shifts in uaDf5 frequency at the levels of sub-organismal (A) and organismal (B) 
selection, using data from Figures 5-1A and 5-1D, respectively. Embryo and larval time-points are omitted 
from panel (A), otherwise this data is the same as in Figure 5-1A. Wilcoxon matched-pairs signed-rank test 
(A). 
(C-D) Data obtained from experiments to measure possible changes in mpt1 frequency at the levels of sub-
organismal (C) and organismal (D) selection. Wilcoxon matched-pairs signed-rank test (C). 
(E-F) Data obtained from experiments to measure possible changes in mpt2 frequency at the levels of sub-
organismal (E) and organismal (F) selection. Wilcoxon matched-pairs signed-rank test (E). 
(G-H) Data obtained from experiments to measure possible changes in mptDf3 frequency at the levels of 
sub-organismal (G) and organismal (H) selection. Wilcoxon matched-pairs signed-rank test (G). 
(I-J) Data obtained from experiments to measure possible changes in mptDf2 frequency at the levels of 
sub-organismal (I) and organismal (J) selection. Wilcoxon matched-pairs signed-rank test (I). 
(K-L) Data obtained from experiments to measure possible changes in mpt4 frequency at the levels of sub-
organismal (K) and organismal (L) selection. Wilcoxon matched-pairs signed-rank test (K). 
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Figure 7-3. Integration of the multilevel selection dynamics of all six heteroplasmies using the Price 
Equation 
 
For each graph shown above, the horizontal dotted line represents no net selection. Above the dotted 
horizontal line: selection favors wildtype mtDNA. Below the dotted horizontal line: selection favors ∆mtDNA. 
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(A-C) For reference, the plots showing selection coefficients as functions of heteroplasmic uaDf5 frequency 
(from Figure 5-3) are once again shown here. 
(D-F) Similar to (A-C) but for mpt1, using data obtained from Figure 7-2C and 7-2D. 
(G-I) Similar to (A-C) but for mpt2, using data obtained from Figure 7-2E and 7-2F. 
(J-L) Similar to (A-C) but for mptDf3, using data obtained from Figure 7-2G and 7-2H. 
(M-O) Similar to (A-C) but for mptDf2, using data obtained from Figure 7-2I and 7-2J. 
(P-R) Similar to (A-C), but for mpt4, using data obtained from Figure 7-2K and 7-2L. 
As before (see Figure 5-3), shaded, horizontally-striped, and vertically-striped regions on the organismal 
and combined (“overall”) plots respectively represent the 95% confidence ranges that result from assuming 
the selection coefficient reaches 1 (lethality) when the mutant is at 100 percent frequency, or when the 
mutant is at 90 percent heteroplasmic frequency, or assuming the selection coefficient increases linearly 
with heteroplasmic mutant frequency. Note that confidence ranges capable of accommodating a horizontal 
regression indicate a slope that is not significantly non-zero, implying no significant relationship between 
heteroplasmic mutant mtDNA frequency and natural selection, at least within the mutant frequency range 
in which the data were collected. 
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Discussion 

 

The mutant mtDNA variant uaDf5 is an excellent model for the study of selfish mitochondrial 

genome dynamics, for a number of reasons. For example, this mutant rises in frequency across 

animal development at the expense of inflicting a fitness cost (see Chapter 2). The proliferation 

of uaDf5 is also frequency-dependent, a common feature of cheater entities (Dobata and Tsuji, 

2013, Dugatkin et al., 2005, Pruitt and Riechert, 2009, Riehl and Frederickson, 2016, Ross-

Gillespie et al., 2007). Moreover, uaDf5 proliferates by exploiting interactions with the host 

genome that exist to minimize the harmful effects of metabolic and nutrient stress (see Chapters 

3, 4, and 6), for which reason it can be viewed as a bona fide cheater entity. However, 

mitochondrial mutations are not all alike with respect to their fitness effects. How generalizable 

are the findings from the study of uaDf5? I sought to address this question here by identifying 

noteworthy trends and differences in the population dynamics of mitochondrial mutations. 

 

Variation in selfish mitochondrial genome dynamics. By quantitatively measuring the strength 

of selection acting on mutant mtDNA at the sub-organismal and organismal levels, across a 

collection of mitochondrial mutations, I identified two interesting themes. On one hand, like uaDf5, 

some mutant mtDNA variants propagate in spite of inflicting a heavy fitness burden on their hosts. 

As expected, their seemingly paradoxical persistence—in other words, their ability to avoid 

extinction in the face of strong negative organismal selection—appears to coincide with strong 

positive sub-organismal selection. I observe these conflicting multilevel selection dynamics in 

three of the six ∆mtDNA variants featured here: uaDf5, mptDf2, and mpt4. Although the molecular 

basis of these dynamics are not clear, the only thing that all three mutations have in common is 

a disruption to ETC complex IV. Consistent with these findings, mutations in the complex IV gene 

CO1, whose C. elegans homolog is deleted in mptDf2 and mpt4, are associated with a number 

of clinical pathologies in humans (Brown et al., 1992, Namslauer and Brzezinski, 2009, Varlamov 
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et al., 2002). In any case, the canonical cheater dynamics, whereby mutant genomes survive 

negative organismal selection by outcompeting wildtype mtDNA within individual hosts, appears 

to be a relatively common, albeit not universal, theme among mutant mitochondrial genomes.  

 

In addition to these conflicting multilevel selection dynamics, a second general theme emerges 

from tracking the levels of some of the mutant genomes featured here. In contrast to uaDf5, 

mptDf2, and mpt4, not all mutant mitochondrial genomes persist by rising in frequency across 

development at the expense of a strong host fitness cost. On the contrary, despite carrying 

deletions in essential metabolic genes, some mutant genomes appear to undergo neutral drift, 

even when the heteroplasmic animals compete for several generations against their wildtype 

counterparts on the same food. This is true for both mutations in ETC complex I—the mpt1 

deletion in ND1 and the mpt2 deletion in ND5—as well as for mptDf3, which affects the complex 

III gene for Cytochrome b. Taken together, these observations suggest that mtDNA variants can 

persist in a manner consistent with neutral drift, despite carrying mutations that deleteriously affect 

essential ETC components. 

 

Comparison with previous findings. Interestingly, mptDf3, which carries a deletion affecting 

the only mtDNA-encoded protein in ETC complex III, namely Cytochrome b, does not appear to 

inflict a significant host fitness cost, at least not within the frequency range at which mptDf3 is 

observed to persist. This may be difficult to reconcile with previous work showing that an mtDNA 

variant labeled ∆ctb-1—owing to a Cytochrome b mutation—behaves much more like uaDf5, by 

proliferating within hosts while imposing a host fitness cost (Dubie et al., 2020). One possible 

explanation for this apparent discrepancy between the dynamics of ∆ctb-1 and mptDf3 is that 

∆ctb-1 contains other mutations in addition to the deletion in Cytochrome b, which may contribute 

to the observed selfish proliferation of ∆ctb-1, or its host fitness consequences, or both (Dubie et 

al., 2020). 



 

 151 

 

Hypotheses and future directions. What might explain the apparent neutral persistence of a 

deletion-bearing mitochondrial genome? One conceivable explanation for these observations 

invokes the misidentification of discarded mtDNA. In other words, perhaps these mutant genomes 

do indeed severely impact mitochondrial function and consequently elicit mitochondrial autophagy 

(mitophagy). If mitophagy is accompanied by the release of partially-degraded mtDNA fragments 

into the rest of the cell, those fragments could potentially be detected and interpreted as genomes 

residing within mitochondria and undergoing neutral drift. Although conceivably possible, this 

explanation seems highly unlikely for two reasons. First, I previously observed a mitophagy gene, 

pdr-1, to measurably affect mutant mtDNA frequency (see Chapter 4, Figure 4-6), suggesting that 

mitophagy does not release detectable genome fragments from the degradation of mitochondria. 

Second, if free-floating mutant mtDNA were showing up in the droplet digital PCR (ddPCR) data, 

these molecules would likely not have access to replication machinery, such as the mtDNA 

polymerase enzyme POLG, whose localization to intact mitochondria is evidently important for 

mtDNA synthesis (Zhang et al., 2016). I would therefore expect the mutant mtDNA levels to rapidly 

dwindle, being diluted through successive rounds of cell division and organismal reproduction in 

the absence of sustained replication. In contrast to this expectation, each mutant mtDNA variant 

featured in this study was observed to stably persist across generations (Figure 7-2). This 

suggests that the mitochondrial genomes detected by ddPCR undergo sustained replication 

within their hosts and therefore likely reside at least within structurally—if not functionally—intact 

mitochondria. 

 

If mutant mtDNA levels are free to randomly drift within their hosts, de novo homoplasmic animals 

might be expected to regularly occur within their respective heteroplasmic stock populations. 

Given this expectation, how might a genome that lacks an essential gene manage to stably persist 

with no measurable fitness effect at either level of selection (organismal or sub-organismal)? 
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Although the explanation is not known, these observations raise the interesting possibility that 

some mutant genomes propagate, not in spite of a deleterious host fitness cost, but rather 

because of what could be considered a “flying under the radar” strategy. In other words, some 

mutant genomes seem to successfully persist by maintaining a frequency range that enables 

them to avoid exposure to negative organismal selection. One possible basis for this phenomenon 

would invoke a balance between positive and negative selection at the sub-organismal level. For 

example, these mutant genomes might affect mitochondrial function in a manner that elicits a 

combination of cellular mechanisms that simultaneously favor and disfavor the mutant genome 

within individual hosts. If this balance is achieved within a frequency range that is too low to 

significantly impact host fitness, the mutant mtDNA could undergo neutral drift at the organismal 

level while maintaining a steady-state heteroplasmy. 

 

This possibility could be explored in future research by testing host genes for their effect on 

heteroplasmy dynamics within hosts. For example, the gene clk-1, which encodes the C. elegans 

homolog of the mammalian enzyme COQ7, has been identified as a candidate regulator of 

mtDNA copy number via compensatory (stress-induced) mtDNA replication (Cristina et al., 2009, 

Gorbunova and Seluanov, 2002, Kirby and Patel, 2021). Accordingly, clk-1 might mediate the 

preferential replication of genomes residing in defective regions of the mitochondrial network, 

thereby favoring the replication of mutant mtDNA (see Chapter 3 for a description of a model and 

mtDNA copy-number data consistent with this hypothesis). Moreover, previous work has shown 

that mtDNA replication can be biased in favor of either a mutant or wildtype genome depending 

on the expression level of POLG (Chiang et al., 2019, Lin et al., 2016). This raises the possibility 

that physiological stress-response mechanisms might bias replication in favor of the mutant 

genome by influencing the expression or localization of mtDNA replication machinery. For 

example, the gene daf-16 encodes a Forkhead box O (FoxO) transcription factor that functions 

as a master regulator of metabolic homeostasis. Although daf-16 does not appear to directly 
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regulate POLG expression (Tepper et al., 2013), it nevertheless regulates other aspects of 

mitochondrial function, including the expression of proteins involved in energy metabolism and 

stress response (Depuydt et al., 2014, Tepper et al., 2013, Webb et al., 2016). If its attempt to 

rescue metabolic integrity influences mtDNA replication, even indirectly, then a compensatory 

effect could result that favors underperforming regions of the mitochondrial network, inadvertently 

promoting replication of mutant genomes. Consistent with this possibility, daf-16 mediates rising 

∆mtDNA frequency across organismal development (see Chapter 6, Figure 6-7). Like daf-16, the 

gene atfs-1 also regulates a transcriptional response to metabolic stress, in this case by activating 

the mitochondrial unfolded protein response (UPRmt) (Nargund et al., 2012). Importantly, atfs-1 

gain-of-function mutations are associated with elevations in both uaDf5 frequency (see Chapter 

4, Figure 4-4C) and expression of polg-1, the gene encoding POLG (Lin et al., 2016). Together, 

these considerations highlight clk-1, daf-16, and atfs-1 as attractive candidate genes underlying 

positive sub-organismal selection for the mutant mitochondrial genomes featured in this study. 

Conversely, drp-1 is involved in mitochondrial fission, while pink-1 and pdr-1 play central roles in 

PINK1/Parkin-dependent mitophagy, and both of these processes have been implicated in 

selection against mutant mtDNA at the sub-organismal level (Gitschlag et al., 2016, Kandul et al., 

2016, Lieber et al., 2019, Lin et al., 2016, Suen et al., 2010, Valenci et al., 2015). Does the 

combined activity—and corresponding influence—of each such pathway vary depending on the 

mitochondrial mutation? This could be addressed by future research, for example by comparing 

UPRmt activation, or mitochondrial localization of the mitophagy machinery, across different 

heteroplasmies. It would also be informative to determine how different heteroplasmies compare 

in their sensitivity to the disruption of these pathways. 

 

Following up on these questions would provide valuable clarification on the various ways in which 

selfish mitochondrial genomes interact with their hosts. In the mean time, I conclude by noting 

that the tendency to “cheat” per se, by rising in frequency across development at the expense of 
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host fitness, has been observed among three of the six mutant mitochondrial genomes featured 

in the research described here. This implies that cheating is a relatively common strategy when 

mitochondrial genomes compete within the maternal germline for transmission to the next 

generation. On the other hand, all six mtDNA variants stably persist despite carrying mutations 

that disrupt essential genes. Taken together, these findings suggest a more general form of selfish 

propagation, characterized by the persistence of a mutation with no accompanying host fitness 

advantage, with “cheating” constituting a special case of a broader phenomenon. 
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Chapter 8 

Summary and discussion of findings, future directions, and concluding remarks 

 

 

Background and goals: the nature of cheating among mutant mitochondrial genomes 

 

I sought to explore how a foundational aspect of the biology of complex life, specifically the 

relationship between the two genomes that give rise to the eukaryotic cell, can be better 

understood in light of the evolutionary forces shaping it. I focused in particular on the implications 

of the symbiotic origin of eukaryotes. Symbiosis can be a double-edged sword. On one hand, a 

cooperative relationship provides an opportunity for an entity to outsource some of the functions 

required for survival and reproduction to another entity, as in the case of the eukaryotic cell relying 

on a bacteria-derived endosymbiont for the majority of its energy production. On the other hand, 

the outsourcing of vital functions to another entity—a host—also represents a key defining feature 

of parasites. The key difference is who benefits: both parties, or one at the expense of the other? 

 

By providing adaptive benefits such as a division of labor, sharing of resources, and protection 

against threats, cooperation plays a central role in the evolution of more complex life forms (Fisher 

and Regenberg, 2019, Gulli et al., 2019, Michod et al., 2006, West et al., 2015, Hammerschmidt 

et al., 2014). In spite of these benefits, cooperation comes with a noteworthy vulnerability: the risk 

of being exploited by defectors, or cheaters, which reap the benefit of having cooperative partners 

without incurring the cost of contributing any payoff in return for the cooperative contributions of 

the partners. Just as eukaryotic life arose from a mutually beneficial symbiosis between a 

bacterium and a larger host cell (Lang et al., 1999, Sagan, 1967, Wang and Wu, 2015), it likewise 

remains vulnerable to the occasional emergence of genetic elements that selfishly propagate at 

the expense of host fitness. In addition to being taxonomically widespread (Havird et al., 2019), 
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mitochondrial mutations conferring a tendency to propagate selfishly, at a cost to host fitness, 

have been observed to occur spontaneously in laboratory populations of yeast (Bernardi, 2005) 

and Caenorhabditis elegans (Dubie et al., 2020, Konrad et al., 2017), indicating that cheating 

likely represents a relatively common phenomenon among mutant mitochondrial genomes. 

 

“Cheating” can be defined as a pattern of interaction with a fitness asymmetry that arises from an 

entity making a costly cooperative contribution toward the benefit of another entity, without the 

recipient facilitating any fitness payoff for the benefactor (Ghoul et al., 2014). This relatively broad 

characterization applies across many levels of scale and in many taxa, including individual genes 

(Bravo Nunez et al., 2018, Hammond et al., 2012, Hu et al., 2017, Larracuente and Presgraves, 

2012, Schimenti, 2000), bacteria (Fiegna and Velicer, 2003, Hammerschmidt et al., 2014, Sexton 

and Schuster, 2017), amoebae (Khare et al., 2009, Strassmann et al., 2000), and animals (Aumer 

et al., 2019, Dobata et al., 2009, Riehl and Frederickson, 2016, Wenseleers and Ratnieks, 2004). 

Understanding cheating, in terms of the mechanisms and conditions underlying its success as an 

adaptive strategy, could therefore have broad implications for both biomedical science and 

evolutionary biology. 

 

In addition to cooperation, which characterizes the mito-nuclear interactions that benefit both 

genomes, the adaptive strategy of cheating also frequently characterizes mutant mitochondrial 

genomes. To understand how such a genome can cheat, I first sought to identify a selfish 

mitochondrial DNA (mtDNA) variant within an experimentally tractable organism for use as a 

model cheater. The mutant mtDNA variant uaDf5 in C. elegans represented an excellent 

candidate, due to the versatile experimental tools available with this animal species, in addition 

to the prior observations that this genome stably propagates across generations (Tsang and 

Lemire, 2002b) in spite of deleterious phenotypic effects (Liau et al., 2007). These findings raise 

the possibility that uaDf5 behaves as a cheater. To further test this hypothesis, I used a 
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combination of droplet digital PCR (ddPCR) and fitness assays to replicate and confirm prior 

observations that uaDf5 proliferates at the expense of host fitness (see Chapter 2). I then 

addressed alternative hypotheses, including the idea that uaDf5 proliferates out of necessity for 

host viability—for example by genetically complementing other mutant genomes within the same 

host—as well as the idea that uaDf5 merely proliferates due to the intrinsic replication advantage 

of being a smaller genome than wildtype mtDNA (see Chapter 2). Having identified uaDf5 as a 

selfish mitochondrial genome, I then proceeded to investigate mechanisms underlying its cheating 

behavior, as well as conditions influencing the relative fitness of the selfish and cooperative 

(wildtype) genomes at the respective levels where they each have a selection advantage. 

 

 

How it cheats: mechanisms underlying proliferation of a selfish mitochondrial genome 

 

Having identified a genuine selfish mitochondrial genome in C. elegans, I endeavored to follow 

up on the question of how this genome behaves as a cheater, as well as the conditions shaping 

its fitness relative to its cooperative, wildtype counterparts. Using ddPCR, I found that variation in 

copy number of the mutant and wildtype genomes is consistent with mtDNA copy-number 

regulation, which the mutant genome manages to evade (see Chapter 3). Although I found the 

copy-number data to be consistent with the predictions of a model that invokes drift to higher 

mutant frequency (Capps et al., 2003, Durham et al., 2007), it remains unclear whether the escape 

from copy-number regulation and the associated elevation in mutant frequency occur via drift or 

selection per se. Interestingly, a recent study showed that the protein CLK-1 influences mtDNA 

copy number through a mechanism that is evidently independent of its function in ubiquinone 

synthesis (Kirby and Patel, 2021). Together with previous in vitro work showing that CLK-1 binds 

to an mtDNA origin-of-replication sequence in a manner that is inhibited by ADP (Gorbunova and 

Seluanov, 2002), these findings raise the possibility that compensatory mtDNA replication occurs 
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in response to local energy depletion in the vicinity of deleteriously mutated mtDNA, predisposing 

the mutant genomes to positive selection. This scenario predicts that in heteroplasmic animals 

carrying a deleterious mitochondrial mutation, CLK-1 should bind to the wildtype genome at higher 

rates than the mutant genome, which could be tested using a CLK-1 antibody. Moreover, this 

scenario also predicts that the proliferative advantage of the mutant genome should decrease 

upon deletion of the gene encoding CLK-1. Future studies seeking to test these predictions will 

yield valuable insights on the nature of mtDNA copy-number homeostasis and its role in selfish 

mitochondrial genome dynamics. 

 

Separately, using a combination of ddPCR, microscopy, classical and molecular genetic 

techniques, I found that uaDf5 perturbs mitochondrial function in a manner that activates a stress-

response mechanism, the mitochondrial unfolded protein response (UPRmt). Upon activation, 

UPRmt promotes the propagation of the mutant genome, at least in part by protecting the mutant 

from a cellular policing mechanism, namely mitochondrial autophagy or mitophagy, which would 

otherwise selective against copies of the mutant genome (see Chapter 4). Interestingly, recent 

work suggests that mitochondrial localization of the UPRmt-activating transcription factor ATFS-1 

promotes the propagation of uaDf5 (Yang, 2021). Moreover, mitophagy appeared to play a very 

limited role in the reduction of uaDf5 frequency upon loss of ATFS-1. Although I found loss of the 

mitophagy gene pdr-1 to restore uaDf5 proliferation in UPRmt-defective mutants (see Chapter 4), 

the influence of ATFS-1 on the dynamics of mutant mtDNA may involve multiple mechanisms. It 

should also be noted that my work utilized a hypomorph allele of the encoding gene, atfs-

1(tm4525), resulting in a considerable but not complete loss of gene function. Accordingly, one 

potential explanation for the apparent differences in the effect of mitophagy is the differences in 

the magnitude of UPRmt deficiency; perhaps mitophagy plays a bigger role in the elimination of 

uaDf5 in animals with a partial but not complete absence of ATFS-1 function. This possibility is 

consistent with the observation that constitutive UPRmt activation via the atfs-1 gain-of-function 
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allele promotes a robust rise in uaDf5 frequency. Taken together, these observations suggest that 

ATFS-1 may promote selfish mitochondrial genome proliferation in more than one way, involving 

both nuclear and mitochondrial localization of ATFS-1. Moreover, I observe even greater uaDf5 

levels in mitophagy-defective pdr-1 mutants than in hosts with a wildtype genome, suggesting 

that physiological stress-responses likely represent a general category of mechanisms that 

similarly promote selfish mtDNA proliferation, at least in cases where such mechanisms interfere 

with the mitophagy pathway. 

 

The evidence of wildtype-specific copy-number regulation and UPRmt-dependent mutant mtDNA 

proliferation together indicate that efforts by the host genome to preserve mitochondrial function 

can inadvertently amplify the numbers of mutant mtDNA. The observation that mitochondrial 

stress-response mechanisms enable the persistence of mutant mtDNA variants is not particularly 

surprising per se. After all, these mechanisms evolved to preserve host viability in the event of 

physiological stressors. Remarkably, however, mitochondrial stress-response mechanisms do 

not promote the propagation of mutant mtDNA merely by shielding the host against the 

deleterious effects of the mutant mtDNA. On the contrary, perhaps the most noteworthy finding 

of my research is that host stress-response mechanisms are actually responsible for facilitating 

the selective advantage—the “cheating” behavior—of the mutant genomes within the host 

germline and across generations. 

 

 

Conditions shaping the population dynamics of a selfish mitochondrial genome 

 

Because selfish mitochondrial genomes are defined by proliferation or positive selection within 

hosts at the expense of host fitness, selfish mitochondrial genomes are frequently characterized 

by conflicting multilevel selection (Dubie et al., 2020, Havird et al., 2019, Klucnika and Ma, 2019, 
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Shou, 2015). Specifically, the selfish genomes outcompete cooperative genomes within hosts 

while the cooperative genomes simultaneously retain an advantage at the level of selection for 

host fitness. Given the high intracellular copy number and relaxed replication of the mitochondrial 

genome, the relative levels of mutant and wildtype mtDNA can fluctuate within a host. Moreover, 

since high mutant mtDNA levels tend to be more deleterious, hosts in which the mutant genome 

has drifted to lower frequency should be at a fitness advantage over hosts with a higher mutant 

load. The stable heteroplasmic persistence of a deleterious mitochondrial mutation therefore likely 

reflects a balance between opposing selection pressures favoring each mtDNA variant over the 

other depending on the level of selection. By conducting experiments designed to quantitatively 

measure each of these selection pressure in isolation, under varying conditions and host 

genotypes, it is possible to identify environmental conditions and host genes that interact to 

determine the proliferative capacity of the mutant genome within hosts, as well as the magnitude 

of the impact of the mitochondrial mutation on host fitness (see Chapters 5-6). Using this 

approach, I identified important roles for dietary nutrient availability and a key regulator of 

metabolic homeostasis, namely FoxO (DAF-16 in C. elegans). Dietary nutrient abundance and 

FoxO/DAF-16 are each necessary, but not sufficient individually, for the selfish proliferation of the 

mutant mitochondrial genome within individual hosts. At the same time, dietary nutrient availability 

and the function of FoxO/DAF-16 are each able to mitigate the cost that the mutant genome inflicts 

on host fitness. Taken together, these findings reveal an important way in which the host 

interfaces with its environment to influence both sides of cheating: selfish proliferation and the 

negative fitness cost. 

 

How does FoxO/DAF-16 accomplish these effects? The molecular details become unclear 

downstream of FoxO/DAF-16, mostly due to the fact that this protein regulates the expression of 

several hundred genes (Martins et al., 2016, Murphy et al., 2003, Tepper et al., 2013, Webb et 

al., 2016), and its effect on the dynamics of mutant mitochondrial genomes may involve a 
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concerted effort of many genes or pathways. However, some previous studies hint at a possible 

link between the different functions of FoxO/DAF-16 identified in my work. For example, 

FoxO/DAF-16 is especially well-known for its role in the link between nutrition and longevity, 

prolonging organismal survival during nutrient deprivation (Greer et al., 2007, Hibshman et al., 

2017, Kramer et al., 2008). Moreover, FoxO/DAF-16 has been reported to regulate the expression 

of genes associated with mitochondrial function and stress response (Depuydt et al., 2014, 

Tepper et al., 2013, Webb et al., 2016). Together with my findings, these studies suggest that in 

the presence of deleterious mitochondrial mutations, FoxO/DAF-16 likely functions to rescue 

energy production and protect against physiological stress, enabling the mutant mtDNA to 

proliferate while simultaneously mitigating its deleterious host fitness effects. Interestingly, 

FoxO/DAF-16 promotes proliferation of the mutant genome only in the presence of nutrient 

abundance (see Chapter 6), while it robustly mitigates the host fitness cost of the mutant genome 

especially in the presence of nutrient scarcity. These results raise the intriguing possibility that 

FoxO/DAF-16 mitigates the fitness cost of mutant mtDNA through a function that is related to its 

role in diet restriction-mediated longevity. 

 

By fueling germline development, nutrient abundance creates the niche space for mitochondrial 

genomes to multiply within hosts. However, the preferential amplification of the mutant genome 

also requires FoxO/DAF-16, suggesting that FoxO/DAF-16 may mediate a compensatory 

mechanism that inadvertently contributes to proliferation of the mutant mtDNA, similarly to UPRmt. 

Is it possible to decouple these functions of FoxO/DAF-16 across the different levels of selection, 

so that its role in mutant mtDNA proliferation can be disabled while preserving its role in mitigating 

the harmful effects of the mtDNA mutation? Future studies that address this question by clarifying 

the details downstream of FoxO/DAF-16 could potentially lead to therapeutic applications. 
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Generalizability of my findings 

 

The vast majority of my work described thus far focuses on the cheating behavior of uaDf5. While 

such a focus enabled a deep exploration of mechanisms underlying the proliferation of this 

genome, mtDNA encodes subunits of several electron transport chain (ETC) complexes, as well 

as transfer RNA (tRNA) and ribosomal RNA. The phenotypic effects and corresponding 

population dynamics of mitochondrial mutations can therefore be predicted to vary. I sought to 

identify common themes and notable differences in the propensity for cheating—including both 

within-host proliferation and host fitness cost—by examining a wider collection of mitochondrial 

mutations. By repeating the experiments designed to measure within-host and host-level selection 

across a collection of five additional heteroplasmic mtDNA variants, representing mutations in 

ETC complexes I, III, and IV, as well as deletions affecting both protein-coding and tRNA genes, 

I found that some but not all mutant genomes behave similarly to uaDf5. In particular, some 

mtDNA mutations persist without inflicting a significant fitness cost on their host. Since all six 

heteroplasmies included in this study feature deletions in at least one essential ETC component, 

the lack of observable host fitness cost among some heteroplasmies is presumably because 

these genomes persist in a frequency range below the threshold at which the deleterious fitness 

effects would become manifest. On the other hand, some mutations, particularly those affecting 

CO1 (a central catalytic subunit of ETC complex IV), were observed to inflict a severe host fitness 

cost. Their persistence within their respective host populations therefore predicts that these two 

mutations would behave most selfishly, having the strongest tendency to rise in frequency within 

individual hosts. Indeed, this prediction is consistent with my observations. In conclusion, although 

I observe variation in the propensity for selfish proliferation, the proliferation and host fitness 

consequences among three of the six mutant mtDNA variants in my research—uaDf5, mptDf2, 

and mpt4—implies that cheating likely represents a common strategy of mitochondrial genomes, 

particularly with respect to competition within the germline for transmission to future generations. 
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Concluding remarks 

 

I initially set out to design experiments to assess natural selection at different levels, within and 

between hosts, in response to preliminary observations of nuclear genotypes that affect mutant 

mtDNA frequency (see Chapters 4 and 6). Knowing the level(s) at which such an effect occurs is 

important for the sake of follow-up research and potential biomedical applications. For example, 

if an experimental condition results in a shift to lower mutant mtDNA frequency across a 

population of C. elegans, does this shift arise from changes in organismal or sub-organismal 

selection? Perhaps the experimental condition makes animals with high levels of mutant mtDNA 

less viable, in which case the observed population-wide shift toward lower mutant frequency 

results from stronger selection against the mutant at the organismal level—that is, by altering 

selection for host fitness. Alternatively, the shift to lower mutant mtDNA frequency may be due to 

an effect on the physiology of the organism that alters the within-host competition between mutant 

and wildtype mtDNA. Although either possibility would be insightful, since a deeper understanding 

of both the propagation and phenotypic effects of a mutant genome hang in the balance, the ability 

to follow up on these findings with detailed mechanistic characterization nevertheless requires 

the ability to parse the magnitude that each level of selection contributes toward the overall 

population dynamics of the mutant genome. By taking this into consideration, I was able to identify 

an interesting interaction between host genome and an environmental condition—dietary nutrient 

availability—that shapes the outcome of competition between the selfish and cooperative 

mitochondrial genomes. In future research, the experiments to quantitatively measure the 

multilevel selection forces acting on mitochondrial genomes could be applied to additional 

heteroplasmies, environmental conditions, and host genotypes, to uncover any number of hitherto 

unidentified ways in which evolutionary forces shape the complex interactions at the foundation 

of the eukaryotic cell. 
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Appendix 1: Droplet Digital PCR Protocol for Quantification of Nematode DNA 

 
STEP 1: PREPARE TEMPLATE-PRIMER MIX 
 
Ingredient:     Volume:       
Diluted lysate with template DNA  Variable (2-5 µL depending on DNA concentration)* 
Forward primer (10 µM aliquot)  0.25 µL 
Reverse primer (10 µM aliquot)  0.25 µL 
Additional primers or fluorescent probes as necessary 
Nuclease-free water    To 8 µL total volume      
 
*I generally aim for triple-digit positive-droplet counts (between 5% and 20% of the total droplet 
count, which is generally close to 20,000 per reaction well); this may require scaling up or down 
the dilution factors recommended above, depending on worm age and number of worms per 
volume of lysate. 
 
Prepare the above mixture for each reaction in a well of an Eppendorf twin.tecTM 96-well semi-
skirted plates (catalog number 951020303). 
 
 
STEP 2: COMBINE DNA PRIMER MIX WITH REACTION MASTER MIX 
 
Combine 4.5 μL nuclease-free water with 12.5 μL supermix (EvaGreen or probes) per reaction, 
with ~10% extra volume (for example combine 49.5 μL water with 137.5 μL supermix for 10x 
reactions). Add 17 μL of water+supermix to each well, bringing the total volume to 25 μL. Spin 
the plate in a centrifuge for a few seconds to ensure sample is collected in the basin of each well. 
 
 
STEP 3: GENERATE DROPLETS 
 
Add fresh Bio-Rad cartridges, filter tips, the 96-well twin.tec PCR plate containing the ddPCR 
samples, and a fresh 96-well twin.tec PCR plate (nested in a 96-well freezer block, which is in the 
black tray that fits on the front-right platform of the droplet generator robot) to the Bio-Rad Droplet 
Generator robot. Make sure the appropriate droplet generator oil (EvaGreen or probes) is loaded 
and the robot is equipped with the necessary number of fresh tips and the instructions on which 
columns in the Twin Tec plates contain sample using the touchscreen prompts.  
 
Alternatively, utilize the Bio-Rad manual droplet generator with cartridges and gaskets 
manufactured for the manual droplet generator. Using a multichannel pipette to slowly dispense 
the sample into the sample-well of the manual droplet generation cartridge. Add 70 μL of 
appropriate droplet generator oil (EvaGreen or probes) into the oil-wells of the cartridge. Load the 
gasket onto the cartridge and load the cartridge into the manual droplet generator within two 
minutes of adding the samples and oil to the cartridge. After droplet generation, using a 
multichannel pipette again, angle the pipette tips into the row of wells containing the droplets (the 
pipette should be held at an angle to allow the droplets an unobstructed path into the tips), and 
slowly draw 40 μL of samples+droplets into the multichannel (this should take about five seconds) 
so as not to disturb the droplets. Slowly load the samples+droplets into a fresh 96-well twin.tec 
plate, being careful to not generate bubbles. Refer to pages 17-19 of the Bio-Rad ddPCR 
Application Guide for further detail. 
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STEP 4: SEAL THE PLATE  
 
Use an automated plate sealer and foil plate seals. Set the plate sealer to 180˚C and a seal time 
of 4 seconds. 
 
 
STEP 5: PCR  
 
Immediately following plate sealing, start the PCR. For ddPCR with EvaGreen, use the protocol 
recommended in the Bio-Rad QX200 ddPCR EvaGreen product sheet (included with EvaGreen 
shipment): 
 
Cycle step:   Temperature:  Time:       
Enzyme activation  95˚C   5 min 
Denaturation   95˚C   30 sec 
*Annleaing/Extension  60˚C   1 min 
Signal stabilization  4˚C   5 min 
Signal stabilization  90˚C   5 min 
Hold    10˚C   Infinite 
 
*Annealing/Extension temperature may need to be adjusted depending on the primers 
 
 
STEP 6: DROPLET READING 
 
Load the plate into the Bio-Rad droplet reader and ensure the waste is sufficiently empty and 
droplet reader oil is sufficiently full to read the plate. Read the droplets in the plate using using 
the 2-dimensional (518 nm and 554 nm dual-wavelength) clustering plot option in the Bio-Rad 
QuantaSoftTM program. 
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Appendix 2 

 
 

Supplemental Figure 5-1. Raw measurements of decline in both prevalence of heteroplasmic 
hosts and overall uaDf5 frequency upon competition with wildtype animals 
 
(A) PCR gel images reflecting individual adult nematodes sampled from the competition lines in the 
organism-level selection experiment (Figure 5-1C). Approximately 48 adults were individually lysed from 
the first generation and every other generation thereafter. A single PCR band reflects Bristol strain 
nematodes (homoplasmic for wildtype mtDNA), whereas double bands reflect heteroplasmic animals 
carrying the ∆mtDNA variant. Vertical dashed white lines separate cohorts obtained from different replicate 
competition lines. 
(B) Quantification of panel (A). 
(C) ∆mtDNA frequency across 8 replicate competed (red) and non-competed (black) lineages. Same 
experiment as shown in Figure 5-1D, but with y-axis expressing raw, non-normalized ∆mtDNA frequency 
measurements. Dark lines reflect best-fit regression across all replicate lines. 
Nematodes were maintained on a diet of live OP50 E. coli at 20˚C. 
 
 
 
 
 
 
 



 

 182 

Appendix 3 
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Appendix 4 
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Appendix 5: Mathematical analysis of multilevel selection dynamics of ∆mtDNA 

 
Here, the regressions shown in Chapter 5, Figure 5-3, are derived using data obtained from the 
measurements of organismal and sub-organismal selection (see Chapter 5, Methods, and Appendix 2 to 
Appendix 4), together with the general framework of the Price Equation: 
 

𝑤∆𝑧 = 𝑐𝑜𝑣(𝑤, 𝑧)'%& + 𝐸[𝑐𝑜𝑣(𝑤, 𝑧))*+] 
 
Where: 
w = reproductive fitness, or number of replication events per generation, for one trait relative to another 
z = measurable value of a trait (in this case, ∆mtDNA frequency) 
cov(w,z)org = covariance between w and z contributed by selection at the organismal level 
E[cov(w,z)sub] = expected or average covariance between w and z contributed by sub-organismal selection 
 
Note that the version of the Price Equation shown above is equivalent to the form shown as equation (A17) 
in Price, 1972. At each level of selection, organismal and sub-organismal, the term for the covariance 
between w and z can be defined as follows: 
 

𝑐𝑜𝑣(𝑤, 𝑧) =
∑(𝑤! −𝑤"#$%"&$)(𝑧! − 𝑧"#$%"&$)

𝑛 − 1  
 
Where: 
wi = fitness w of trait z in the ith replicate parent-progeny lineage from the sample or population 
waverage = average w across the sample or population 
zi = value of trait z in the parent of the ith replicate parent-progeny lineage from the sample or population 
zaverage = average value of z across the sample or population 
n = number of parent-progeny lineages sampled 
 
Since the selection coefficient, which measures the strength of selection acting on a trait, is directly to 
fitness, the Price Equation can be expressed using covariance terms between selection coefficient, S, and 
the value of a trait, z. Defining trait-value as the heteroplasmic (sub-organismal or within-host) frequency 
of ∆mtDNA (%∆mtDNA) yields the following form of the Price Equation: 
 

𝐶ℎ𝑎𝑛𝑔𝑒	𝑖𝑛	%∆𝑚𝑡𝐷𝑁𝐴 = 𝑐𝑜𝑣(𝑆,%∆𝑚𝑡𝐷𝑁𝐴)'%& + 𝐸[𝑐𝑜𝑣(𝑆,%∆𝑚𝑡𝐷𝑁𝐴))*+] 
 
Replacing w and z in the Price Equation with S and %∆mtDNA yields the following formula for covariance: 
 

𝑐𝑜𝑣(𝑆,%∆𝑚𝑡𝐷𝑁𝐴) =
∑(𝑆! − 𝑆"#$%"&$)(%∆𝑚𝑡𝐷𝑁𝐴! −%∆𝑚𝑡𝐷𝑁𝐴"#$%"&$)

𝑛 − 1  
 
Where: 
Si = selection coefficient of ∆mtDNA in the ith replicate of each experiment (sub-organismal and organismal) 
Saverage = average S across the sample or population of each experiment 
%∆mtDNAi = heteroplasmic ∆mtDNA frequency from the ith parent (sub-organismal) or line (organismal) 
%∆mtDNAaverage = average heteroplasmic ∆mtDNA frequency across all replicates 
 
In the sub-sections that follow, the individual regressions are derived for the strength of sub-organismal and 
organismal selection as a function of heteroplasmic ∆mtDNA frequency, shown using the data from Chapter 
5 and Appendix 2 to Appendix 4. The multilevel selection analyses in Chapter 6 (Figure 6-9) and Chapter 
7 (Figure 7-3) are performed using the same approach. 
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Sub-organismal regression (Chapter 5, Figure 5-3A): 
 
For selection acting on ∆mtDNA at the sub-organismal level, selection coefficient, S, is calculated for a 
given change in ∆mtDNA frequency between parent and progeny using the following equation: 
 

𝑆 = 1 − 𝑤 = 1 −
%∆𝑚𝑡𝐷𝑁𝐴&;1 %∆𝑚𝑡𝐷𝑁𝐴&⁄

%𝑤𝑖𝑙𝑑𝑡𝑦𝑝𝑒	𝑚𝑡𝐷𝑁𝐴&;1 %𝑤𝑖𝑙𝑑𝑡𝑦𝑝𝑒	𝑚𝑡𝐷𝑁𝐴&⁄  

 
Where: 
w = average replicative fitness of ∆mtDNA relative to wildtype mtDNA 
g = parental generation 
 
The following regression, relating selection coefficient to heteroplasmic ∆mtDNA frequency, can be derived 
using the covariance relationship defined on the previous page and the data shown in Appendix 3: 
 

𝑆 = 𝑠𝑙𝑜𝑝𝑒(𝑆,%∆𝑚𝑡𝐷𝑁𝐴) ∗ %∆𝑚𝑡𝐷𝑁𝐴 + 	𝑖𝑛𝑡𝑒𝑟𝑐𝑒𝑝𝑡(𝑆,%∆𝑚𝑡𝐷𝑁𝐴) 
 
Note that this equation takes the form of the slope-intercept equation, y=mx+b, in which y corresponds to 
selection coefficient, S, and x corresponds to heteroplasmic ∆mtDNA frequency, denoted %∆mtDNA. The 
slope, m, can be calculated from its relationship to covariance and variance. In particular, the covariance 
between S and %∆mtDNA is equal to the variance of %∆mtDNA multiplied by the slope of the regression 
(Price, 1970): 
 

𝑐𝑜𝑣(𝑆,%∆𝑚𝑡𝐷𝑁𝐴) = 𝑣𝑎𝑟(%∆𝑚𝑡𝐷𝑁𝐴) ∗ 𝑠𝑙𝑜𝑝𝑒(𝑆,%∆𝑚𝑡𝐷𝑁𝐴) 
 
Here, the term var(S,%∆mtDNA) represents the variance of %∆mtDNA, calculated as follows: 
 

𝑣𝑎𝑟(%∆𝑚𝑡𝐷𝑁𝐴) =
∑(%∆𝑚𝑡𝐷𝑁𝐴! −%∆𝑚𝑡𝐷𝑁𝐴"#$%"&$)<

𝑛 − 1  
 
Note that the formula for variance is similar to the formula for covariance, with one exception: the errors or 
residuals in S (Si - Saverage) are replaced by the errors in %∆mtDNA (%∆mtDNAi - %∆mtDNAaverage). In other 
words, in contrast to the covariance of S and %∆mtDNA, the variance of %∆mtDNA is equivalent to the 
covariance of %∆mtDNA with itself. The term slope(S,%∆mtDNA), shown above, represents the slope of 
the regression obtained by plotting S as a function of %∆mtDNA. The slope can be calculated by 
rearranging the relation between covariance, variance, and slope, as follows: 
 

𝑠𝑙𝑜𝑝𝑒(𝑆,%∆𝑚𝑡𝐷𝑁𝐴) =
𝑐𝑜𝑣(𝑆,%∆𝑚𝑡𝐷𝑁𝐴)
𝑣𝑎𝑟(%∆𝑚𝑡𝐷𝑁𝐴) =

∑(𝑆! − 𝑆"#$%"&$)(%∆𝑚𝑡𝐷𝑁𝐴! −%∆𝑚𝑡𝐷𝑁𝐴"#$%"&$)
∑(%∆𝑚𝑡𝐷𝑁𝐴! −%∆𝑚𝑡𝐷𝑁𝐴"#$%"&$)<

 

 
Entering the empirically derived values for S and %∆mtDNA in Appendix 3 yields a slope of 0.01154. Next, 
the slope-intercept equation can be rearranged to solve for the intercept, as follows: 
 

𝑖𝑛𝑡𝑒𝑟𝑐𝑒𝑝𝑡(𝑆,%∆𝑚𝑡𝐷𝑁𝐴) = 𝑆 − 𝑠𝑙𝑜𝑝𝑒(𝑆,%∆𝑚𝑡𝐷𝑁𝐴) ∗ %∆𝑚𝑡𝐷𝑁𝐴 
 
By entering the slope, together with any pair of corresponding values of S and %∆mtDNA that fall on the 
regression line (such as Saverage and %∆mtDNAaverage, taken from Appendix 3), the intercept is calculated to 
be -0.923 as follows: 
 
𝑖𝑛𝑡𝑒𝑟𝑐𝑒𝑝𝑡(𝑆,%∆𝑚𝑡𝐷𝑁𝐴) = 𝑆 − 𝑠𝑙𝑜𝑝𝑒(𝑆,%∆𝑚𝑡𝐷𝑁𝐴) ∗ %∆𝑚𝑡𝐷𝑁𝐴 = −0.289 − 0.01154 ∗ 54.96 = −0.923 

 
Accordingly, the covariance between selection coefficient and ∆mtDNA frequency at the sub-organismal 
level yields the following relation: 
 

𝑆 = 0.01154 ∗ %∆𝑚𝑡𝐷𝑁𝐴 − 0.923 
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This equation defines the regression line shown in Figure 5-3A. The confidence interval surrounding the 
regression (defining the shaded region) is calculated for each value of ∆mtDNA frequency, from 0 to 100, 
using the following formula: 
 

95%	𝑐𝑜𝑛𝑓𝑖𝑑𝑒𝑛𝑐𝑒	𝑖𝑛𝑡𝑒𝑟𝑣𝑎𝑙 = 𝑡-,< ∗ 𝜎=T
1
𝑛 +

(%∆𝑚𝑡𝐷𝑁𝐴∗ −%∆𝑚𝑡𝐷𝑁𝐴"#$)<

𝜎=><(𝑛 − 1)
 

 
Where: 
tn-2 = critical value from Student’s t-table for n-2, two-tailed, α=0.05 
σR = standard deviation of the residuals for selection coefficient S 
n = sample size 
%∆mtDNA* = each value of ∆mtDNA frequency at which confidence interval is being calculated 
%∆mtDNAave = average ∆mtDNA frequency across all samples 
σRS = standard deviation of the residuals of S, with each residual defined as Sactual – Spredicted 
 
 
Organismal regression (Chapter 5, Figure 5-3B): 
 
For selection acting on ∆mtDNA at the organismal level, in other words the selection against ∆mtDNA that 
arises strictly from the cost that ∆mtDNA imposes on host fitness, the selection coefficient, S, is calculated 
from the change in ∆mtDNA frequency across a population consisting of heteroplasmic hosts (carrying 
∆mtDNA) competed against their wildtype counterparts on the same food plate. In contrast to the sub-
organismal selection experiment, where S is calculated from the change in ∆mtDNA frequency between 
parents and their immediate progeny, the organismal competition experiment involved measuring the 
change in ∆mtDNA frequency across multiple successive generations. Accordingly, the selection coefficient 
can be calculated as follows: 
 

𝑆 = 1 − 𝑤 = 1 − 𝑒)('?$[&,B9(%∆.789: %DE	.789:⁄ )] 
 
Where: 
LN = natural logarithm 
%∆mtDNA = population-wide (not heteroplasmic) ∆mtDNA frequency 
%WT mtDNA = population-wide wildtype mtDNA frequency (equal to 100 – %∆mtDNA) 
g = time, measured in number of generations 
LN(%∆mtDNA / %WT mtDNA)] = natural logarithm of the ratio of %∆mtDNA to %WT mtDNA 
slope[g,LN(%∆mtDNA / %WT mtDNA)] = slope of LN(%∆mtDNA / %WT mtDNA)] versus time, as follows: 
 

𝑠𝑙𝑜𝑝𝑒[𝑔, 𝐿𝑁(%∆𝑚𝑡𝐷𝑁𝐴 %𝑊𝑇	𝑚𝑡𝐷𝑁𝐴⁄ )] =
∑ X𝐿𝑁 Y ∆𝑊Z

!
− 𝐿𝑁Y ∆𝑊Z"#$%"&$

[ (𝑔! − 𝑔"#$%"&$)

∑(𝑔! − 𝑔"#$%"&$)<
 

 
Where: 
LN(∆/W)i = LN(%∆mtDNA / %WT mtDNA) for the ith generation 
LN(∆/W)average = average value of LN(%∆mtDNAl / %WT mtDNA) across all generations 
gi = the ith generation 
gaverage = average gi value across all generations (equal to 5.5 for generations 1 to 10) 
 
The selection coefficient of ∆mtDNA is calculated for both the competed and non-competed populations in 
the organismal competition experiment. Although ∆mtDNA persists within a stable frequency range in non-
competed populations, ∆mtDNA undergoes slight variation in frequency, perhaps due to drift, variations in 
sub-organismal selection, and population structure (during population expansion at the onset of each new 
generation, adults become rapidly outnumbered by embryos and larvae, which tend to carry lower ∆mtDNA 
than adults, see Figures 2-2 and 5-1A). In any case, to control for sources other than organismal selection 
(that is, variation in ∆mtDNA frequency occurring for reasons other than the fitness differences between 
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heteroplasmic animals and their wildtype counterparts), the average selection coefficient across all replicate 
non-competed populations (containing exclusively heteroplasmic animals) is subtracted from the selection 
coefficient of each replicate competed population, yielding the selection coefficient for organismal selection 
against ∆mtDNA: 
 

𝑆'%&"-!)."( = 𝑆I'.?$7$J − 𝑆-̅'-,I'.?$7$J 
 
Where: 
Sorganismal = selection coefficient, S, strictly at the level of organismal selection 
Scompeted = S across a competed line 
Snon-competed = average S across all non-competed lines 
 
Deriving a regression between selection coefficient and heteroplasmic ∆mtDNA frequency is trickier at the 
organismal level, since the relationship is non-linear. In particular, a large deletion such as in ∆mtDNA 
results in the loss of essential genes and is therefore expected to be lethal when present at very high 
frequency (fitness w = 0, or S = 1). However, the organismal selection coefficient is approximately only 
0.1892 at a heteroplasmic frequency of 60% ∆mtDNA. Moreover, S is expected to be 0 when ∆mtDNA 
frequency is zero, since no selection is occurring against ∆mtDNA among hosts that lack ∆mtDNA. The 
appropriate regression will therefore constitute a non-linear trend-line that rises sharply at progressively 
higher ∆mtDNA frequency, passing through S=0 when %∆mtDNA=0, S=0.189 when %∆mtDNA=60, and 
S=1 when %∆mtDNA=100. An ideal candidate regression would therefore be logarithmic, in which rather 
than being directly proportional to ∆mtDNA frequency, S is equal to some quantity raised to the power of 
an exponent (which itself is proportional to ∆mtDNA frequency). The least-squares regression method can 
be used to fit a non-linear regression. As the name suggests, this method seeks to minimize the square of 
the errors, or residuals, along the dependent variable (in this case S), which can be calculated as shown: 
 

𝑆𝑆𝑄 =^[𝑆! − 𝑓(%∆𝑚𝑡𝐷𝑁𝐴)]< 
 
Where: 
SSQ = sum of the squares of residuals 
Si = organismal selection coefficient for replicate line i in the organismal competition experiment 
f(%∆mtDNA) = predicted value of S, defined as a function of %∆mtDNA 
Si – f(%∆mtDNA) = error, or residual, between actual and predicted values of S 
 
The least-squares method, computed here using the GraphPad Prism software package, fits a regression 
by finding the curve with a shape that minimizes the value of SSQ. When assuming S=0 at 0% ∆mtDNA 
and S=1 at 100% ∆mtDNA, together with the empirically derived value of S=0.1892 at 60% ∆mtDNA, the 
least-squares method identifies the following regression to minimize SSQ: 
 

𝑆 = 10/./121	∗	%∆.789:,1.21 
 
However, S may approach 1 at a ∆mtDNA frequency lower than 100%. Consistent with this possibility, 
hosts are almost never observed to carry ∆mtDNA at or above 90% frequency (Figures 2-2 and 3-1). To 
account for the uncertainty in how the fitness cost of ∆mtDNA scales with ∆mtDNA frequency, the following 
regression was obtained using the least-squares method when assuming that S=1 at 90% instead of 100% 
∆mtDNA: 
 

𝑆 = 10/./<K1	∗	%∆.789:,<.1L 
 
Finally, S might rise modestly until reaching a particular (albeit unknown) ∆mtDNA frequency threshold, 
followed by an abrupt shift to higher S in a sort of stepwise fashion. To account for this uncertainty, the 
assumption that S reaches 1 at a given ∆mtDNA frequency was eliminated, enabling a standard linear 
regression between S=0 at 0% ∆mtDNA and S=0.1892 at 60% ∆mtDNA: 
 

𝑆 = 0.003153 ∗ %∆𝑚𝑡𝐷𝑁𝐴 
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The confidence interval for the non-linear regressions can be calculated using the following formula: 
 

95%	𝑐𝑜𝑛𝑓𝑖𝑑𝑒𝑛𝑐𝑒	𝑖𝑛𝑡𝑒𝑟𝑣𝑎𝑙 = 𝑡-,1_𝐶𝑀 ∗ 𝑑𝑆< 
 
Where: 
tn-1 = critical value from student’s t-table for n-1 
CM = covariance matrix value (Appendix 4, Table 5-2) 
dS = derivative of the non-linear regression S = f(%∆mtDNA) (Appendix 4, Table 5-2) 
n = sample size 
 
The confidence interval for the linear regressions can be calculated in a similar manner as in the case of 
the linear regressions between S and %∆mtDNA at the sub-organismal level (see the previous sub-section): 
 

95%	𝑐𝑜𝑛𝑓𝑖𝑑𝑒𝑛𝑐𝑒	𝑖𝑛𝑡𝑒𝑟𝑣𝑎𝑙 = 𝑡-,< ∗ 𝜎=T
1
𝑛 +

(%∆𝑚𝑡𝐷𝑁𝐴∗ −%∆𝑚𝑡𝐷𝑁𝐴"#$)<

𝜎%∆.789:<(𝑛 − 1)
 

 
Where: 
n = sample size 
tn-2 = critical value from student’s t-table for n-2 
σR = standard deviation of the residuals for selection coefficient S (Appendix 4, Table 5-2) 
%∆mtDNA* = each value of ∆mtDNA frequency at which the confidence interval is being calculated 
%∆mtDNAave = average ∆mtDNA frequency across input values (S=0.1892 at 60% and S=0 at 0% ∆mtDNA) 
σ%∆mtDNA = standard deviation of ∆mtDNA frequency 
 
 
Overall (combined) regression (Chapter 5, Figure 5-3C): 
 
According to the general framework of the Price Equation, the overall relationship between ∆mtDNA 
frequency and the strength of selection—when both the sub-organismal and organismal levels are taken 
into account—results from summing the regressions as well as their confidence intervals. The overall 
relationship is therefore defined as the following (assuming Sorganismal=1 at 100% ∆mtDNA): 
 

𝑆'#$%"(( = 𝑆)*+,'%&"-!)."( + 𝑆'%&"-!)."( = (0.01154 ∗ %∆𝑚𝑡𝐷𝑁𝐴 − 0.923) +	(10/./121	∗	%∆.789:,1.21) 
 
Assuming Sorganismal=1 at 90% ∆mtDNA: 
 

𝑆'#$%"(( = 𝑆)*+,'%&"-!)."( + 𝑆'%&"-!)."( = (0.01154 ∗ %∆𝑚𝑡𝐷𝑁𝐴 − 0.923) +	(10/./<K1	∗	%∆.789:,<.1L) 
 
Assuming Sorganismal rises linearly from 0% ∆mtDNA to 60% ∆mtDNA and beyond: 
 

𝑆'#$%"(( = 𝑆)*+,'%&"-!)."( + 𝑆'%&"-!)."( = (0.01154 ∗ %∆𝑚𝑡𝐷𝑁𝐴 − 0.923) + (0.003153 ∗ %∆𝑚𝑡𝐷𝑁𝐴) 
 
Finally, for each regression, the combined confidence interval can be calculated as follows: 
 

95%	𝑐𝑜𝑛𝑓𝑖𝑑𝑒𝑛𝑐𝑒	𝑖𝑛𝑡𝑒𝑟𝑣𝑎𝑙'#$%"(( =
1
2 ∗ a(2 ∗ 95%𝐶𝐼)*+,'%&)

< + (2 ∗ 95%𝐶𝐼'%&)< 

 
Where: 
95%CIsub-org = confidence interval for the regression of S and %∆mtDNA at the sub-organismal level 
95%CIorg = confidence interval for the regression of S and %∆mtDNA at the organismal level 
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Appendix 6 
 

 
 
Supplemental Figure 6-1. Raw measurements of decline in ∆mtDNA frequency upon competition 
with homoplasmic counterparts (lacking ∆mtDNA) under variable diets and host genotypes 
 
(A) Same data presented in Figure 6-8B showing raw ∆mtDNA frequency measurements, with non-
competing control lines included (omitted from Figure 6-8B for visual simplicity). Solid lines represent best-
fit regressions. 
(B) Same data presented in Figure 6-8E showing raw ∆mtDNA frequency measurements, similar to panel 
(A) but in the background of host genomes homozygous for the null daf-16(mu86) mutation. Non-competing 
control lines are once again included (omitted from Figure 6-8E for visual simplicity). Solid lines represent 
best-fit regressions. 
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Appendix 7 
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Appendix 8 
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Appendix 9 
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Appendix 10 
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Appendix 11 
 

 
 
Supplemental Figure 7-1. Raw measurements of decline in mutant frequency upon competition with 
homoplasmic counterparts (lacking ∆mtDNA), across the collection of heteroplasmies featured in 
Figure 7-1 
 
(A) Same experiment as shown in Figure 7-2D, but with vertical axis expressed in raw (non-normalized) 
mpt1 frequency. 
(B) Same experiment as shown in Figure 7-2F, but with vertical axis expressed in raw mpt2 frequency. 
(C) Same experiment as shown in Figure 7-2H, but with vertical axis expressed in raw mptDf3 frequency. 
(D) Same experiment as shown in Figure 7-2J, but with vertical axis expressed in raw mptDf2 frequency. 
(E) Same experiment as shown in Figure 7-2L, but with vertical axis expressed in raw mpt4 frequency. 
Straight lines represent best-fit regression across all replicates. 
 


